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1 IntroductionA discrete event system is a dynamic system which evolves in time in re-sponse to the occurrence of speci�c events at discrete points in time [7].The dynamics of a general discrete event dynamic system are described asnondeterministic transitions which occur in response to events occurring atrandom asynchronous times. The state of such systems can be describedwith logical, symbolic, or numeric values depending on the application, suchas manufacturing systems or computer networks.Control of discrete event dynamic systems consists of supervising thesystem so that the performance of the system conforms to some previouslyspeci�ed behavior. System control is accomplished by enabling or disablingevents based on the previous inputs, the observed output, or the currentstate of the system. By enabling or disabling certain events, the supervisorcan insure that the system conforms to the desired behavior if the systemmeets certain controllability constraints [17, 19, 14]. Controlling resourceson a computer network such as access to printers or network gateways canbe modeled and accomplished using discrete event formalism and controlconcepts.In�nite strings are used to model in�nite sequences of events which adiscrete event dynamic system can accomplish. B�uchi [2] originally usedin�nite strings in the investigation of a decision procedure for a system oflogic known as \the Sequential Calculus." In a more related application,Muller [13] used in�nite strings as a means of describing and analyzing thebehavior of asynchronous switching circuits. When systems are modeledusing in�nite strings, nonterminating behaviors can be explicitly consideredand various asymptotic, or steady-state, results can be investigated [16].McNaughton [12] showed that the language recognized by a B�uchi machineis a regular !-language; hence, B�uchi automata are su�cient to modelsystems which can be described by regular !-languages.Often one wants to insure that the asymptotic behavior of systems,which can be described by discrete event formalisms, such as B�uchi au-tomata, conforms to certain constraints, or meets certain conditions [16,1, 14, 18]. In order to insure that certain asymptotic behaviors occur, onemust be able to make assertions concerning the in�nite behavior of systemsdescribed by B�uchi automata. Previous work requires that the !-languagesdescribing the system and the desired behavior have certain characteristics2



for the existence of supervisors [19, 16, 10, 18]. If these conditions are notmet, then little can be determined about the kind of supervisory perfor-mance which can be obtained. A goal of this work is to relax some of theconditions on the constraint language required by the previous work anddetermine what type of supervisor performance can be achieved. In thisstudy, we limit our attention to systems which can be represented by deter-ministic B�uchi automata. In this work, the requirement that the languagewhich describes the desired behavior be topologically closed with respectto the language which describes the system behavior is relaxed. We obtaina constructive proof which provides that the behavior of the closed loopsystem can be within a speci�ed error bound of the desired behavior ifthe constraint language is controllable and stabilizable with respect to thelanguage which describes the plant behavior [16, 1, 14, 18].Section 2 briey describes some of the results relevant to in�nite strings,�nite automata, and controllable languages. Section 3 presents the mainresults and compares the results to some previous results for systems de-scribed with B�uchi automata. Section 4 provides some examples of howthe various approaches apply in di�erent situations.We use calculational style of proofs for many of our Theorems. A proofthat [A � C] will be rendered in our format asA= f hint why [A � B] gB= f hint why [B � C] gC.We also allow implies ()) in the leftmost column. For a thorough treatmentof this proof format we refer interested readers to [4].2 Description of the Model2.1 In�nite StringsWe �rst de�ne the set, A�, as the set of all �nite, unbounded strings ofelements from the alphabet, A, including the empty string, ", and let A+ =A� � 1. A subset L � A� is called a language over A.3



In order to extend the concept of �nite strings to in�nite strings2, wede�ne a morphism e : N ! A and the set of such morphisms as A!. Thismorphism de�nes an in�nite sequence of elements of A indexed byN , whereN = f1; 2; . . .g. Then for a given n 2 N , we denote by en the elementen = e(0)e(1)e(2):::e(n) 2 A�:The element en is called the initial segment or pre�x of length n of e and e0is de�ned to be ", the empty string. Also observe that e(k) 2 A, k 2 N , isthe kth symbol in the string e. Note that uv denotes string u with stringv concatenated to the end of u. One de�nes s 2 A� as a pre�x of e 2 A!,denoted s < e, if for some j 2 N; s = ej. Pre�xes are related to in�nitestrings by the relation that for a given sequence s0 < s1 < . . . < sn < . . . ofelements of A�, there exists a unique e 2 A! such that ek = sn with k = jsnjfor all n 2 N . One writes e = limn!1sn.For �nite languages, one de�nes the pre�x closure of L � A� to be thesubset cl(L) � A� de�ned by cl(L) = fu : uv 2 L for some v 2 A�g, i.e.,cl(L) is the set of all pre�xes of strings in L. L is pre�x closed if L = cl(L).If X � A� is a language of �nite strings, de�ne X1, the limit of X, asthe set of in�nite strings � 2 A! having an in�nity of pre�xes in the set X[15]. Hence, for � 2 A!,� 2 X1 if and only if 91k : �k 2 X:where 91k means that there exists an in�nity of k which satisfy the pred-icate.A set B � A! is called an !-language over A. The pre�x of B is the setof all strings in A� which are pre�xes of some string in B. Formally, onede�nes the pre�x of B � A! as the set pr(B) � A� such that pr(B) = fej :e 2 B; j � 0g. When B = feg, for e 2 A!, we write pr(e) for pr(feg).The adherence or limit of L � A� is the !-languageL1 = fe : e 2 A! and 91j : ej 2 Lg:From the de�nitions given above, one can derive the following relation-ships between the pre�x and adherence operators: for any B � A! andpre�x closed K � A� B � pr(B)1 ; and2This material on in�nite strings follows the presentations given in [5, 15, 16].4



pr(K1) � K:A metric, d, can be de�ned on A! as follows:d(e1; e2) = ( 1=n if ek1 = ek2; 0 � k < n; and e1(n) 6= e2(n)0 if e1 = e2:The topological closure of a set B � A! with respect to the above metricis denoted B. The topological closure, pre�x and adherence operations forB � A! are related by: B = pr(B)1 :For subsets B and S, which satisfy B � S � A!, we say that B istopologically closed relative to S if B \ S = B. If B � S, it is always thecase that B � B \ S, and, consequently, B is topologically closed relativeto S if and only if B \ S � B.As discussed later, the concept of topological closure can play a role indetermining existence of a class of supervisors for a discrete event dynamicsystems.2.2 Automata Description of a Discrete Event Sys-temSince the behavior of discrete event systems can be represented as sequencesof discrete events, the behavior of many discrete event systems can be mod-eled as a pre�x closed regular language L � A�. Henceforth, languages usedto describe discrete event systems will be considered to be pre�x closed andregular. Modeled in this way, L represents all possible (�nite, unbounded)strings of events which a discrete event system (DES) can generate. Anextension of this model considers the adherence of L, or a subset of it, inorder to discuss the long term or limit behavior of the DES. For this ex-tension, one models a DES as a pair P = (L;S) where L is a pre�x closedsubset of A� and S is a subset of L1 [16].One can also describe this class of discrete event dynamic systems with�nite automata. As mentioned above, McNaughton [12] and others demon-strate that the behavior of such systems can be described with rational(regular) !-languages, often denoted by RAT or DRAT for deterministicrational languages. Eilenberg [5] provides a development of the relation-ships between �nite machines and in�nite languages.5



For our automaton model, we de�ne a �nite state machine, called agenerator, G = (Q;A; q0; �), to be a dynamic system consisting of a stateset Q, an event set or alphabet A, an initial state q0, and a transitionfunction � : Q � A ! Q. In general, � is only a partial function, i.e. notde�ned on the entire space Q�A. Also, � can be extended in a natural senseto a function on Q�A� by �(q0; w�) = �(�(q0; w); �). We write �(q;w)! todenote that �(q;w) is de�ned.A machine is called a trim machine if every state is a vertex in somesuccessful path [5]. This concept is related to accessible and co-accessibleautomata in [16] and live systems in [14].The language generated by the machine G is de�ned to be the setL(G) = fw : w 2 A� and �(q0; w)!g:Languages generated in this manner are closed and regular [5, 8].An in�nite path in the machine G is an in�nite sequence � 2 A! suchthat �(q0; �j)! for all �j 2 pr(�). Such sequences are used to model theasymptotic behavior of DES. Consequently, one extends the de�nition ofthe generator to that of a B�uchi automaton in order to capture this in�niteor limit behavior.The in�nite or limit behavior, S(G), of a �nite state B�uchi machine Gcan be speci�ed in the following manner. A set of states called the markedstates is added to the description of machine G = (A;Q; �; q0). This setis denoted by Qm � Q. Qm corresponds to the set of marked or �nalstates in the standard �nite state machine description. To each sequence ofevents e 2 L(G)1 there corresponds a unique state trajectory se : N ! Qsatisfying se(j) = �(q0; ej). Related to se, for any e 2 A!, one de�nes In(e),the states visited an in�nite number of times by the in�nite string e, byIn(e) = fq 2 Q : (91i : se(i) = q)g:The sequence e and trajectory se are said to be accepted if se visits theset Qm in�nitely often, i.e. In(e) \ Qm 6= ;. The set of event sequencesgenerated by G = (A;Q; �; q0; Qm) is then de�ned to beS(G) = fe : e 2 L(G)1; and se is acceptedg[16]:In a related notation, a machine denoted by MB is a machine which gener-ates language B. 6



From the de�nitions of in�nite behavior and the limit of a language itfollows that S(G) � L(G)1 with equality if Qm = Q; and that pr(S(G)) �L(G). In general, one need not have equality in pr(S(G)) � L(G) sincethere may be strings in L(G) that cannot be extended to an accepted eventsequence. If pr(S(G)) = L(G), then G is said to be nonblocking. There isequality if and only if for every q 2 Q there exists w 2 A� with �(q;w) 2 Qm,and for every q 2 Qm there exists an event � 2 A with �(q; �)! [16].2.3 Controllability and StabilityThe event set A for a DEDS described as a plant modeled by the automatonP = (L;S) can be partitioned into two disjoint sets: Ac and Au. Aucontains all events which are uncontrollable, i.e. no supervisor may a�ectthe behavior of the plant with respect to these events. Ac contains allevents which a supervisor can enable or disable in order to e�ect the desiredbehavior.With the concept of controllable and uncontrollable events, one cande�ne a supervisor for a plant which a�ects the controllable events whicha plant can execute based on some speci�ed constraints. A supervisor fora DES is a map f : L! 2Awhich speci�es the next enabled inputs which can be applied based onthe string of generated events. One can consider the closed loop systemconsisting of a supervisor, f , and plant, P , where the �nite and in�niteclosed loop behaviors are denoted by Lf and Sf respectively de�ned asfollows: 1. " 2 Lf ;2. w� 2 Lf if and only if w 2 Lf ; � 2 f(w); and w� 2 L;3. Sf = L1f \ S:Note that the de�nition of Lf implies that Lf � L and that cl(Lf ) = Lf[16].Also from the properties given above, it follows that pr(Sf ) � Lf . Whenpr(Sf ) = Lf , one says that f is nonblocking for P [16]. A result concerning7



the �nite behavior of nonblocking supervisors is that for all t 2 Lf thereexists a b 2 A such that tb 2 Lf .The language K � L is said to be controllable with respect to L ifcl(K)Au \ L � cl(K). A supervisor, f , is said to be complete with respectto a given plant P = (L;S) if all uncontrolled semantics of the plant arerespected, in other words, if x 2 L, x 2 Lf and x�u 2 L then x�u 2 Lfwhere �u 2 Au and Lf is the closed loop behavior as discussed above. Fornonempty K � L, there exists a complete, nonblocking supervisor f suchthat Lf = K if and only if K is pre�x closed and controllable [17].Also, the family of closed and controllable sublanguages of L is closedunder set union and for any closed K � L there exists a unique supremalclosed and controllable language, K" = K � ((L �K)=A�u)A� [17, 9].The region of weak attraction, as discussed in [1, 11, 14], can be directlyrelated to the existence of certain types of supervisors. The algorithmgiven below is essentially the same one given in [1] for determining theregion of weak attraction. The main result of our work relates conditionson the region of weak attraction to certain supervisor characteristics forsystems which can be modeled by �nite state machines or whose languagedescriptions are in DRAT.For this paper, the region of weak attraction, 
M(Qm), for a givenmachine, M = (Q;A; �; q0; Qm), with a given set of marked states, Qm, isde�ned by the following algorithm [1]:Initial Step: Set P0 = Qm and i = 1:Iteration Step: De�ne Pi = Pi�1 [8><>:q 2 Q : 9� : �(q; �) 2 Pi�1and6 9�u 2 Au : �(q; �u) 62 Pi�1 9>=>;Termination Step: If Pi = Pi�1; stop and set 
M(Qm) = Pi;else i = i + 1; goto iteration step :This algorithm builds the region of weak attraction starting from Qm.Each iteration of the algorithm adds states to the region de�ned in theprevious iteration. A state is added to the region of weak attraction only ifthere is an event � which describes a transition into the region de�ned inthe previous iteration and there does not exist an uncontrolled event whichprovides a path to a state which is not in the region de�ned by the previousiteration of the algorithm. The algorithm is guaranteed to terminate by the8



�nite state description of the machine. An e�cient algorithm is given in[11] which computes the region of weak attraction in O(jQj) time.Stability and stabilizability characteristics are often used to describesystems modeled with in�nite strings. The stability of a discrete eventdynamic system can be related to the region of weak attraction [1, 11, 14].De�nition 2.1 An !-language B is �nitely stabilizable if and only if B 2DRAT , and for all MB = (Q;A; �; q0; Qm) such that MB is trim and recog-nizes B, we get that 
MB(Qm) = Q.Although �nite stabilizability is de�ned in terms of machines which rec-ognize a language, the following lemma demonstrates that �nite stabiliz-ability is a characteristic of a language and is independent of the structureof a particular machine used to generate the language.Lemma 2.1 Let B 2 DRAT .If there exists a trim MB = (Q;A; �; q0; Qm) with 
MB (Qm) = Q,then for all trim M 0B = (Q0; A; �0; q00; Q0m), 
M 0B(Q0m) = Q0:Proof:We use proof by contradiction:Assume that there exists a machine M1 = (Q;A;�; q0; Qm) such that:M1 is trim; B = S(M1); and 
M1(Qm) = Q;and that there exists another machine M2 = (R;A; �; r0; Rm) such that:M2 is trim; B = S(M2); but that 
M2(Rm) 6= R:Given these two machines:
M2(Rm) 6= R) (9w 2 pr(B)) ^ (r 2 R : �(r0; w) = r 62 P2;k;8k � 0)9



) f(
M1(Qm) = Q) ^ (w 2 pr(B))g�(q0; w) = q 2 P1;k for some kwhere Pi;k's are the sets generated in the kth iteration of the algorithmwhich determines the region of weak attraction for the ith machine.(
M1(Qm) = Q) ^ (w 2 pr(B))) 9v1 2 A� : (�(q0; wv1) 2 Qm)^(�(q0; wv1(0) . . . v1(n)) 2 P1;k�n;8n; 0 �n � k)) f(
M2(Rm) 6= R) ^ (M2 trim)g(9u1 < v1) ^ (�1 2 Au : (u1�1 6� v1) ^ (�(r0; wu1�1) 62 P2;k;8k � 0)).Let l1 be such that v1(0) . . . v1(l1) = u1.De�nition of P1;k) (�(q0; wu1) 2 P1;k�l1) ^ (�(q0; wu1�1) 2 P1;k�l1�1).Let w2 = wu1�1 and k1 = k � l1.(
M1(Qm) = Q) ^ (w2 2 pr(B))) 9v2 2 A� : (�(q0; w2v2) 2 Qm)^(�(q0; w2v2(0) . . . v2(n)) 2 P1;k1�n;8n; 0 <n � k1 � 1)) f
M2(Rm) 6= Rg9u2 < v2; �2 2 Au : �(r0; w2u2�2) 62 P2;k;8k � 0.Continue choosing vi such that:�(q0; wivi) 2 Qm) f(
M1(Qm) = Q) ^ (wi 2 pr(B)) ^ (
M2(Rm) 6= R)g10



9ui < vi; �i 2 Au : �(r0; wiui�i) 62 P2;k;8k � 0 where wi = wi�1ui�1�i�1) fM1;M2 trimg9wj 2 pr(B) : ((�(q0; wj) 2 Qm) ^ (�(r0; wj) 62 
M2(Rm)) ^ (jwjj >jQj+ jRj))) 9 cycle wj(m) . . .wj(n), 0 � m < n � jwjj, where (w0wj(m) . . .wj(n) �wj) ^ (w0 � wj(0) . . .wj(m))) (In1(w0(wj(m) . . .wj(n))!)\Qm 6= ;)^ (In2(w0(wj(m) . . .wj(n))!)\Rm = ;)where In1 and In2 denote the states which are visited an in�nite numberof times by wj in M1 and M2 respectively.Using this technique, we have constructed an in�nite string which isaccepted by M1 and not accepted by M2, which contradicts the fact thatthey both are trim machines which recognize B. Hence, the assumptionthat 
M2(Rm) 6= R could not be correct and the lemma is proved.Q.E.D.Armed with these concepts one can discuss applications in the area ofsupervisory control.3 Supervisory Control of Systems Modeledwith In�nite Strings3.1 Deterministic SupervisorsFor this paper, �nite automata on in�nite strings are used to model super-visory control of DES. The motivation for such an application arises fromtwo considerations.The �rst is that often plants or systems which need to be controlledcan be modeled as deterministic or nondeterministic automata; hence, oneneeds a technique to analyze and synthesize supervisors for such systems.11



The second consideration arises from the fact that the events whichdescribe plant activity can be partitioned into controllable, Ac, and uncon-trollable, Au, events. For the control of the system, the supervisor mustnot attempt to block any actions which include uncontrollable events.The primary motivation for this work is a result by Ramadge [16] re-lating to the controllability of systems modeled by B�uchi automata. Therelevant result is stated in the following theorem:Theorem 3.1 ([16]) If B � S � A! is nonempty, then,there exists a complete, nonblocking supervisor f for plant P =(L;S) such that Sf = B,if and only ifpr(B) is controllable with respect to L; i:e:; pr(B)Au\L � pr(B),andB is topologically closed relative to S, i:e:; B \ S = B.One of the characteristics which limit the application of the above theo-rem is the requirement that B must be topologically closed with respect toS. One of the primary goals of this work is to determine when a supervisorexists for systems which do not satisfy this requirement. For situations inwhich a supervisor is shown to exist, we give a construction for a complete,nonblocking supervisor.Example 1:This example demonstrates a discrete event dynamic system P = (L;S)with the event set A = fa; bg which illustrates the application of Theo-rem 3.1. The dynamics of the system are described byS = a! + a�ba! and L = a� + a�ba�(= pr(S)):The uncontrollable events are described by Au = fbg. The �nite statemachine shown in Figure 1 generates this language.Consider the constraints imposed by B = a�ba! � S. Since pr(B) =a� + a�ba� = L, it is clear that pr(B)Au \ L � pr(B), or that pr(B) iscontrollable. This controllability implies that a supervisor, f , exists suchthat Lf = pr(B) [16]. However,pr(B)1 \ S = S 6= B12
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aFigure 1: Machine for Example 1.i.e., B is not topologically closed relative to S. According to the abovetheorem, this fact implies that there is not a nonblocking supervisor f suchthat Sf = B; yet supervisors for such systems are still needed.Lemma 3.1 and Theorem 3.2 extend previous results to demonstratethe existence of a complete nonblocking supervisor, f , for a given plant,P = (L;S) when certain criteria are met by the plant and required be-havior. The motivation for the extension comes from situations as in theexample above where the language describing the desired behavior is nottopologically closed with respect to the language describing the plant be-havior. The closed loop behavior is shown to be contained in the desiredbehavior but not necessarily equivalent to it; the supervisor does not allowany behavior which is \bad" but might restrict some of the \good" be-haviors. In some applications, such a supervisor would be adequate. Thestrategy for this extension consists of specifying a supervisor which willrestrict the plant to sequences in the topological closure of the constraintlanguage then to provide an extension to this supervisor which allows theclosed loop behavior to stay within the constraint language yet approachto within a speci�ed distance of the boundary of the constraint language.Lemma 3.1 provides that the machine,MB, which recognizes the desiredbehavior, B, acts as a supervisor which gives a closed loop behavior as thetopological closure of B if pr(B) is controllable with respect to pr(S).Lemma 3.1 Let B � S � A!, and MS nonblocking, where pr(S) = L,and B 2 DRAT , and MB = fQ;A; �B; q0; Qmg be a trim machine. Thenpr(B) is controllable with respect to L,if and only if 13



f(w) = f� 2 A : �B(q0; w�)!g is a supervisor for P = (L;S) suchthat:1. f is complete,2. f is nonblocking,3. Sf = B \ S.Proof:(()This assertion follows directly from [17].())1. f is complete:Let s 2 Lf and s�u 2 L where �u 2 Au: we must show that s�u 2L(MB).(Lf = L(MB)) ^ (de�nition of f)) s 2 L(MB)) f(L(MB) = pr(B)) ^ (B 2 DRAT )gs 2 pr(B)) fpr(B) controllablegs�u 2 pr(B)) s�u 2 L(MB).2. f is nonblocking:We must show that pr(Sf ) = Lf .Let t 2 pr(Sf ).) fSf = L1f \ Sgt 2 pr(L1f \ S)) 14



t 2 pr(L1f )) fde�nition of L1f gt 2 Lf .Let t 2 Lf .) fLf = L(MB)g(t 2 pr(B)) ^ (t 2 pr(L1f ))) fMB is trimgt 2 pr(B \ L1f )) fB � Sgt 2 pr(S \ L1f )) fde�nition of Sfgt 2 pr(Sf ).3. Sf = B \ S:De�nition of Sf) Sf = L1f \ S) fde�nitions of f and L(MB)gSf = L(MB)1 \ S) f(L(MB) = pr(B)) ^ (B 2 DRAT )gSf = pr(B)1 \ S) fde�nition of BgSf = B \ S.Q.E.D.Theorem 3.2 gives results for the existence of a supervisor when the lan-guage describing the desired behavior is not closed relative to the languagewhich describes the plant behavior. If �nite stabilizability is added as a con-dition on the constraint language, then the closed loop behavior is shownto be contained in the desired behavior. We prove each part in separatelemmas and then combine the results into the main theorem, Theorem 3.2.15



Lemma 3.2 Let B � S be nonempty, MS nonblocking, where B;S 2DRAT , and S is topologically closed with respect to A!.If B is �nitely stabilizable, andpr(B) is controllable with respect to L = pr(S),then for all � > 0, there exists:nonblocking, complete supervisor f for P , such that:Sf � B, and8u 2 B;9v 2 Sf : d(u; v) < �.Proof:In order to show that such a supervisor exists, we will construct one.LetMB be a trim machine which recognizesB whereMB = fQ;A; �; q0; Qmg.Since pr(B) is controllable with respect to pr(S), from Lemma 3.1, MB isa complete, nonblocking supervisor, f 0, such that Sf 0 = B \ S.We must modify f 0 to get a supervisor f so as to retain the completeand nonblocking characteristics yet further constrain Sf such that Sf � B.First, construct a machine Mc which runs in parallel with MB. Thismachine,Mc, is essentially a counter which allows the supervisor to achievethe � distance criterion.De�ne Mc = (Qc; A; �c; qc0; Qmc) whereQc = fqc0; qc1; . . . ; qcN�1g;N > 1=�;Qmc = fqc0g; and�c(qci; �) = 8><>: qc0 if �(q0; w) 2 Qm;qci+1 if �(q0; w) 62 Qm and i < N � 2;qcN�1 otherwise :And de�ne the supervisor feedback map f byf(w) = ( A0(qw) if �c(qc0; w) 6= qcN�1;A0(qw) �Abad(qw) if �c(qc0; w) = qcN�1;16



where: qw = �(q0; w);A0(qw) = f� 2 A : �(q0; w�)!g;andAbad(qw) = set of events to disable ;= f� 2 A0(qw) \Ac : �(q0; w�) 62 Pi�1 where �(q0; w) 2 Pig;with Pi and 
MB(Qm) de�ned as follows:P0 = Qm;Pi = Pi�1 [ (q : 9� : �(q; �) 2 Pi�1; and6 9�u 2 Au : �(q; �u) 62 Pi�1 ) ;
MB(Qm) = Pi when Pi = Pi�1:To show that f is complete, one must show that if an uncontrolled eventis de�ned in the plant from a state which is reached by the closed loopsystem, then that event is allowed by the supervisor; i.e.(s 2 Lf ) ^ (s�u 2 L) ^ (�u 2 Au)) s�u 2 Lf :From the de�nitions of f(s) and completeness it is su�cient to showthat �u 2 A0(qs) and �u 62 Abad(qs).Since pr(B) is controllable with respect to L, one immediately has thatfor all �u 2 Au if s 2 Lf and �(q0; s�u)! then �u 2 A0(qs) as desired.Since �u 62 Ac, the de�nition of Abad(qs) provides that �u 62 Abad(qs) asdesired; hence, f is complete.To show that f is nonblocking, one must show that pr(Sf ) = Lf . ByLemma 3.1, Sf 0 = B \ S. By construction, Sf � B \ S. By the �nitestabilizability of B and the construction of Abad, Sf 6= ;. The proof ofnonblocking follows in a manner similar to the nonblocking part of theproof of Lemma 3.1.To show that Sf � B, one must show that any string in the closed loopbehavior, Sf , is contained in the desired behavior, B: i.e.u 2 Sf ) u 2 B:We will use proof by contradiction. Assume that there exists a u 2 Sfsuch that u 62 B. 17



De�nitions of Sf and MB) 9w 2 pr(u) : (8x : wx 2 pr(u) : �(q0; wx) 62 Qm)) fde�nition of Mcgfor this w, 9y 2 A� : ((wy 2 pr(u)) ^ (�c(qc0; wy) = qcN�1))) fu 2 Sf and de�nition of f(wy)g9y; v 2 A� : (wyv 2 pr(u)) ^ (�(q0; wyv) 2 Qm); for jvj � jQj.Thus, �(q0; wyv) 2 Qm which contradicts the original choice of w; hence,u 2 B.To show that for every string in the desired behavior, B, there is a stringwithin � of it which is in the closed loop behavior, Sf , i.e. 8u 2 B;9v 2Sf such that d(u; v) < �, one can consider two cases:1. If u 2 Sf , then let v = u. In this case, both u and v are in Sf ;hence, d(u; v) = 0 < �;8� > 0.2. If u 62 Sf , then u 2 B � Sf .Since u 2 B � Sf , there exists a w 2 pr(u) such that (w 2 pr(B)) and(�c(qc0; w) = qcN�1). This situation arises because f must have disabledsome event � in order for u 62 Sf .Pick w; � so that it is the �rst string in the pre�x of u such that�c(qc0; w) = qcN�1 and � 62 f(w) .Since f is nonblocking, w 2 Lf implies that there exists an � 2 Sf suchthat w 2 pr(�).Now calculate the distance between u and any � 2 Sf such that w 2pr(�). As a result of the choice of w and �, this distance satis�es thefollowing condition: d(u;�) = 1jwj :Since �c(qc0; w) = qcN�1; jwj � N ; consequently, this distance satis�esthe following inequality: d(u;�) = 1jwj � 1N < �:18



The last inequality follows from the choice of N .Q.E.D.Lemma 3.3 Let B � S be nonempty, MS nonblocking, where B;S 2DRAT , and S is topologically closed with respect to A!.If for all � > 0, there exists:nonblocking, complete supervisor f for P , such that:Sf � B, and8u 2 B;9v 2 Sf : d(u; v) < �,then B is �nitely stabilizable, andpr(B) is controllable with respect to L = pr(S).Proof:For this proof, we will show the contrapositive: i.e. assume that if1) B is not �nitely stabilizable(i.e. there exists q = �(q0; w), q 2 Q, where Q is the state set formachine which recognizes B, such that q 62 Pk where w 2 pr(B)and 8k � 0),or2) pr(B) is not controllable with respect to L(i.e. 9t 2 pr(B) such that 9a 2 Au for which ta 62 pr(B) butta 2 L),then for each � > 0 there does not exist a complete, nonblocking super-visor where for all u 2 B there exists a v 2 Sf such that d(u; v) < � andSf � B.We will show that any complete, nonblocking supervisor with d(u; v) < �where u 2 B and v 2 Sf does not have Sf � B if pr(B) is not controllableor B is not �nitely stabilizable. 19



From the assumption that pr(B) is not controllable, it follows that thereexists a t 2 pr(B) such that there exists an a 2 Au for which ta 62 pr(B).For this t; a pair choose � such that 0 < � � 1jtj+1.For any � 2 B : (t 2 pr(�) ) d(�; �) < �) and f nonblocking) 9� 2 Sf : t 2 pr(�)) ff complete and t 2 Lf by choice of �gta 2 Lf) ff nonblockingg9y 2 A! : tay 2 Sf) ftay 62 B since ta 62 pr(B)gSf 6� Bwhich is as required for this part of the contrapositive.If B is not �nitely stabilizable, then:MB a trim machine) 9q = �(q0; w); q 2 Q : q 62 Pk;8k � 0; and w 2 pr(B)) ff is nonblockingg9� 2 B : w 2 pr(�).Choose � = 1jwj+1.Hypothesis that 8u 2 B;9v 2 Sf : d(u; v) < �) 9� 2 Sf : d(�; �) < � 20



) fchoice of �gw 2 pr(�)) fde�nition of Sfgw 2 Lf .If we assume that � 62 B, then Sf 6� B as required for the contrapositive.Otherwise, assume that � 2 B:w 2 pr(B)) 9v : (wv 2 pr(�) ^ (�(q0; wv) 2 Qm))) felse q 2 Pk for some k, and de�nition of Pkg9v1 < v : 9�1 2 Au : �(q0; wv1�1) 62 Pk;8k � 0) f� 2 Sf , de�nition of Sf ; wv 2 pr(�)gwv1 2 Lf) fwv1 2 Lf and f completegwv1�1 2 Lf .Since �(wv1�1; q0) 62 Pk;8k � 0, one uses similar reasoning to show that9v2�2 : wv1�1v2�2 2 Lf and �(q0; wv1�1v2�2) 62 Pk;8k � 0;for v2 < v0 such that �(q0; wv1�1v0) 2 Qm:Hence, as illustrated in Figure 2 where v0i = vi�i, one can construct asequencev1�1; v2�2; . . . ; vi�i : �(q0; wv1�1v2�2 . . . vi�i) 62 Pk;8k � 0.Since one can construct a sequence v1�1; v2�2; . . . ; vj�j : j > jQj, by thepumping lemma [8], there exists a cycle in this sequence which the super-visor allows. Consequently, there exists an in�nite sequence �0 such that�0 2 Sf : In(�0) \Qm = ;:21
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Figure 2: Cycle in a machine which is not �nitely stabilizable.This relationship follows from the fact that pr(B) is controllable with re-spect to L and that S is topologically closed with respect to A!. And sincethere exists an �0 2 Sf such that �0 62 B, we have that Sf 6� B as requiredfor the contrapositive.Q.E.D.Theorem 3.2 Let B � S be nonempty, MS nonblocking, where B;S 2DRAT , and S is topologically closed with respect to A!. Thenfor all � > 0, there exists:nonblocking, complete supervisor f for P , such that:Sf � B, and8u 2 B;9v 2 Sf : d(u; v) < �,if and only ifB is �nitely stabilizable, andpr(B) is controllable with respect to L = pr(S).Proof:This theorem follows directly from Lemma 3.2 and Lemma 3.3.The proof of Theorem 3.2 is based on the speci�c strategy chosen for thesupervisor. In this strategy, the supervisor limits the �nite plant behavior22



to strings in the pre�x of the desired behavior, which it can do since pr(B)is controllable with respect to pr(S). Then after a speci�ed period of timewithout visiting a marked state, the supervisor forces the plant to takeactions which cause the state trajectory to pass through a marked statein a �nite number of events. If we de�ne n as the size of the state set ofthe machine which recognizes B and m is the size of the state set of themachine which recognizes S, then from [11] determining the region of weakattraction is an O(n) operation. From [9] we have that determining if pr(B)is controllable with respect to pr(S) is an O(mn) operation. Combiningthese two operations with the size of the counter gives that constructing asupervisor is an O(mn + 1=�) operation.Lemma 3.4 demonstrates the relationship between the concepts of topo-logical closure and �nite stabilizability. A result of this relationship is thatTheorem 3.2 can be considered as a generalization of Theorem 3.1 for somecases.Lemma 3.4 Let B � S � A!, S be topologically closed with respect toA!, and B 2 DRAT , thenB is topologically closed with respect to S,) B is �nitely stabilizable.Proof: LetMB = fQ;A; �B ; q0; Qmg be a trim machine such that S(MB) =B. De�nition of topologically closed) B \ S = B) f(S closed ) S = S) ^ (B � S)gB = B) fde�nition of B = Bg 23



all cycles in MB go through Qm) Q�Qm is acyclic) 
MB(Qm) = Q or that B is �nitely stabilizable.This last implication follows from the facts that Q � Qm is acyclic,that MB is a trim machine and that B � S [1]. This is readily observed byapplying the algorithm for determining the region of weak attraction to anytrim machine which accepts the desired language for a system where thedesired language is topologically closed with respect to the plant language.Q.E.D.That the converse is not true follows from the example presented earlier.For this example, we have:S = a! + a�ba!; a 2 Ac; and B = a�ba!:In [16], the constraint language B is shown to be not topologically closedwith respect to the plant language S; however, since,P0 = fqtg; and P1 = fqt; qig = Q;one has that:
MB(Qm) = Q; or that B is �nitely stabilizable.3.2 Nondeterministic SupervisorsA modi�cation to the approach given in the previous section consists ofusing a supervisor which has some nondeterministic characteristics. Themotivation for this type of supervisor stems from a desire to possibly in-clude more of the desired behaviors from B in the closed loop response, Sf ,without excessively increasing the complexity of the supervisor.For a given error bound, � > 0, the basic supervisor is constructed inthe same manner with the modi�cations outlined below. The machine Mc24



is constructed in exactly the same manner but the supervisor feedback mapis modi�ed as given:f(w) = 8><>: A0(qw) if �c(qc0; w) 6= qcN�1;A0(qw) if �c(qc0; w) = qcN�1 with probability = 1� p;A0(qw) �Abad(qw) if �c(qc0; w) = qcN�1 with probability = p;where A0(qw) and Abad(qw) are as de�ned for the deterministic supervisorand 0 < p � 1.Lemma 3.5 can be used to demonstrate that Sf � B. The other aspectsof the development follow directly from the proof for the deterministic case.Lemma 3.5 Given any graph G of the form shown in Figure 3, with anyinitial state, and a transition function � de�ned by�(�; qi) = 8>>>>>>>>>>><>>>>>>>>>>>: q1 i = 0; with probability = 1� x;q0 i = 0; with probability = x;qk�1 i = k; with probability = p;qk i = k; with probability = 1� p;qi�1 i > 0; with probability = p;qi+1 i < k; with probability = 1� p� p0i;qi i 6= k; 0; with probability = p0i;where 0 < p � 1, 0 � p0i < 1, 0 � x � 1, and p0i + p � 1,then any in�nite trajectory has probability one of visiting state q0 in�nitelyoften.
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Proof:This problem is analogous to the one dimensional random walk problem asdiscussed in [6].The proof of Lemma 3.5 can be directly derived from a more general lemma:Lemma 3.6 For any graph of the form shown in Figure 3, with the tran-sition function as de�ned in the Lemma 3.5 statement, then if state qj; 0 �j � k; is visited in�nitely often then every state qi; 0 � i � j; is visitedin�nitely often.Proof:The proof is by induction on j.Base Case: j = 0Obvious, since q0 is visited in�nitely often.Induction Hypothesis:8j : 0 � j < k, if qj is visited an in�nite number of times, then qi;8i : 0 �i � j, is visited in�nitely often.Induction Step:8j : 0 � j � k, if qj is visited an in�nite number of times, then qi;8i : 0 �i � j, is visited in�nitely often.Proof (of induction step):If j = 0, then we are done. If j 6= 0, then j > 0. Since qj is visited anin�nite number of times and p 6= 0, the arc to qj�1 will be taken an in�nitenumber of times [6]; hence, qj�1 will be visited an in�nite number of times.By the induction hypothesis, since qj�1 is visited an in�nite number oftimes and j � 1 < k, one has that qi is visited an in�nite number of times8i : 0 � i � j � 1. This fact combined with the fact that qj is visited anin�nite number of times completes the proof.Q.E.D.The proof of Lemma 3.5 follows directly since if the trajectory visits allstates qi; 0 � i � j, in�nitely often it visits the single state, q0, in�nitelyoften.Q.E.D.From Lemma 3.5, one sees that the supervisor acts to cause the systemto transition from Pi to P0 = Qm in�nitely often; hence Sf � B as desired.While there is a nonzero probability that the action taken by the deter-ministic and nondeterministic supervisors will be the same, there is also a26



nonzero probability that they will be di�erent. In the case where the ac-tions are di�erent, the strings in the closed loop behavior of the system withthe nondeterministic supervisor will strictly include the desired behavior ofthe system with the deterministic supervisor.4 ExamplesThe requirements for a plant, described by !-languages, to be controllablehave been presented. These conditions can be applied to the case of plantsdescribed by B�uchi automata. The following examples illustrate some ofthe ideas presented in this paper.4.1 Example 1 RevisitedRecall the �rst example which considered a discrete event dynamic systemP = (L;S) with the event set A = fa; bg [16]. The dynamics of the systemare described byS = a! + a�ba! and L = a� + a�ba�(= pr(S)):The uncontrollable events are described by Au = fbg. The �nite statemachine shown in Figure 1 generates this language.Consider the constraints imposed by B = a�ba! � S. B has beenshown to be not topologically closed relative to S [16]; hence, there is nota nonblocking supervisor f such that Sf = B.Using the extension presented in this paper, one can construct a com-plete nonblocking supervisor for the given plant which satis�es a relaxedconstraint, i.e. that the desired and the actual behavior di�er by some� > 0.We have already shown that pr(B) is controllable with respect to pr(S).Since B and S satisfy the hypothesis of Theorem 3.2, i.e. B is �nitelystabilizable, as seen by constructing the region of weak attraction, P , andpr(B) is controllable with respect to pr(S), one can construct a supervisor,f , such that for a given � > 0, f is complete, nonblocking, Sf � B and8e 2 B;9u 2 Sf : d(e; u) < �.In order to construct such a supervisor, one �rst de�nes the machineMB = (Q;A; �; q0; Qm)27



to be the machine which recognizes B, for this exampleQ = fi; tg; A = fa; bg; q0 = fig; Qm = ftg;�(i; a) = i; �(t; a) = t; and �(i; b) = t:The supervisor is constructed in the following manner:De�ne Mc = (Qc; A; �c; qc0; Qmc) as in Theorem 3.2; and de�ne the super-visor feedback map f byf(w) = 8><>: fa; bg if f�(i; w) = ig and f�c(qc0; w) 6= qcN�1g;fbg if f�(i; w) = ig and f�c(qc0; w) = qcN�1g;fag if �(i; w) = t:The behavior of this supervisor is illustrated by considering three cases.1: If e = akba! for k < N , then f(ej ) = fa; bg for j < k, f(ej ) = fa; bgfor j = k and f(ej) = fag for j > k; consequently, ej+1 � f(ej );8j, or thesupervisor constructed above is such that e 2 Sf .2: If e = akba! for k � N , then f(ej) = fa; bg for j < N , f(ej) = fbgfor j = N and f(ej ) = fag for j > N ; consequently, ej+1 6� f(ej);8j, butthere does exist a complete, nonblocking supervisor such that 8e 2 B;9e0 2Sf : d(e; e0) < �, as can be seen by calculating the distance between theinput string and the string in the closed loop behavior.3: If e = a!, then f(ej ) = fa; bg for j < N , f(ej ) = fbg for j = N andf(ej ) = fag for j > N ; consequently, ej+1 6� f(ej );8j, but there does exista complete, nonblocking supervisor such that 8e 2 B;9e0 2 Sf : d(e; e0) < �,as can be seen by calculating the distance between the input string and thestring in the closed loop behavior.4.2 Vending MachineAnother example is a vending machine model. In this system, VM =(A;Q; �; q0), whereA = fuse; fails; repair; reject; acceptg; and Q = fq0; q1; q2g;with Ac = fuse; repairg; and q0 = machine wait, q1 = machine broken, andq2 = machine waits for inspection. The de�ned transitions are illustratedin Figure 4. 28
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can be constructed subject to the weakened constraint of Sf � B and8u 2 B;9u0 2 Sf : d(u; u0) < �. This option is symbolized by adding theevent replace and �(q1; replace) = q0. The modi�ed plant is illustratedin Figure 5. This additional event enlarges the region of weak attractionso that P = fq0; q1; q2g; hence, a complete, nonblocking supervisor canbe constructed, subject to the relaxed constraint regarding the distancebetween the desired behavior and the closed loop behavior.For this modi�ed exampleS0 = (L(V M2))1;B = S(VM2) where Qm = q0;pr(B) = Lm(V M2):Observe that pr(B) is controllable with respect to L0 = pr(S 0) andthat B is �nitely stabilizable. This observation provides that a completesupervisor can be constructed for a given � > 0.
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where (1=N) < � and �c such that�c(qci; �) = 8><>: qc0 if �(q0; w) = q0;qci+1 if f�(q0; w) 6= q0g and fi+ 1 < N � 1g;qcN�1 else;where �c(qc0; w) = qci.And de�ne the supervisor feedback map f byf(w) = 8>>><>>>: fuse; failsg if f�(q0; w) = q0g;freplace; repairg if f�(q0; w) = q1g and f�c(qc0; w) 6= qcN�1g;freplaceg if f�(q0; w) = q1g and f�c(qc0; w) = qcN�1g;freject; acceptg if f�(q0; w) = q2g:If e 2 S such thatMc never enters qN�1, then e 2 Sf since f never needsto disable any event.If e 2 S such that Mc enters qN�1, then 9e0 2 Sf such that d(e; e0) < �since e and e0 will agree on the pre�xes up to the event where �c(qc0; ej) =qcN�1 and ej+1 62 f(ej ). And by the design of the supervisor, jej j > N ;hence, d(e; e0) < 1=N < �.4.3 Non-subautomata ConstraintAnother example is given by the �nite state machine illustrated in Figure 6with the language descriptions ofS = ((a + b+ c)�(de)�)!; andB = (a(c�ba)�c�de)!:In this example, the machine which recognizes the constraint language isnot a strict subautomaton [3] of the machine which recognizes the plantlanguage.If fc; b; ag � Ac and Qm = fq2g for the machine which recognizes B,given in Figure 7, then the region of weak attraction P is equal to Q, andpr(B) is controllable with respect to pr(S); hence, there exists a complete,nonblocking supervisor as described in Theorem 3.2.This supervisor is constructed in the following manner.For this supervisor, one constructs Mc as in Theorem 3.2 and de�ne the31
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supervisor feedback map f byf(w) = 8>>><>>>: fag if f�(q0; w) = q1g;fb; c; dg if f�(q0; w) = q1g and f�c(qc0; w) 6= qcN�1g;fdg if f�(q0; w) = q1g and f�c(qc0; w) = qcN�1g;feg if f�(q0; w) = q2g:5 ConclusionsThis paper has presented an extension to previous work concerning thecontrol of discrete event systems which can be modeled with deterministicB�uchi automata. The case where the language describing the desired be-havior is not topologically closed with respect to the language describingthe behavior of the plant is considered and conditions for the existence ofa supervisor and the construction of one are given.As demonstrated in the examples, situations do arise in which the lan-guage describing the desired behavior is not topologically closed with re-spect to the language describing the behavior of the plant, yet some formof a supervisor is still needed.The resulting closed loop behavior does not necessarily exactly matchthe desired behavior, as in previous work, but can be shown to provideclosed loop behavior that is within a speci�ed error bound of the desiredbehavior.Nondeterministic supervisors for plants are also considered. The closedloop behavior of such systems can be shown to include the behavior of thedeterministic system.In order to derive the results presented in this paper, the assumptionthat the plant behavior is topologically closed is made. Further work isneeded to determine how weakening this condition a�ects the attainableclosed loop behavior.6 AcknowledgementsThe authors would like to thank G. Wise and R. Kumar for bene�cialdiscussions on this research and S.I. Marcus for reading the manuscriptand providing helpful comments. The authors would also like to thank allthe other reviewers for their helpful suggestions and comments.33
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