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tCausally ordered message delivery is a requiredproperty for several distributed appli
ations parti
u-larly those that involve human intera
tions (su
h astele
onferen
ing and 
ollaborative work). In this pa-per, we present an eÆ
ient proto
ol for 
ausal orderingin mobile 
omputing systems. This proto
ol requiresminimal resour
es on mobile hosts and wireless links.The proposed proto
ol is s
alable and 
an easily handledynami
 
hange in the number of parti
ipating mobilehosts in the system. Our proto
ol, when 
ompared toprevious proposals, o�ers a low unne
essary delay, lowmessage overhead and optimized hando� 
ost.1 Introdu
tionThe emergen
e of mobile 
omputing devi
es, su
has notebook 
omputers and personal digital assistantswith 
ommuni
ation 
apabilities, has had a signi�
antimpa
t on distributed 
omputing. These devi
es pro-vide users the freedom to move anywhere under theservi
e area while retaining network 
onne
tion. How-ever, mobile 
omputing devi
es have limited resour
es
ompared to stationary ma
hines. Distributed algo-rithms that run on the system with mobile 
omputingdevi
es therefore require some modi�
ations to 
om-pensate for these fa
tors.In this paper, we 
onsider 
ausal message order-ing required in many distributed appli
ations su
h asmanagement of repli
ated data [5, 6℄, distributed mon-itoring [4℄, resour
e allo
ation [11℄, distributed sharedmemory [2℄, multimedia systems [1℄, and 
ollaborativework [12℄. The proto
ols to implement 
ausal mes-sage ordering in systems with stati
 hosts have beenpresented in [7, 6, 9, 11, 13, 14℄. These proto
ols 
anbe exe
uted by every mobile host with all the rele-vant data stru
tures being stored on the mobile hosts

themselves. However, 
onsidering limited resour
esand bandwidth of wireless links available to mobilehosts, it is not appropriate to apply these proto
olsdire
tly to mobile systems. As introdu
ed in [3℄, thefollowing fa
tors should be taken into a

ount in de-signing proto
ols for mobile systems. Computationload on mobile hosts, and 
ommuni
ation overhead inthe wireless medium should be minimal. Also, proto-
ols should be s
alable, and be able to easily handlethe e�e
t of hosts 
onne
tions and dis
onne
tions.While ordering of messages in distributed systemswith stati
 hosts has re
eived wide attention, there hasbeen little work on 
ausal message ordering in mo-bile 
omputing systems. Alagar and Venkatesan [3℄proposed three algorithms based on the algorithm byRaynal, S
hiper and Toueg (RST ) in [11℄. The �rstalgorithm (AV 1) maintains 
ausal ordering among allmobile hosts (MHs). The message overhead is propor-tional to the square of the number of MHs (nh). How-ever, the data stru
tures required in the algorithm arestored in mobile support stations (MSSs) to redu
eload on mobile hosts and wireless links. In the se
ondalgorithm (AV 2), 
ausal ordering is ex
lusively main-tained among MSSs. The message overhead redu
esto the square of the number of MSSs (ns). Sin
estronger ordering is imposed, messages may experien
eunne
essarily delay even though they do not violate
ausal ordering in the mobile hosts' view. Their thirdalgorithm (AV 3) is aimed at redu
ing this unne
essarydelay by partitioning ea
h physi
al MSS into k logi
alsupport stations. As k in
reases, the degree of unne
-essary delay de
reases, but the message overhead andthe 
ost of handling host migration in
reases.Yen, Huang, and Hwang (YHH) [16℄ proposed an-other algorithm based on [11℄. The message overheadin their algorithm lies between that of AV 1 and AV 2.In parti
ular, ea
h MSS maintains a matrix of sizens � nh. The unne
essary delay in their algorithm is



lower than AV 2. Their hando� module is also moreeÆ
ient than AV 2. Prakash, Raynal, and Singhal(PSR) [10℄ presented an algorithm where messageoverhead is relatively low; however, in the worst 
ase,it 
an be as large as O(n2h).In this paper we propose a new proto
ol in whi
hmessage overhead stru
ture is independent of the num-ber of hosts in the system. As a result, our proto
ol iss
alable and suitable for the systems where the numberof parti
ipating hosts is varied dynami
ally. Our 
on-tribution 
an be summarized as follows: (1) With ourproto
ol, we are able to de
rease the unne
essary de-livery delay while maintaining low message overhead.(2) Our hando� module is more eÆ
ient than AV 2and AV 3 be
ause we do not require the messages ex-
hanged among mobile support stations to be 
ausallyordered. (3) We dis
overed that YHH does not sat-isfy the liveness property. (4) Finally, we state andprove the 
ondition implemented by our stati
 mod-ule. We also present 
onditions implemented by AV 2and YHH (
orre
ted) algorithms.The rest of the paper is organized as follows. Se
-tion 2 presents the systemmodel and the notation usedin the paper. SuÆ
ient 
onditions for 
ausal messageordering in mobile 
omputing systems are presentedin Se
tion 3. We present our proto
ol in Se
tion 4.We 
ompare our proto
ol with the previous work inSe
tion 5. The simulation results are presented in Se
-tion 6. Se
tion 7 
on
ludes the paper.2 System Model and De�nitionsA mobile 
omputing system 
onsists of two kindsof pro
essing units: mobile hosts, and mobile supportstations. A mobile host (MH) is a host that 
an movewhile retaining its network 
onne
tions. A mobile sup-port station (MSS) is a ma
hine that 
an 
ommuni-
ate dire
tly with mobile hosts over wireless 
hannels.The geographi
al area within whi
h an MSS supportsMHs is 
alled a 
ell. Even though 
ells may physi
allyoverlap, an MH 
an be dire
tly 
onne
ted through awireless 
hannel to at most one MSS at any given time.An MH 
an 
ommuni
ate with other MHs and MSSsonly through the MSS to whi
h it is dire
tly 
onne
ted.We assume that the wireless 
hannels are FIFO, andboth wired and wireless 
hannels are reliable and takean arbitrary but �nite amount of time to deliver mes-sages. A mobile host 
an dis
onne
t itself from thenetwork and 
an re
onne
t at a later time.Let H = fh1; h2; : : : ; hnhg represent the set of mo-bile hosts and S = fS1; S2; : : : ; Snsg denote the set ofmobile support stations. In general, nh � ns. A mo-

bile 
omputation 
an be illustrated using a graphi
alrepresentation referred to as 
on
rete diagram. Fig-ure 1 illustrates su
h a diagram where the horizontallines represent MH and MSS pro
esses. hs is in the
ell of Si. hd is in the 
ell of Sj . A 
on
rete diagramin whi
h only MH pro
esses are shown is referred toas an abstra
t diagram.An appli
ation message is a message sent by an MHintended for another MH. Sin
e mobile hosts do not
ommuni
ate with ea
h other dire
tly, an MH, say hs,�rst sends an appli
ation message m to its MSS, saySi, whi
h then forwards m to the MSS, Sj , of the des-tination host, hd. Figure 1 illustrates our notation.We de�ne the delivery event as a lo
al event that rep-resents the delivery of a re
eived message to the ap-pli
ation or appli
ations running on that pro
ess.
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Figure 1: NotationFor any two events e and f on some mobile host,we write e �h f i� e o

urs before f in real-time.Similarly, e �s f i� e o

urs before f in real-timeon some mobile support station. We use !h and!s to denote the Lamport's happened before rela-tion [8℄ in the abstra
t and 
on
rete diagram respe
-tively. For any pair of messages mi and mj , we saythat mi 
ausally pre
edes mj in abstra
t view, de-noted by mi !h mj , i� mi:snd !h mj :snd. Also,mi 
ausally pre
edes mj in 
on
rete view, denoted bym̂i !s m̂j , i� m̂i:snd !s m̂j :snd. A mobile 
ompu-tation is 
ausally ordered if the following property issatis�ed for any pair of appli
ation messages, mi andmj , in the mobile system,(CO) mi:snd!h mj :snd ) :(mj :dlv �h mi:dlv)3 SuÆ
ient ConditionsTheorem 1 : A mobile 
omputation with stati
 MHsis 
ausally ordered if (C1) all wireless 
hannels areFIFO, (C2) messages in the wired network are 
ausally



ordered, and (C3) ea
h MSS sends out messages in theorder they are re
eived.The proof is provided in [15℄. Condition C2 
an beformally expressed as(CO0) m̂i:snd!s m̂j :snd ) :(m̂j :dlv �s m̂i:dlv)SuÆ
ient 
onditions given in Theorem 1 were im-pli
itly used in [3℄. For systems with multiple stati
hosts, Theorem 1 gives a lightweight proto
ol for
ausal message ordering. In the extreme 
ase when theentire 
omputation is in a single 
ell, 
ausal ordering
an be provided by simply using FIFO between MHsand the MSS. However, C1, C2, and C3 are not ne
es-sary. This is be
ause we 
an 
onstru
t a 
ausally or-dered 
omputation su
h that C1 and C2 do not hold.4 AlgorithmAlagar and Venkatesan extended RST [11℄ to mo-bile systems. In AV 2, 
ausal message ordering is main-tained among MSSs. All MHs in a 
ell share a singlematrix. The message and storage overhead is redu
edto O(n2s). This however 
an 
reate false 
ausal depen-den
ies between messages. Figure 2 displays a sampleof false dependen
ies 
reated by AV 2. In order to re-du
e these false 
ausal dependen
ies and hen
e the un-ne
essary delay in AV 2, we propose to use a separatematrix for ea
h MH in a 
ell. The next two subse
-tions des
ribe the stati
 and the hando� modules ofour proto
ol. The stati
 module is exe
uted when anMH is in a parti
ular 
ell. The hando� module is ex-e
uted when an MH moves from one 
ell to another.
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m3Figure 2: An example of unne
essary delay in AV 2.4.1 Stati
 ModuleFor 
onvenien
e, we �rst des
ribe the stati
 moduleassuming that hosts do not move. In the next subse
-tion, we des
ribe the hando� module and the modi�-
ations that need to be made to the stati
 module toin
orporate mobile hosts.

Our stati
 module is based on RST . For simpleexposition of the proto
ol, we assume that the 
han-nels among the MSSs are FIFO. This assumption 
anbe easily relaxed by implementing FIFO among MSSsusing sequen
e numbers. We also assume that everyMSS knows about the lo
ation of the MHs. For ea
hMH hl, we maintain an ns � ns matrix Ml. Ml[i; j℄denotes the total number of messages hl knows tohave been sent by Si to Sj . Assume that hl is inthe 
ell of Si. In order to redu
e the 
ommuni
a-tion and 
omputation overhead of hl, the matrix Mlis stored at Si. In addition, ea
h Si also maintain twoarrays lastsenti and lastr
vdi of size ns. The jth en-try of lastsenti, lastsenti[j℄, denotes the number ofmessages sent by Si to Sj . Similarly, the jth entryof lastr
vdi, lastr
vdi[j℄, denotes the number of mes-sages sent by Sj that have been re
eived at Si.Initially, all the entries in the matri
es Ml, and ar-rays lastsenti and lastr
vdj are set to 0. To send amessage m to another MH hd, hs �rst sends the mes-sage to its MSS Si. Assume that hd is in the 
ell ofSj . Si in
rements lastsenti[j℄ by one and then sendshm;Ms; lastsenti[j℄i to Sj . After that Si sets Ms[i; j℄to lastsenti[j℄.Sj on re
eiving hm;M; seqnoi from Si meant for hd�rst 
he
ks whether m is deliverable. m is deliver-able if Sj has re
eived all the messages on whi
h m
ausally depends (lastr
vdj [k℄ � M [k; j℄ for all k),and there is no message destined for hd on whi
h m
ausally depends whi
h is yet to be delivered to hd(i.e. 6 9hm0;M 0; seqno0i destined for hd sent by Sk yetto be delivered su
h that seqno0 � M [k; j℄). If so,Sj transmits m to hd. If m is not 
urrently deliver-able, it is kept in r
vQj , until it be
omes deliverable.Like YHH , we do not update Md immediately afterdelivering m to hd, but we store m in a
kQd. Whenhd re
eives m, it sends ba
k an a
knowledge message,a
k(m), to Sj . On re
eiving a
k(m), Sj sets Md[i; j℄to the maximum of its original value and seqno (pig-gyba
ked on m). Then it sets ea
h element in Md tothe maximum of its original value and the value ofthe 
orresponding element in M (also piggyba
ked onm). This prevents any outgoing message from hd tobe
ome 
ausally dependent on m that is sent before mis re
eived by hd. For more detailed des
ription of thestati
 module, please refer to [15℄. Se
tion 5 gives theformal 
ondition implemented by our stati
 module.4.2 Hando� ModuleIn order to ensure 
ausally ordered message deliv-ery, some steps have to taken during hando� after anMH moves from one 
ell to another. This 
an be il-



lustrated by the following example. Let m1 and m2,m1 !h m2, be both destined for the same MH, say h1.Assume that h1 moves from the 
ell of S1 to the 
ellof S2. Moreover, it leaves the 
ell before m1 arrivesat S1. Also, assume that m2 is sent to S2. S2 
annotde
ide based on M1, the matrix for h1, that there aremessages in transition for h1 sent to S1. To ensureCO, S2 has to as
ertain that all the messages for h1sent to S1 have been delivered.We now des
ribe the hando� module. Ea
h MH hlmaintains a mobility number, mbll, whi
h is initiallyset to 0. It is in
remented every time a mobile hostmoves. Intuitively, mbl denotes the number of timesan MH has 
hanged 
ell. In addition, every MSS main-tains an array of 2-tuples, denoted by 
ell, with anentry for ea
h MH. The lth entry of 
elli, 
elli[l℄ isa 2-tuple hmbl;mssi, where the value of 
elli[l℄:mssrepresents Si's knowledge of the lo
ation of hl and thevalue of 
elli[l℄:mbl indi
ates how \
urrent" the knowl-edge is.Consider a s
enario when an MH hl moves fromthe 
ell of Si to the 
ell of Sj . After swit
hing 
ell, hlin
rements mbll and sends register(mbll; Si) messageto Sj to inform Sj of its presen
e. Also, hl retrans-mits the messages to Sj for whi
h it did not re
eivethe a
knowledge message from its previous MSS Si.On re
eiving this message hl, Sj updates 
ellj [l℄ (itslo
al knowledge about the lo
ation of hl) and sendshandoff begin(hl;mbll) message to Si. The MSS Si,on re
eiving handoff begin(hl;mbll) message, updates
elli[l℄ and sends enable(hl;Ml; a
kQl) message to Sj .It then broad
asts notify(hl;mbll; Sj) message to allMSSs (ex
ept Si and Sj), and waits for last(hl) mes-sage from all the MSSs to whi
h it sent notify message.Meanwhile, if any message re
eived by Si for hl be-
omes deliverable, Si marks it as \old" and forwardsit to Sj . a
kQl is the queue of messages that havebeen sent to hl from Si, but a
knowledgment has notbeen re
eived.On re
eiving enable(hl;Ml; a
kQl) message fromSi, Sj �rst delivers all the messages in a
kQl. It alsoupdates Ml assuming all the messages in a
kQl havebeen re
eived at hl. Then Sj starts sending the ap-pli
ation messages on behalf of hl. Sj also delivers allthe messages for hl that are marked \old" in the or-der in whi
h the messages arrived. However, messagesdestined for hl that are not marked \old" are queuedin r
vQj .An MSS Sk, on re
eiving notify(hl;mbll; Sl) mes-sage, updates 
ellk[l℄ and then sends last(hl) mes-sage to Si. Observe that sin
e the 
hannels among allthe MSSs are assumed to be FIFO, after Si re
eiveslast(hl) message from Sk there are no messages in

transition destined for hl that are sent by Sk to Si. Onre
eiving last(hl) message from all the MSSs (to whi
hnotify message was sent), Si sends handoff over(hl)message to Sj . The hando� terminates at Sj after Sjre
eives handoff over(hl) message. Sj 
an now startdelivering messages to hl. Meanwhile, if Sj re
eiveshandoff begin(hl) message from some other MSS be-fore the 
urrent hando� terminates, Sj responds to themessage only after the hando� terminates.Sin
e we do not assume that the messages in thewired network are 
ausally ordered, it is possible thata messagem destined for hl is sent to Si (the old MSSof hl), whereas its 
ausally pre
eding messagem0, alsodestined for hl, is sent to Sj (the new MSS of hl). Inorder to prevent this, an MSS piggyba
ks additionalinformation on all the message that 
ontain appli
a-tion messages: messages destined for an MH (may ormay not be marked as \old") and enablemessages. Onthese messages, an MSS piggyba
ks its lo
al knowl-edge of the lo
ation of all the mobile hosts that have
hanged their 
ells sin
e it last 
ommuni
ated with theother MSS. On re
eiving this information, the otherMSS updates its knowledge of the lo
ation of the MHs(its 
ell) based on their mobility number. In the worst
ase, this extra overhead 
ould be as large as O(nh).In pra
ti
e, we expe
t it to be mu
h smaller. Let tsnddenote the mean inter-message generation time andtmov be the mean inter-swit
h time for an MH. Then,the average extra overhead for uniform 
ommuni
ationpattern (every MH has equal probability of sending amessage to every other MH) is � O( tsndtmov n2s).Our hando� module is more eÆ
ient than the hand-o� module in AV 2 and AV 3 sin
e we do not re-quire the messages ex
hanged among the MSSs to be
ausally ordered. Formal des
ription of the hando�module and its 
orre
tness proof 
an be found in [15℄.5 ComparisonsIn this se
tion we �rst state the predi
ate that 
har-a
terizes our stati
 module. Then we present the 
on-ditions implemented by the stati
 modules of AV 2 andYHH . Finally, we provide a 
omparison between allthe proto
ols.5.1 Chara
terization of Stati
 ModuleThe stati
 module in Se
tion 4.1 implements,(CO00) h9mk : m̂i:dst = m̂k :dst :(m̂i:snd 4s m̂k:snd) ^ (mk :snd!h mj :snd)i ):(mj :dlv �h mi:dlv) ^ :(m̂j :dlv �s m̂i:r
v),



where e 4s f i� (e = f) _ (e �s f), under theassumption that the 
hannels among MSSs are FIFO.Moreover, if the 
hannels among MSSs are not FIFOthen it implements,CO00 ^ (m̂i :snd �s m̂j :snd ) :(m̂j :dlv �s m̂i:r
v))The formal proof is given in [15℄. For 
onvenien
e,let FO00 def= m̂i:snd �s m̂j :snd ) :(m̂j :dlv �sm̂i:r
v).5.2 Dis
ussionThe proposed stati
 module implements CO00 ^FO00 whi
h is weaker than CO0 implemented by AV 2(CO0 ) CO00 ^ FO00). As a result, unne
essary delayin our proto
ol is lower than that imposed in AV 2.In the worst 
ase, our message overhead in the wirednetwork is O(n2s +nh) but we expe
t it to be 
loser toO(n2s) in pra
ti
e. Our storage overhead in ea
h MSSis O(k�n2s), where k is the number of MHs 
urrentlyin the 
ell of the MSS. Unlike AV 2, our hando� pro-to
ol does not require 
ausal ordering among appli
a-tion messages and messages sent as part of the hando�proto
ol. This further redu
es the unne
essary delay
ompared to AV 2.PSR [10℄ is not suitable for systems where the num-ber of mobile hosts dynami
ally 
hanges be
ause thestru
ture of information 
arried by ea
h message intheir algorithm depends on the number of parti
ipat-ing pro
esses. In our proto
ol, the stru
ture of theinformation 
arried by ea
h message in the wired net-work does not vary with the number of MHs in thesystem. So, our proto
ol is more suitable for dynami
systems. PSR, however, in
urs no unne
essary delayin message delivery.
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0Figure 3: Liveness problem in YHH .In Figure 3, we show a s
enario where YHH doesnot satisfy liveness property. A

ording to YHH ,

message m4 will be delayed be
ause m4:M [1; 2℄ >MH DELIV2[1℄. And sin
e at the time when m4 ar-rives at S2, there are no messages in transit, m4 isdelayed inde�nitely. The problem 
an be 
orre
tedby using sequen
e numbers. The stati
 module inYHH (
orre
ted) [16℄ satis�es m̂i:snd !s m̂j :snd ):(mj :dlv �h mi:dlv). Their message overhead inthe wired network is O(ns � nh). This overhead ishigher than ours but lower than AV 1. Their unne
-essary delay is stri
tly lower than AV 2. When 
om-paring in terms of unne
essary delay, their delay islower than ours in the average 
ase whi
h is expe
tedbe
ause of their higher message overhead. However,there are 
ases where our proto
ol does not imposedelivery delay but their proto
ol does. One 
an fur-ther redu
e the unne
essary delay in YHH using thete
hnique introdu
ed in this paper. By assigning amatrix of size ns � nh to ea
h host, the 
ondition im-plemented by their stati
 module 
an be weakened to,h9mk : mi:dst = mk :dst :(m̂i:snd 4s m̂k:snd) ^ (mk :snd!h mj :snd)i ):(mj :dlv �h mi:dlv)Algorithm Message overhead Well-suited fordynami
 systemsAV 2 O(n2s) YesPSR O(n2h) NoYHH O(ns � nh) NoOur Algorithm O(n2s + nh) Yes6 Performan
e EvaluationSimulation experiments are 
ondu
ted for di�erent
ombinations of message size and 
ommuni
ation pat-tern. We use 512 bytes for the size of small messages,and 8K � 10K bytes for large messages. Two 
om-muni
ation patterns are used in the simulation: uni-form, and nonuniform. Nonuniform pattern is indu
edby having odd numbered hosts generate messages atthree times the rate of even numbered hosts. For ea
happli
ation messagem, we de�ne MH-to-MH Delay asthe elapsed time between m:snd and m:dlv. Similarly,MSS-to-MSS Delay is the elapsed time between m̂:sndand m̂:dlv. The time between generation of su

essivemessages at a mobile host is exponentially distributedwith mean 100 ms. The throughput of a wired 
han-nel is assumed to be 100 Mbps, and the propagationdelay is 7 ms. For a wireless 
hannel, the throughputand propagation delay are respe
tively assumed to be



20 Mbps and 0:5 ms. This throughput is supported inEuropean HiperLAN.Results: Due to spa
e limitation, we plot the MH-to-MH and MSS-to-MSS delay from our stati
 moduleagainst those from AV 2 in [15℄. The simulation re-sults show that our stati
 module 
an redu
e the MH-to-MH delay by as mu
h as 18.4%, and MSS-to-MSSdelay by 20.7% under uniform 
ommuni
ation patternand small message size. Under large message size, ourstati
 module 
an redu
e the MH-to-MH delay by asmu
h as 11.02%, and MSS-to-MSS delay by 18.7%.Under nonuniform 
ommuni
ation pattern andsmall message size, the result shows that our stati
module 
an redu
e the MH-to-MH delay by as mu
has 18.9%, and MSS-to-MSS delay by 20.9%. For largemessage size, our stati
 module 
an redu
e the MH-to-MH delay by as mu
h as 12.11%, and MSS-to-MSSdelay by 19% .7 Con
lusionWe have presented a proto
ol that maintains thelow message overhead while redu
ing unne
essary de-livery delay imposed by AV 2. Unlike PSR and YHH ,our proposed proto
ol is s
alable and suitable for dy-nami
 systems. It is s
alable be
ause message over-head does not depend on the number of mobile hosts.And it is suitable for dynami
 systems be
ause it iseasy to adapt to the 
hanges in the number of par-ti
ipating mobile hosts. Delivery delay is redu
edat the 
ost of higher storage spa
e required on ea
hMSS. Unlike AV 2, our hando� proto
ol does not re-quire 
ausal ordering among appli
ation messages andmessages sent as part of the hando� proto
ol. Thisfurther redu
es the unne
essary delay in our proto
ol
ompared to AV 2. In future, as the throughput ofwireless links keeps in
reasing, the redu
tion of theend-to-end delay a
hieved by our proto
ol will also behigher.Referen
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