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Abstract - Since radio spectrum is a scarce re-
source, efficient allocation of frequency channels is
critical for the performance of mobile systems. The
update approach is a way to allocate radio channels
among cells in distributed fashion. In update-based
algorithms, each cell maintains its local knowledge
about channels available for its use by exchanging
messages among cells in its interference neighbor-
hood. The existing update algorithms suffer from
high message complexity or high storage overhead.
In this paper, we present a distributed update-based
algorithm that imposes lower message complexity,
while requiring smaller storage overhead than existing
algorithms.

I. Introduction

Since radio spectrum is a scarce resource in mobile
systems, an efficient reuse of the radio spectrum allo-
cated to the system is required as the population of
mobile users continue to grow at the tremendous rate.
Availability of radio channels, therefore, plays an im-
portant role in achieving good system performance.
A channel can be reused in a spatially disjoint cell if
reuse constraints are satisfied. Reuse constraints are
conditions used to determine when a channel can be
reused by other cells without causing an interference
called co-channel interference. The reuse constraint
we consider is the minimum channel reuse distance,
D, in. Two cells can use the same channel without
interfering each other if the distance between them is
at least D in.-

To avoid co-channel interference each cell must [4]
(1) compute the set of available channels, (2) select
one channel from the set of available channels, and
(3) acquire the selected channel. The procedure that
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performs task (1) and (3) is referred to as the chan-
nel acquisition algorithm, and the one that performs
task (2) referred to as the channel selection strat-
egy. Channel selection strategies have been exten-
sively studied in the context of cellular telephone sys-
tems. In this paper, we present an efficient approach
to accomplish task (1) and (3).

There are many ways to perform task (1) and (3).
One simple approach is to have each cell requests a
channel from a central controller who will ensure that
the co-channel interference does not occur. This cen-
tralized approach does not scale well, and it has a
single point of failure. Another approach is to dis-
tribute tasks and responsibilities to each MSS in the
system. In this distributed approach, each MSS ex-
changes information with its neighbors within the co-
channel inteference range so that it can make a deci-
sion about channel allocation in its cell based on its
local knowledge. Therefore, distributed algorithm is
more robust and scalable.

A distributed channel allocation algorithm should
aim at minimizing the channel acquisition delay.! It
must also aim at minimizing the amount of informa-
tion (size and number of messages) that needs to be
exchanged per request. Also, the algorithm must be
able to cope with failures of the components of the
network. One criterion is the failure number which
measures the number of cells affected by a faulty sup-
port station. Clearly, the goal is to minimize the fail-
ure number of the algorithm.

We present a distributed algorithm in which each
MSS bears an equal amount of responsibility for chan-
nel allocation control. Each cell is required to com-
municate only with a small subset of its neighbors
within the co-channel inteference range in order to
acquire a channel. No responses are ever deferred,

IThe elapsed time between a cell’s sending a request mes-
sage and its acquisition of a channel.



therefore, the communication set up time is relatively
small. The failure number of the algothm is kept at
minimum. Moreover, the algorithm is simple to im-
plement, and requires less storage and message over-
head than existing algorithms.

II. Previous Work

Prakash, Shivaratri, and Singhal (PK) [8] pro-
posed an algorithm based on deferral technique used
in [9]. Choy and Singh (C'S) [3] presented the algo-
rithm that reduces the number of channel transfers in
PK. Both PK and CS fall into the search category
[4] since each MSS does not maintain the informa-
tion about the channel being used by its neighbors.
When a channel is needed (no available channels in
the locally allocated set), the MSS searches all neigh-
boring cells to compute the set of currently available
channels.

Instead of gathering information each time a chan-
nel is needed, each MSS could maintain a set of
available? channels by informing cells in its interfer-
ence neighborhood each time it acquires and releases
a channel. To request a channel, each cell must
send a request message to each cell in its interference
neighborhood. This is known as the update scheme.
This scheme reduces acquisition delay at the expense
of higher message complexity. Dong and Lai (DL)
[4] proposed an update algorithm. Each cell sends
request messages only to a small subset of its interfer-
ence neighborhood, depending on the channel being
requested.

Garg et al. [5] proposed two update algorithms.
In the first algorithm (G1), the synchronization mech-
anism in [2] is employed. The second algorithm (G2)
reduces the acquisition delay imposed in G1. How-
ever, no conflict resolution is used. Therefore a chan-
nel selected by two neighbors could potentially be
dropped by both of them.

Our algorithm (@ B) uses Mackawa’s technique [7]
to reduce message complexity in update algorithms.
Like DL, request messages in QB are sent to only
a small subset of cells in the interference neighbor-
hood. However, this subset does not depend on the
channels being requested. @B improves G2 by re-
ducing the number of messages required per acquisi-
tion. We also use Lamport’s timestamp [6] to totally
order requests for channels among neighboring cells.
Therefore, conflicts between any two cells within each
other interference neighborhood are always resolved.

III. System Model

The allocated radio spectrum is divided into a
number of channels. Each cell 7 is logically modelled

2Channels that cells can use without co-channel interference

as a hexagon of radius r with six neighbors Figure 1
displays a cellular network model.

Figure 1: Hexagonal Cellular Model

The distance between cells is defined as the dis-
tance between the two centers. If R is the distance
between two neighboring cells, then R = /3r. A
channel can be reused in any two cells if the distance
between them is at least D,,;,,. We say that two cells
are in each other interference neighborhood if the dis-
tance between them is less than D,,;,. Note that
D, must be greater than R.

We also assume that all MSSs are connected and
every message sent between them is eventually re-
ceived in FIFO order. Each MSS maintains Lam-
port’s logical clock [6] so that events at different MSSs
are totally ordered.

Given a cell ¢, IN(c) denotes the set of all cells
whose distance to ¢ is less than D,,;,. Formally,
IN(c) = {d|dist(c,c') < Dmin}, where dist(c,c') de-
notes the distance between ¢ and ¢’. We use n;¢ to
denote |IN(c)|. We say that two cells, i, j, interfere
with each other if the distance between them is less
than D,,;,. We also say that ¢ is in the interference
neighborhood of j if i € IN(j). N is used to denote
the total number of cells in the system.

The goal of any channel allocation algorithm is to
ensure that no two interfering cells simultaneously use
the same channel. To achieve this goal, any two re-
quests from two interfering cells must be known to at
least one of the arbitrators. If we assume that cell i
obtains a permission from each member of a set S;
(request set) such that S; C IN(7), there must be at
least one common cell between a pair of S; and S; for
any two interfering cells i, 7. We refer to this property
as the pairwise nonnull intersection property (PA).
We use n; to denote the size of the request set.

IV. The 3-Cell Cluster System

We here present a scheme to construct the request
set such that PN is satisfied for the 3-cell cluster
system. In this system, a channel cannot be reused
within the same cell or the neighboring cells. This is
because R < Dy,in < V3R. Consequently, there are
exactly 6 members in each cell’s interference neigh-
borhood. To satisfy PN, we assign to each cell ¢ the



following request set: S; = {i, NW;, SW;, E;}. We
call this 1-hop request set. It is easy to see that the
following property can be derived from 1-hop request
set. Let S;; denote S; N Sj.

A. The Algorithm

Let C denote the set of channels shared by all cells
in the system. Each cell ¢ maintains two sets, U, and
I.. U. is the set of channels currently used by c. I.
is the set of interfered channels at c. Initially, every
channel k € C is available for use by ¢. A channel
becomes an interfered channel for ¢ if it is acquired
by a cell in IN(c).

When a cell needs a channel to support a com-
munication session, it selects a channel k& from (C —
(I. UU,.)) based on the underlying channel allocation
strategy. To acquire k, a cell sends a request mes-
sage (REQ(k)) to each cell in its request set except
itself. Once c receives a grant (GRNT(k)) from ev-
ery cell in its request set, and if at this moment k&
does not belong to I., then channel k& can be used
to support a communication session in cell ¢, and is
added into U.. Next, ¢ sends an acquisition message
(ACQ(k)) to each cell in its interference neighbor-
hood except those in its request set to inform about
its use of channel k. When a cell receives ACQ(k)
message, k is added into its set I.

On receiving a request for channel &', ¢ replies with
a reject message (REJ) if either c is using this chan-
nel or ¢ is also requesting k' with a smaller timestamp.
Otherwise, ¢ replies with a grant message (GRNT),
and k' is added into I,. Note that k' is added into
I. immediately after ¢ has granted the request for
k'. When the communication session using k is ter-
minated, ¢ sends a REL_TERM (k) message to each
cell in I..

A cell realizes that its acquisition of channel & is
failed when (1) a REJ(k) has been received, or (2)
a grant has been received from each cell in S. but
k € I.. Once the acquisition of channel k is failed, ¢
sends release messages (REL(k)) to those cells that
have already granted & to ¢. On receiving REL(k) or
REL.TERM (k), k is removed from I..

In [1], we prove that the proposed algorithm is
save, that is, no two cells within each other’s inter-
ference area concurrently use the same channel. We
also prove that the algorithm is deadlock free.

B. Performance Analysis

If a cell has to make m attempts before it finally
acquires a channel, the number of messages required
per a channel acquisition is at most 2ng + 3ns(m —
1) + (nif — ns) + nif-

Let D denote the average communication delay be-
tween MSSs. The average acquisition delay for the

algorithm is 2mD. The failure number of the 3-cell
cluster algorithm is 3 since each support station re-
ceives request messages from exactly three neighbor-
ing cells.

V. Generalization
In this section, we present a general scheme to con-
struct a request set for any given D,,;, and a general
distributed channel allocation algorithm.
Let 7/ denote the set of cells that are j hops away
from 4 in the east, northwest, and southwest direc-

tions relative to ¢. The n-hop request set of cell 4
(denoted by S?) is defined as follows:

St =4qUr;U...url

Figure 2 shows S;; for 2-hop request set. In the
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Figure 2: S;; in 2-hop request set

previous section, we have shown that 1-hop request
set satisfies PN when R < Dpin < V3R. We
show in [1] that the n-hop request set satisfies PN
if nR < Dypin < (n + 1)R, for any integer n > 1.

A. The Generalized Algorithm

Unlike the previous algorithm, the response of each
request can be either GRNT, C_GRNT, and REJ.
A cell replies with C_GRNT to the request from cell
it for a channel £ if it has given at least one grant
to another request from the cell within the interfer-
ence neighborhood of 7 with a bigger timestamp. The
ID’s of those cells are also sent along with C_.GRNT.
A cell replies a channel k’s request from cell ¢ with
GRNT if either it is not using k, or it is not request-
ing k with a smaller timestamp, or it never grants the
request of k to any cells that interfere with i before.
Otherwise, the cell replies with RE.J.

If i receives C_GRNT(W, k) from p, it is also re-
quired to check if w € S; or i € Sy, for each w € W.
This prevents co-channel interference because receiv-
ing C_.GRNT (W, k) from p implies that the request
from each cell w € W have been granted by p and the
request timestamp of w is greater than that of 7. If
w € S; ori €Sy, then w will receive i’s request or @
will receive w’s request, respectively. In either case,
w’s request will be failed given that ¢’s request is not



rejected by w. Checking ¢ € S, can be done easily by
calculating the distance and direction between ¢ and
w. Correctness proofs are presented in [1].

B. Performance Analysis

If a cell takes m requests before it acquires a chan-
nel, the average delay is 2Dm. The number of mes-
sages becomes 2n, + 3(m — 1)ns + 2n;7. It is easy
to see that the generalized algorithm has ng failure
number.

VI. Discussion

A.  Comparison with Search Algorithms

Due to deferring mechanism used to resolve con-
flicts, acquisition delay in search algorithms signifi-
cantly increases as traffic in the network grows. The
size of the messages used in search algorithms is how-
ever larger than that of update algorithms. C'S also
suffers from the high acquisition delay under high
traffic load due to the locking mechanism used to
avoid co-channel interference and starvation.

B. Comparison with Update Algorithms

Under high traffic load, the response time of G1
is high since no two neighboring cells can choose fre-
quencies at the same time. The acquisition delay of
G1 is therefore significantly higher than that of QB
in high traffic load. G1 requires O(n;f) messages per
acquisition. However, G1 is starvation-free. G2 uses
no conflict resolution mechanism, therefore, channels
picked by two neighbors could potentially be dropped
by both of them. The failure number of G2 is n;y.
The number of messages required per acquistion is
O(nir)

The detailed comparison between @B and DL is
as follows. The memory overhead required in DL is
higher than that required in @ B. This is because the
request set used in DL depends on the channel being
requested. The size of the request set used in their
algorithm is lower than ours. However, our request
messages in the n-hop request set are only sent to cells
at most n hops away in exactly three directions. The
routing for our request messages is therefore simpler.
The channel requests in DL can be considered failed
due to message transmission delay. This is not the
case in @QB. DL is designed to work with a specific
channel reuse pattern. (B can be used with any
dynamic or hybrid allocation strategies. The failure
number of DL is n;y.

Remark

Livelock: In the generalized algorithm, it is possi-
ble that k£ > 3 cells in each other’s interference neigh-
borhood request for the same available channel, but
none of them will succeed. We call this livelock It
can also occur in DL and PK.

Starvation: In theory, it could occur in every al-
gorithm except C'S and G1 that some cells may ex-
perience consecutive request failures or never be able
to acquire a channel to support a call (even though
the channel being requested is changed every time the
cell makes another request attempt). The experimen-
tal result shows that the possibility for livelock and

starvation to occur is extremely low.
Table below summarizes characteristic of each al-
orithm under two criterion: failure number and live-
ock.

PK | CS | DL G1 G2 | QB
Failure Number N Ngf nif nif ngf Ng
Livelock Yes | No* | Yes | No* | Yes | Yes

* The dining philosophers algorithm [2] is used.

Enhancement: A common weakness of update al-
gorithms is high message complexity due to acqui-
sition and release messages sent to each cell in the
interference neighborhood. We can reduce message
complexity in the generalized algorithm by sending
ACQ and REL_TERM messages only to S, rather
than IN(c), and in the 3-cell cluster algorithm by
omitting ACQ) messages and sending REL TERM
messages only to S..

VII. Performance Evaluation
A.  Simulation Environment

The simulation is performed on a 3-cell cluster sys-
tem containing 7 x 7 hexagonal cells. The frequency
band allocated to the system is divided into 400 inde-
pendent channels. We assume that the one-way com-
munication delay between any two MSSs is exponen-
tially distributed with mean 100 milliseconds. The
duration of a communication session during which
a channel is in use is exponentially distributed with
mean 120 seconds. The arrival of requests at each
support station is modeled as a Poisson process with
1/ calls per minute.

For each algorithm, two sets of experiments are
performed. The first assumes a uniform arrival rate,
that is, A is constant over the entire region. The
second assumes non-uniform traffic distribution, that
is, the arrival process in each cell can be in either
normal or hot state. The arrival rate in hot state is 5
times higher than normal state. The period of being
in hot and normal state are exponentially distributed
with mean 180 and 1800 seconds, respectively.

Handoff calls® and new calls are processed with
the same priority. Each run executes 24,500 calls,
but data was collected after 12,250 calls had been
processed in order to eliminate the impact of startup
transients. The mean value of five such runs, each

3the ongoing calls which are transferred from one cell to
another due to the mobility of MHs
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Figure 3: Average Acquisition Delay. (a) Uniform
traffic, (b) Non-uniform traffic

with a different random number seed, corresponds to
a single data in the figures.

B. Results

We plot acquisition delay, the number of messages
used per acquisition, and percentage of dropped calls
from @B against those from PK, and static assign-
ment algorithm (channels are preallocated uniformly).
Figure 3 presents the average acquisition delay under
uniform and non-uniform distribution. Due to space
limitation, we only display here the average number
of messages used per acquisition and percentage of
dropped calls under uniform traffic distribution in
Figure 4(a) and Figure 4(b), respectively.

VIII. Conclusion

We have presented an efficient distributed algo-
rithm for dynamic channel allocation based on the
update approach. Quorums are employed to reduce
message complexity from the basic update algorithm.
The proposed algorithm requires less storage over-
head and is simpler to implement than the existing
update algorithms. The member of our request set
of each cell is fixed, not dependent upon the channel
being requested. For nR < Dy,in < (n 4+ 1)R, only
3n request messages are sent to cells at most n hops
away. Our algorithm is also flexible in that it can be
used with any dynamic or hybrid channel allocation
strategies.

Under high traffic load, the acquisition delay of
the proposed algorithm is in the same neighborhood
as that of static algorithm, and is significantly lower
than that of search algorithms. The proposed algo-
rithm also achieves the high degree of fault tolerance.
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Figure 4: (a) Average Number of Messages used per
Acquisition. (b)Percentage of Dropped Calls.

In particular, it has the lowest failure number of all
the existing algorithms.
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