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Abstract— In signal processing applications, large energy
gains can be obtained by accepting some degradation in the out-
put signal quality. Filters are at the core of many such systems.
In this paper, we demonstrate the potential of a new paradigm
for achieving favorable quality-energy trade-offs in digital fil-
ter design that is based on directly accepting timing errors in
the datapath under aggressively scaled VDD. In an unmodified
design, such scaling leads to rapid onset of timing errors and,
consequently, quality loss. In a modified filter implementation,
the onset of large errors is delayed, permitting significant en-
ergy reduction while maintaining high quality. Specifically, the
innovations in the design include techniques for: 1) run-time
adjustment of datapath bitwidth, and 2) design-time reordering
of filter taps. We tested the new design strategy on several au-
dio and image processing applications. The designs were syn-
thesized using a 45nm standard cell library. Results of SPICE
simulations on the entire designs show that up to 70% energy
savings can be achieved while maintaining excellent perceived
signal-to-noise ratios (SNRs). Compared to a traditional filter
design, the area overhead of our architecture is about 2%.

Keywords— Digital filters, Error Tolerant Design, Approxi-
mate Computing, Low Power

I. INTRODUCTION

Multimedia tasks such as speech, image, and video process-
ing are often responsible for much of the energy consumption
in portable electronic devices. Extending battery time requires
continued innovation in low-power methods for such systems.
In this paper, we propose techniques based on timing error tol-
erance to significantly reduce energy consumption in digital fil-
ter circuits, which are an important building block of many such
applications.

Because of their importance, much work has been done in
the area of low-power implementation of digital filtering circuits
over the previous decades. In general, finite-impulse response
(FIR) filters tend to be more power-consuming than infinite-
impulse response (IIR) ones [1]. A very incomplete list of ap-
proaches to reduce filter power at the architectural level includes
techniques such as multirate filtering, subfilter approaches and
multiplierless architectures. At the circuit level, optimal selec-
tions of filter bitwidths and realizations of adders and multipli-
ers to reduce power consumption have been done either in a
static [2] or dynamic [3] fashion. Furthermore, optimally choos-
ing filter parameters for given target metrics such as gain, phase
linearity, bandwidth, pass-band ripple or stop-band attenuation
for low power has also been investigated [4].

It is widely recognized that voltage scaling is one of the most

effective ways to reduce power consumption of any digital sys-
tem. In [5], this is exploited by implementing the filter using
fastest possible filter structures and then using generated tim-
ing slack to reduce power via voltage scaling. In the tradi-
tional paradigm, VDD scaling is limited by the worst-case delay
through any combinational logic. In other words, a conventional
methodology guarantees timing correctness of all operations by
construction. Scaling of VDD beyond the point of worst-case
delays immediately leads to large timing errors and rapidly de-
grades the output signal quality. This rapid quality drop elimi-
nates the possibility of an efficient tradeoff between quality and
energy. In this paper, we describe techniques that allow push-
ing VDD beyond this point to achieve further energy savings.
We show how to achieve a graceful degradation of filter quality
by identifying the sources of early and worst timing errors and
designing filtering architectures to eliminate such errors.

In developing this approach, we work in the wider frame-
work of error-tolerant low-power design. In previous work,
techniques for trading quality for energy in digital filtering and
digital signal processing (DSP) applications have been studied
at varying levels of abstraction. In [6], the authors propose a
technique that dynamically minimizes the order of a digital fil-
ter to reduce the switched capacitance and hence the total en-
ergy. In [7], the filter computations are restructured such that
voltage scaling affects less important filter taps first. Finally,
in [8], [9], energy is saved by using lower voltage on the main
computing block and running a simplified estimating or error
cancelling block at higher voltages to correct timing errors in
the main block.

The common feature of prior work is that results produced
by blocks subject to timing errors are not directly accepted. By
contrast, our strategy allows using the erroneous results directly,
provided, of course, that the frequency and magnitude of er-
rors are carefully controlled. The concept of controlled tim-
ing error acceptance for low energy DSP applications has been
proposed in [10], [11], where a significantly improved quality-
energy tradeoff was demonstrated for image processing applica-
tions. In this paper, we adapt this approach to develop a general
architecture and design strategy for low-power, timing error ac-
cepting digital FIR and IIR filters with applications in a wide va-
riety of DSP systems. We evaluate our optimized design method
on a range of audio and image filters for which up to 70% en-
ergy savings can be achieved with an area overhead of less than
2.1% compared to a standard filter implementation.

The rest of the paper is organized as follows: Section II in-
troduces our techniques for timing error control, Section III
presents experiments and results, and Section IV concludes the
paper with a summary and outlook on future work.
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II. TIMING ERROR CONTROL

This work focuses on developing modifications for generic
digital filter implementations to allow them to tolerate tim-
ing errors. We base our work on an industry-standard
low-overhead, low-power design in which the core multiply-
accumulate (MAC) operations are realized using a multiplier
and adder that are chained to operate in one clock cycle. This
single MAC architecture is common in state-of-the-art general-
purpose and digital signal processors. We choose this architec-
ture to demonstrate the applicability of our techniques to widely
used DSP implementations. In such an architecture, the criti-
cal path is defined by the multiplier-adder chain, where, under
timing starvation, the addition at the end of the chain will ex-
perience timing errors first. Note that other components in the
architecture are not on the critical path and can be treated as
timing-error free for the amount of slack and range of voltage
scaling considered in our experiments. As such, we focus tech-
niques in this paper on controlling timing errors in the adder.

A. Error control through bitwidth adjustment

We first present a technique that exploits the properties of
operand statistics to achieve energy savings. When VDD begins
to scale down, timing errors impact the results of computation
as data moves through the datapath. Timing errors impacting
the highly significant bits cause the largest signal quality degra-
dation. Therefore, the objective of our techniques is to prevent
such errors. It has been demonstrated before that the early-onset
MSB errors are caused largely by processing small opposing-
sign additions [10]. This is because in 2’s complement code,
addition of small opposing-sign operands leads to the longest
carry propagation chains and hence worst-case delays into the
MSB. Since the actual operands are small, an early termination
of the carry propagation results in large errors.

In [10] a method to dramatically reduce the incidence and im-
pact of such timing errors has been introduced. The idea is to
statically apply a reduced-width adder for small operands to re-
duce the length of the longest carry. The necessary condition,
of course, is that the bitwidth of a reduced-width adder is large
enough to represent the accurate result and avoid overflow. In
filters, the input data and coefficient bitwidths are determined by
the dynamic range specification, while the bitwidth of the data-
path is determined by the gain of the transfer function. In [11],
the concept of allowing a dynamic reduction in the bitwidth of
adders in an image filter was introduced. In the following, we
expand on this idea to develop a general design and optimization
technique for arbitrary filter applications.

We exploit the fact that common applications of digital fil-
ters operate on data characterized by distributions of a specific
type. It is well-known, for example, that speech and music data
usually follow a Laplacian distribution [12] However, our tech-
niques are not limited to Laplacian data. We also demonstrate
their effectiveness for other distributions, such as pixel data in
Section III-C. A key property of typical data distributions is that
most values are smaller than the maximum and often even close
to zero. Nevertheless, in a traditional design paradigm that does

Fig. 1. Dynamic-width adder architecture.

not allow timing errors, the datapath bitwidth has to be designed
to be able to process the largest possible inputs, which in fact
occur very rarely.

1) Dynamic bitwidth adjustment. The proposed architecture
of a filter that uses a dynamic-width adder is shown in Figure 1.
The idea is to adjust adder bitwidth dynamically, with the pur-
pose of eliminating the early and large timing errors. The ar-
chitecture requires checking the magnitude of the input data and
processing the operands on an adder with bitwidth sufficient for
the particular inputs. To allow the results to be used in down-
stream computations, we further perform sign extension to the
full bitwidth. An actual implementation does not require the
bitwidth to be continuously adjustable: according to our experi-
ments, just two bitwidth values are sufficient to enable a signifi-
cant quality-energy tradeoff.

Operand magnitude-checking logic is activated on each ad-
dition. It determines whether the MSBs in both operands are
either all 1s or all 0s. If so, the bitwidths of both operands are
less than or equal to the reduced width, and can be processed by
a reduced-width adder. Otherwise the operands are processed
by an adder of regular width. It is assumed that only one phys-
ical adder is used. The inputs are first sent to the magnitude-
checking logic block, which can be implemented compactly.
The checking logic uses AND gates to determine whether a spec-
ified number of higher-significance input bits are all zeros or all
ones. If this condition is true, a width-control logic is activated
to perform truncation and sign-extension on the adder output.
In essence, each time the magnitude-checking logic initiates a
reduced-width addition, a smaller effective configuration of an
otherwise full-width adder is used.

The overhead of implementing the described technique in-
cludes delay, energy and area costs. The magnitude-checking
block operates on 5 to 15 bits with a maximum delay of about
log2(15) gate equivalents. Since it runs in parallel to and is
faster than the MAC unit, no overall delay overhead is incurred.
The truncation and sign extension logic adds a multiplexer with
one gate delay on the critical path. Note that the critical path is
defined when operating in full-bitwidth mode, where sign exten-
sion is disabled and the multiplexer is in pass-through configu-
ration. For the range of voltage scaling considered, truncation
and sign extension logic, which is active only in reduced-width
mode, is free of timing errors and otherwise only contributes to
the load on the adder. Overall energy and area overhead includes
the magnitude-checking block, MUX gates and sign extension
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(a) Adder quality loss vs. Adder 2 bitwidth

36 38 40 42 44 46 48

0

20

40

60

80

100

120

140

160

Q
u
a
li
ty
 L
o
s
s
 (
d
B
)

W
2

T increases

Mininum Loss

(b) Total quality loss vs. Adder 2 bitwidth

36 38 40 42 44 46 48

0

20

40

60

80

100

120

140

160

Q
u
a
li
ty
 L
o
s
s
 (
d
B
)

W
2

 Variation ~ 0.1

 Variation ~ 0.01

 Variation ~ 0.001

Mean = 0

(c) Optimal Adder 2 width

Fig. 2. Quality loss dependence on Adder 2 bitwidth.

logic, which we quantify in the experimental section. Energy
overhead also comes from the cost of switching between a full-
width and a reduced-width adder, which needs to occur on a
per-sample basis. The frequency of switchings depends on the
statistics of input operands. Experiments show that the incurred
energy overhead is, in the end, justified because the entire tech-
nique enables significantly higher energy savings through an in-
creased potential for voltage scaling.

2) Bitwidth granularity. Because the technique only supports
a discrete number of allowed bitwidths, we need to address the
question of how to find the optimal bitwidth for the smaller
adders. We investigate this question on a practical digital filter
design with two bitwidths, which implements a 5th order FIR
filter, as further detailed in Section III. We define Adder 1 as the
full-width adder and Adder 2 as the reduced-width adder. The
widths of Adder 1 and Adder 2 are W1 and W2, respectively. In
the following discussion, the effective W1 is set to be 50. For-
mally, the goal is to find the W2 which leads to the least quality
loss at a given energy budget. We define the following parame-
ters: D1: the worst-case delay of Adder 1; D2: the worst-case
delay of Adder 2; T : the timing budget of Adder 1 and Adder
2. We assume in this discussion that T < D2 ≤ D1, i.e. timing
errors may occur in both Adder 1 and 2. In this following dis-
cussion, we assume that the input data is centered around zero
(i.e., has a zero mean).

Through simulation we obtain quality-energy profiles for both
adders both individually (Figure 2(a)) and jointly (Figure 2(b)).
From Figure 2(a) we see that as W2 increases, quality loss in
Adder 2 increases while quality loss in Adder 1 decreases. As
a result, we see in Figure 2(b) that there exists a width Wopt

that results in a minimal total quality loss. The optimal width
appears to be largely insensitive to the allotted timing budget.
When Adder 2 width is greater than Wopt, the overall qual-
ity loss grows. This is because error magnitude is a function
of adder width, such that errors in Adder 2 become larger and
dominate. Conversely, if Adder 2 width is below Wopt, a larger
fraction of the input data is processed by Adder 1. The result is
that more small operands are processed by the full-width adder
leading to more frequent and larger errors.

So far, our discussion assumed that we realize a dynamic-
width adder with only two possible bitwidths. In principle, it
is possible to have a larger number of bitwidths available. We
find, however, that increasing the number of bitwidths does not
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Fig. 3. Quality loss and average adder width.

substantially improve the quality-energy tradeoff. In our exper-
iments, compared to a minimum quality loss between 3dB and
15dB in the two-adder case (Figure 2(b)), losses for three or four
bitwidths are both in the range of 1dB-7dB.

3) Input-dependent bitwidth optimization. We further inves-
tigate the dependence of optimal dynamic bitwidth parameters
on operand statistics and, specifically, on the variance of the
operand distribution. Quality losses at different W2 are shown in
Figure 2(c) for several values of operand variance. We observe
that the optimal Adder 2 width changes notably as the variance
of the input data changes. For smaller variance, a larger fraction
of data has values that are small, and it is advantageous to make
the width of Adder 2 (W2) smaller.

To better understand the dependence of optimal dynamic-
adder widths on input data statistics, we develop an analytical
model that allows an estimation of optimal design parameters.
Having such a model also removes the need to rely on time-
consuming simulation-based analysis. Recall that the maximum
error in each adder is proportional to the width of that adder.
Thus, the model is based on the intuition that the bitwidth of
Adder 2 (W2) that minimizes quality loss at any given level
of variance also minimizes the average effective adder width.
We define average effective adder width as Wavg = W1 × p1 +
W2 × p2, where p1 and p2 are the probabilities of using Adder
1 or Adder 2 respectively. As Figure 3 shows, we observe that
quality loss and Wavg track well as W2 is swept and that their
minima coincide to a good degree.

Relying on the tracking of the two metrics as established
above, we formulate the search for the optimum W2 as a mini-
mization problem for Wavg . The model assumes that input data
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distributions are given by Laplacians. We consider the case with
only two bitwidths. Let d1 and d2 be the two input operands
to the adder, and x be the magnitude threshold for determining
whether a larger (Adder 1) or smaller (Adder 2) adder is used
for processing the operands. Then, the problem of minimizing
Wavg is given as:

minx : P (|d1| < x, |d2| < x) ·W2

+ [1− P (|d1| < x, |d2| < x)] ·W1

We further make the simplifying assumption that the operands
are independent, which allows us to re-write the minimization
problem as:

minx : P (|d1| < x)P (|d2| < x) ·W2

+ [1− P (|d1| < x)P (|d2| < x)] ·W1

The probabilities in the above expression can be evaluated un-
der the assumption that the inputs follow a Laplacian distribu-
tion. We further assume that distributions are zero-centered, i.e.,
µ=0, which is true of many practical instances. The probability
density function is given by:

f(t|µ, b) = 1

2b
e−

|t−µ|
b ,

where b is the scale parameter related to variance as σ2 = 2b2.
The sought probability can be computed by:

P (|d1| < x) = (

∫ x

−x

1

2b
e−

|t|
b dt)

Substituting this probability into the minimization problem:

(

∫ x

−x

1

2b
e−

|t|
b dt)2log2x+ [1− (

∫ x

−x

1

2b
e−

|t|
b dt)2]W1

Finally, minimizing this function can be reduced to a form:

W1 − (W1 − log2x)(1− e−
x
b )2 (1)

The minimum of function (1) can be computed by setting its
1st derivative to zero and solving the equation. The resulting
equation is:

1

ln2 · x
(1− e−

x
b )2 +

2

b
e−

x
b (W1 − log2x)(1− e−

x
b ) = 0 (2)

Fig. 5. Technique abstraction of reordering.

We find that the model provides good matching to the
simulation-based exploration. For example, optimal simulation-
based values of Adder 2 bitwidth that minimize quality loss are
44, 42, and 39 for three levels of input data variance. For the
same values of variance, the analytical model described above
predicts optimal W2 to be 46, 43 and 40.

To further test the effectiveness of the model, we compare
the optimal W2 obtained from simulation and predicted by the
model under different W1. Results are plotted in Figure 4. Over-
all, we can see that our model and simulated results match well
at inputs with low variance, which are typical in music and
speech (empirically determined to be < 0.01 in our experiments,
while the data range is -0.5 to 0.5).

B. Error control through reordering

In the previous Section, we discussed how the onset of large
timing errors can be controlled by using a reduced-width adder
for small operands. Since errors for large operands are unavoid-
able, such an approach is most effective if the relative fraction
of small operand additions is increased. In this section, we in-
troduce techniques to manipulate the input data distribution of
intermediate MAC operations by reordering of filter taps.

In a traditional single MAC unit design, the width of the MAC
unit is determined by the maximal bitwidth over all taps, which
is generally independent of any intermediate reordering. How-
ever, under a timing error acceptance philosophy, such tech-
niques will allow us to statically apply adders of different width
to different taps in order to reduce timing errors. Furthermore,
in combination with dynamic bitwidth adjustment (Section II-
A), reordering can, on average, reduce the magnitude of data in
intermediate operations and hence increase the effectiveness of
this technique.

The digital filter can be formulated as: y(n) =
∑N

i=0 bi ·
x(n− i) +

∑N
i=1 ai · y(n− i). In computing the final output, a

filter needs to generate a set of intermediate results, which corre-
spond to a set of intermediate transfer functions H0-H2N . These
transfer functions determine the maximum possible gain over
all frequencies at intermediate nodes and, hence, the minimum
required bitwidth for each intermediate result in the datapath.
Without affecting the output of the filter, intermediate transfer
functions vary when the order of filter taps is changed. As such,
we can reduce intermediate gains and hence the bitwidth of in-
termediate operations by optimally reordering the taps. Such a
reordering can be done at design time. It allows us to apply an
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Fig. 6. Single MAC filtering architecture.

adder of smaller width to intermediate taps in order to reduce
the timing errors under voltage scaling.

To optimize the order of filter taps, we discuss the cases for
FIR and IIR filters separately. For a simpler FIR filter, all ai
paths are removed and the maximum gains at intermediate nodes
are determined from the transfer functions as: Gi =

∑i
j=0 |bj |.

Therefore, minimizing gains is achieved by processing of filter
taps in ascending order of absolute filter coefficient values (b0,
b1, ..., bN ).

For IIR filters, obtaining the optimized order of filter taps re-
quires exhaustively searching for all possible orders, which is
extremely inefficient. In practice, we divide the IIR filter coef-
ficients into feedforward and feedback sections, where the sets
(b0, b1, ..., bN ) and (a1, a2, ..., aN ) represent the coefficients
of the denominator and numerator of the filter transfer function,
respectively. We reorder the two coefficient sections separately
based on the aforementioned FIR filter optimization method.

The implementation of the reordering technique involves
changing the order of arithmetic operations and applying a
smaller adder to each tap depending on intermediate filter gains
Gi and maximum input data range. For a single MAC archi-
tecture, the abstraction of this technique is shown in Figure 5.
In the implementation, the tap control logic changes the order
in which data and coefficient pairs are fed into the MAC unit.
Furthermore, it also truncates and sign-extends results for taps
whose gains are small.

Note, however, that reordering can not achieve a smaller gain
for intermediate transfer functions in all cases. For example,
if taps are already optimally ordered or if all coefficients are
the same (as is the case in FIR filters using rectangle windows),
no further optimizations are possible, but reduced adder widths
may still be applicable.

III. EXPERIMENTS AND RESULTS

We base our implementation of a digital filter architecture
with timing error control on a single MAC unit design as shown
in Figure 6. Data is processed using a fixed-point format.
Coefficients are represented in Qint2.frac2 form, i.e. with
int2 integer and frac2 fractional bits. Similarly, input, output
and intermediate data is in a Qint1.frac1, Qint4.frac4 and
Qint3.frac3 format, respectively. By changing coefficients and
data precisions, such a generic architecture can be used in dif-
ferent filtering applications.

We have applied our approach to several filtering examples in
audio, speech and image processing. For audio and speech ap-
plications, we designed both FIR and IIR filters. For image pro-

TABLE I
ENERGY AND AREA OVERHEAD OF VARIOUS TECHNIQUES.

Energy Overhead Area Overhead
Width Reorder Comb. Width Reorder Comb.

FIR 0.5% 0.7% 0.9% 1.6% 1.1% 1.7%
IIR 0.5% 0.3% 0.7% 1.1% 1.0% 1.2%

Sharpen 0.6% 0.4% 0.9% 1.4% 1.1% 2.1%

TABLE II
ENERGY SAVINGS AND PERFORMANCE.

VDD SSNR/PSNR Eng. Saving Speed
FIR 0.75V 119.7dB 58.8% 207.5MHz
IIR 0.75V 121.7dB 58.1% 207.9MHz

Sharpen 0.70V 23.3dB 69.7% 303.0MHz

cessing applications, we designed a 2-D sharpening filter based
on an FIR architecture. Filter parameters and coefficients were
selected and first simulated using Matlab’s signal and image pro-
cessing toolboxes (using FDATool and the fspecial function,
respectively).

All designs were then implemented in Verilog-HDL and syn-
thesized using Design Complier with the OSU 45nm PDK. Tim-
ing and energy values were obtained through SPICE-level simu-
lations on the sythesized designs using NanoSim and VCS. Area
costs for unoptimized and optimized designs were extracted
from the Design Complier synthesis report. Area overhead is
further computed by comparing unoptimized and optimized re-
sults. In the FIR/IIR cases, we excited unoptimized and opti-
mized versions of each filter with the same 4 seconds of input
data. The quality of the filtered output signals is measured using
a segmental SNR (SSNR) metric, which is known to be a bet-
ter estimator of perceived audio quality than regular SNR [13].
SSNR is measured by dividing the output signals into segments
of 20 ms and averaging over regular SNR values computed for
each segment. For the image sharpening filter, the quality of
filtered output images is measured using a standard peak signal-
to-noise ratio (PSNR) metric.

In all cases, the nominal voltage of the filters is 1.1V and
voltage scaling was applied to maintain iso performance at the
fastest clock speed achievable by an unmodified base design.
Area and energy overheads of our modifications for each of
the filter designs in error-free operation are shown in Table I.
Achievable energy savings when applying a combination of our
techniques under aggressive voltage scaling are summarized in
Table II. Energy levels are thereby measured at commonly ac-
cepted good quality levels of around 120dB SSNR and 23dB
PSNR, respectively.

A. FIR filter for audio processing

The FIR implemented is a typical 5th-order low-pass filter
based on a least-squares design method. The sampling fre-
quency is 22kHz, the pass band ends at 6kHz, and the stop
band starts at 7.5kHz. The coefficients are b=(-0.1145, 0.0558,
0.5177, 0.5177, 0.0558, -0.1145). The format for coefficients,
input data, intermediate results and final outputs is Q1.21,
Q3.29, Q4.50, and Q3.29, respectively. As such, the full adder
width is 54 bits, while the reduced-width adder has 39 bits.



6

2 3 4 5 6 7 8
70

80

90

100

110

120

S
e
g
m
e
n
ta
l 
S
N
R
 (
d
B
)

Energy ((((µµµµJ))))

 Unoptimized

 Dynamic Width Adder

 Taps Reorder

 Combined

(a) SSNR vs. energy profiles

10 20 30 40 50 60 70 80 90 100

-40

-20

0

20

40

60

80

100

120

140

S
e
g

m
e
n

ta
l 

S
N

R
 (

d
B

)

Energy ((((µµµµJ))))

Original

Combined

(b) Different optimized FIR filters

40 80 120 160 200
-80

-40

0

40

80

120

S
e
g
m
e
n
ta
l 
S
N
R
 (
d
B
)

Energy ((((µµµµJ))))

 Jazz Original

 Jazz Optimized

 Pop Original

 Pop Optimized

 Classic Original

 Classic Optimized

 Speech Original

 Speech Optimized

Original

Optimized

(c) Dynamic bitwidth for varying input data

Fig. 7. Quality-energy tradeoffs in FIR filters.

The simulation results for the FIR filter are shown in Fig-
ure 7(a). Both dynamic bitwidth adjustment as well as static re-
ordering improve the shape of the quality-energy profile, achiev-
ing a graceful quality degradation over a wide energy range.
Both techniques can delay the onset of severe timing errors
when the voltage is scaled down, but bitwidth adjustment per-
forms significantly better. Combined, significant energy savings
can be obtained while maintaining almost perfect signal qual-
ity. Most of the savings are due to bitwidth adjustment alone,
but with little to no additional overhead, reordering can improve
results in the low energy region.

To further test the effectiveness of static reordering, we ap-
plied the technique to 7 different FIR filters with orders rang-
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Fig. 8. SSNR vs. energy profiles in IIR filters.

ing from N = 15 to N = 81. 45µJ experiment, we tested 7
Figure 7(b) shows that when pairwise comparing optimized and
unoptimized versions of each filter at an energy budget of 35µJ ,
the optimized design consistently leads to more than 10dB qual-
ity gain. Gains are even larger at lower energy. Overall, results
show that our techniques are effective for a wide range of fil-
ter instances. for most FIR cases, the than 20dB better quality
compared

We also tested the sensitivity of dynamic bitwidth adjustment
to different types of input data. Figure 7(c) shows the results
of feeding jazz, pop and classical music as well as speech audio
files into a 63rd-order FIR filter. Results suggest that specifics of
speech data trigger worse timing error behavior than in music.
This is due to longer segments of silence, which are character-
ized by small-valued operands triggering early and large timing
errors. In all cases, dynamic bitwidth adjustment significantly
improves quality-energy behavior, maintaining close to perfect
quality over a large energy range. With dynamic adjustment,
variations in data magnitudes and their effects on timing errors
can be transparently evened out across different characteristics
of input data.

B. IIR filter for audio processing

We also implemented a 3rd-order low-pass type II Chebyshev
filter as a typical IIR filter example. The sampling frequency is
22kHz and the cutoff frequency is 8kHz. The coefficient sets are
b=(0.2282, 0.5612, 0.5612, 0.2282) and a=(-0.1652, -0.3835, -
0.0300). The formats for coefficients, input data, intermediate
results and final output are Q1.21, Q3.29, Q4.50, and Q3.29.
The full-width and reduced-width adders in this case have 54
and 38 bits, respectively.

Results for the IIR filter are shown in Figure 8. It shows the
quality-energy profiles when applying dynamic bitwidth adjust-
ment. Both techniques can delay the onset of timing errors, but
in the IIR case, dynamic bitwidth adjustment is far more effec-
tive than reordering. Furthermore, once errors start to happen,
quality drops are overall more severe than in the FIR case. This
is due to the feedback loop in the IIR filter, which leads to er-
roneous results being reused and propagating into subsequent
computations. Nevertheless, as shown in Figure 8, the combina-
tion of techniques is very effective in improving the timing error
behavior of the system.
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(a) Original (b) Sharpened: Energy=2.19µJ
PSNR=23.9dB

(c) Unoptimized: Energy=1.27µJ
PSNR=19.6dB

(d) Combined: Energy=1.27µJ
PSNR=23.2dB

Fig. 9. Image sharpening example.

C. Image sharpening filter

Sharpening of images is used to increase the contrast between
bright and dark regions by applying a high-pass FIR filter. We
generated a coefficient kernel using MATLAB’s fspecial func-
tion with the filter option unsharp. The filter is usually realized
as a 2-D convolution of each pixel with this kernel. We im-
plement a 1-D version on our architecture using the algorithm
as a 9th-order FIR filter, where the format for coefficients, in-
put data, intermediate results and final output is Q4.12, Q8.0,
Q12.12, and Q8.0. The full and reduced width adders in this
case have 24 and 20 bits, respectively. Sample images after ap-
plying the sharpening filter with and without our error control
are shown in Figure 9. From Figure 9(c) we can see that, com-
pared to a sharpened image at nominal voltage (Figure 9(b)),
voltage scaling without error control causes a lot of visually no-
ticeable salt-and-pepper artifacts. By contrast, using our tech-
niques (Figure 9(d)), such noise is significantly reduced and re-
sulting images exhibit good perceived quality at the same re-
duced energy.

IV. SUMMARY AND CONCLUSIONS

This paper presented techniques that enable architecture-level
shaping of the quality-energy tradeoff under aggressively scale
VDD through controlled timing error acceptance. The imple-
mentation of these techniques is demonstrated on a general dig-
ital filtering architecture. Results show that significant energy
savings of up to 70% can be achieved while maintaining a con-
stant performance and good SNR/PSNR. The area overhead re-
quired to achieve such savings is 2%. Future work will be con-
cerned with extending techniques to other applications and ar-
chitectures including timing error control in multiplication.
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