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Abstract—In this paper, we characterize the joint network
capacity region for a licensed broadcast (primary) and ad ho
cognitive (secondary) network in a heterogeneous environemt,
including indoor and outdoor transmissions, under variousspec-
trum (white space) detection techniques. Each technique tieers
a different degree of RF-environment awareness - the more
a device knows about its environment the larger the network
capacity region. To quantify the gains, we develop a simple
stochastic model capturing the interdependency amongst pmary
and secondary nodes and compare their joint capacity. Cogtive
devices using the classical signal energy detection methade
shown to perform poorly due to limitations on detecting primary
transmitters in environments with indoor shadowing. This @n
be circumvented through direct use (e.g., database accessj
location information on primary transmitters, or better yet,
on that of primary receivers. The specific capacity trade-of
between primary and secondary networks depends on white
space detection techniques, resulting in joint network cagacity
regions which range from complement convex to linear to
(almost) convex. Our results show that, for example, the gai
of positioning-assisted method over signal energy deteoti is
76% and the gain of receiver location-aware approach isl77%
when the density of primary transmitters is 2 x 1071%m =2, the
indoor shadowing level is —10dB, and the fraction of indoor
nodes is0.5. Furthermore we show that if cognitive devices have
positioning information then the secondary network’s capaity
increases monotonically with increased indoor shadowingni the
environment. By contrast for devices relying solely on sigal
energy detection the secondary network’s capacity can be ne
monotonic in the indoor shadowing attenuation. These are ta
first analytical results quantifying, albeit for simple heteroge-

neous environmental model, the capacity gains one can expec

when cognitive devices leverage additional information.

Index Terms—Cognitive network model, stochastic geometry,
transmission capacity, network capacity region, RF envirament
awareness

I. INTRODUCTION

opportunistic operation, strong requirements are placed o
cognitive devices so as to protect licensed receivers from
interference. Detecting underutilized spectrum or whitace,
while protecting licensed receivers, is a challenging .tasle
fundamental difficulty in detecting white spaceuscertainty
in the environment e.g., noise, shadowing, fading, licdnse
receivers’ locations, limited detection capability of al@ss
devices, etc. Perhaps the simplest solution to this problem
explained in more detail later, is to apply a threshold to
the measured licensed transmitter’'s signal energy. Todavoi
interference to primary receivers, one can make the cogniti
radios very sensitive by reducing their signal energy ditec
threshold. However, this results in a large exclusion negio
around each primary transmitter, inside which no cognitive
devices are allowed to transmit [5]. The performance of
this simple method is particularly poor when the secondary
devices must contend with uncertainty and heterogeneity,
e.g., inside/outside, environments. Circumventing thabfem
requires a fundamentally different approach. Indeed tleeun
tainty can be significantly reduced if cognitive devices éav
more detailed information on their operating environmgv.
shall refer to such cognitive devices as RF-environmentawa
In this paper, we will study the interplay between the
transmission capacities of primary and secondary nodeggrun
different levels of RF-environment awareness. Our aim is to
qguantify the capacity and understand the impact of various
system parameters. In particular three white space detecti
methods for secondary nodes are considered and gains are
evaluated in terms of the joint network capacity region.
Related Work. In this paper we explore the capacity of
cognitive wireless networks from spatial perspective. At
model is considered reflecting various physical charasttesi
of wireless networks such as signal attenuation, intenfeze
heterogeneous environment (indoor/outdoor), geograplie

An irony of the current wireless era is that allocated spegztions of nodes. This types of models have been used in

trum is substantially underutilized while very little speom

evaluating the capacity ofetworks

is available for new wireless applications. For this reason |, [6], and numerous subsequent papers, see survey in [7],
cognitive radio techniques which take advantage of undgkious spatial models have been introduced, where nodes

utilized spectrum have received lots of attention [1]-[A].
cognitive radio in this paper will refer to a wireless tragiser

are randomly distributed on the plane and signal propagatin
in space is attenuated based on an attenuation factor and

designed to operate opportunistically in a frequency baggs propagation distance. However most of this work focuses
which has been allocated to licensed devices. To allow sugh capacity scaling for homogeneous networks. Recent work
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by [8], [9], also focuses on scaling laws but for “two net-
works with different access priority" in a cognitive netikor
context. In their work, primary and secondary networks are

found to have the same capacity scaling I&/n/logn)
and ©(y/m/logm) wheren and m correspond to the pri-
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mary/secondary receiver densities. While these worksucapt
the scaling behavior of network capacity, they abstractitist

interactions and capacity tradeoffs between the two néddsyor
which in turn are usually quite sensitive to system pararsete
By contrast, [10], [11] study trade-offs in the transmissio
capacity, see e.g., [12], for models of coexisting networl
capturing some degree of interaction - their work sugges
capacity tradeoffs are roughly linear. However, in theirkyo

secondary nodes do not benefit from a cognition functio

Y=-10dB, a,=0.5=0.1

Positioning Assisted
Receivglr Location—Aware
)
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= = = Conservative Energy Detection

so the resulting linear tradeoff seems natural. Without esor
type of white space detection function (or overlay apprdac
spectrum sharing will be inefficient. Clearly the key preati
guestion here is understanding and optimizing the capafity 1r <
the system under various white space detection techniques ~<
There have been numerous efforts towards optimizing g o ‘ ‘ ‘ ‘ ‘ =3
rameter selection in such networks, e.g., transmissionepov
[13], [14] or primary exclusion zone (equivalently, the rsd
energy detection threshdld The analysis and insights of [5], Fig. 1: The joint network capacity region of primarg’{) and sec-
[16], are limited due to remaining uncertainties, e.g.,sapi ondary capacity>) was shown unde+10dB of indoor shadowing
interference, shadowing [17]. To reduce uncertainty, £18 or three different white space detection techniqu&¥i of STxs

- : . —are indoor and remaining0% are outdoor.\,. denotes the density
[21] have suggested the use of additional information, twhic, primary receivers. Wheno the density of primary transenitis

is either obtained on fly or preloaded on cognitive deviceg, — 2 x 107!, the gain of positioning-assisted technique to signal
In these work, cognitive devices can access or have sommergy detection technique &%, and that of receiver location-
form of database with information on the environment, fo¥ware technique i$77%.
instance but not limited to, the geographical informatiowl a
availability of spectrum usage opportunities (or the githn
of primary signal) at various locations, the characteristf access priorities. The model is rich enough to capture the
primary devices, usage pattern of licensed bands, statisfi impact of heterogeneous indoor or outdoor environment on
channel availability, and spectrum sharing policy. The tmosecondary nodes’ white space detection techniques. Thg®eut
effective approach, among these, may be letting the cognitiprobabilities and joint network capacity region for primand
devices know the exact locations of primary receivers to Isecondary nodes are derived. Second gwantifythe relative
protected. As long as they are safe from interference, tiwgni gains of three different levels of RF-environment awarenes
devices can operate freely. The work of [22] shows an apnd study the impact of indoor shadowing on their associated
proach to detect passive receivers like televisions byctietg joint network capacity region. We show that capacity trade-
the leakage power of the passive receivers’ oscillatorgyThoffs between primary and secondary networks depend on white
suggested the use of sensors detecting the leakage powerspate detection technique, resulting in joint network cipa
sending weak beacon like signals indicating their existeloc regions which range from complement convex to linear to
nearby cognitive devices. (almost) convex, see e.g., Fig.1. Not surprisingly the a&lign

Other techniques have been proposed to help cognitiegergy detection approach’s network capacity region is the
devices reduce the chances of mis-detection and false alammallest, but, perhaps surprisingly, secondary netwoegsic-
causing poor utilization of white space. Still, the key diges ity exhibits a non-monotonic behavior in the attenuatiosoas
is how to quantify the relative benefits of these techniquesiated with indoor shadowing. By contrast when secondary
The work in [23] attempts to compare the data base accesxles use positioning assisted and receiver locationeawar
approach in [19] versus the pure signal energy detectitgchniques substantial gains in capacity can be realized], a
approach in [5] but their model is limited to single pri- their capacity increasesionotonicallyas indoor shadowing
mary transmitter and receiver pair. In a similar settingd][2 increases. A final key observation quantified in this paper is
explores the impact of imperfect additional information ohow the capacity gain of knowing primary receivers location
the performance of cognitive radio systems. They showeérsus simply knowing the position of primary transmitters
via simulations the tradeoff between the resolution of wadvaries with the density of primary receivers. This suggests
environment information and performance of cognitive oadi that when a system has a high density of primary receivers,
We summarize the key contributions of this paper as followsuch detailed information may not be worthwhile, i.e., sienp

Contributions. First, we provide a simple stochastic modetognitive mechanisms may suffice.
that captures the inter-dependency between two network€rganization This paper is organized as follows. In Section
with multiple primary and secondary nodes with differenii, we provide a detailed description of our model, white

space detection techniques, and definitions of the relevant

Un [15], FCC requires the detection threshold low enoughetect even system parameters. In Section I, evaluation methodoisgy

weak TV signal as low as -114dBm. In this paper, we study théopmaance . . . .
explained with overview of results. In Sections IV to VI,

of cognitive networks under various detection threshotitsdgtection radii). v - ’
This permits us to evaluate how this parameter impacts mte@pacity. the outage probabilities of primary and secondary recsiver

1.5 2 2
c, (bps/m*“/Hz)
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under three different sensing techniques are computedseThfllow a homogenous PPP conditioned on the coverage area
outage probabilities are used to find the maximum contentiohthe PTxs, thus this is a stationary doubly stochastic gssc
densities of STxs under an outage constraint in SectionlN1l. (or Cox process) with a random intensity measure given by
Section VIII, we define the capacity of primary and secondasy.1 {z € B (I1,,,d,)} at locationz € R?, wherel {} denotes
networks and combine them to compute a joint netwotke indicator function, see [26]. A PRX is interfered by STxs

capacity region. Section IX concludes the paper. if there is at least one secondary transmitter (STX)(H, 7, ),
wherery, is the interference radius of a PRx with respect to
Il. SYSTEM MODEL a STx, determined in Section II-E. We assume that all PTxs

A. Indoor Shadowing, Pathloss, and Interference Model and PRxs are outdodtsThis is a worst case scenario since

. indoor PRXxs, if any, are better protected from interfereide
In order to understand the impact of complex heterogeno y b

environments on cognitive network capacity we shall mod(r;éf%er to(IL,, IT) as the primary network.
a network where indoor and outdoor nodes coexist. Signals
propagating from the inside to the outside, and vice veesa, sC. Secondary Network

for simplicity, afixedattenuation), where0 <¢ <1, dueto  The locations of STxs are also modeled as a PRPon
building walls. We refer to this as a indoor shadowing leveR2 pyt with intensity\,. The locations of indoor secondary

In practice such losses are highly dependent on a buildingiansmitters (iSTXJI.; are obtained by independent thinning
construction materials - measurements suggest varigtioms of 11, with probabilitya;. The remaining STx$L,, correspond
-40dB to 0dB [25]. Propagation in the environment is capiurgo outdoor secondary transmitters (0STx). Thiis and 11,
using a simple free space pathloss model. That is, if bofle PPP with intensities\.; = a;\s and \sy = au)s

the transmitter and receiver are outdoors, or both withen thespectively, where, = 1 — a;.

same building, then, the attenuation factorlis*, whered is  we assume STxs use a cognitive function to detect white
the distance from the transmitter to the receiver, and the space and then contend with each other using a Simp'e
pathloss attenuation factor. If one of them is outdoors evhin| OHA protocol, as done in [12], [27], [28]. STxs transmit
the other indoors, then the signal is attenuated by an adéiti at power p,. Not all STxs inIl,; and IL,, are active, so
factor ¢ associated with the traversing building walls. If thgye will introduce additional processes to denote activesSTx
transmitter and receiver are indoor but in different blmg:h, These are once again Cox processes with non homogenous
then, a further additional factor af is introduced, giving intensity given the locations of the primary netwdil,,, I1,.} .

a total attenuation ofy>d~*. Such a model could be madespecifically, the intensity of active iSTxs at locatiengiven
richer by considering different path loss attenuationg@oors {11, 11,.} is given by

and outdoors as well as variable indoor shadowing, yet as we _ ) )
will see in the sequel, analysis is already quite complex, an aiAs1{iSTx atz is active underl1l,, II, } }

perhaps to first order it suffices towards understandingdlee 1\ here the indicator function depends on a the white space

of heterogeneity in the network environment. detection technique being considered. Techniques, for de-
Throughout the paper, the signal to interference plus nOiggmining the transmission opportunities for STxs, will be

ratio (SINR) at a receiver, is computed based only on thg jjained the next section. We assume each STx has an
domlnantmterfe_rer, i.e., that Wh|(_:h contributes the mosr-  ,<cociated secondary receiver (SRx) randomly located at a
ference, and a fixed SINR decoding threshold. Thus an outgge.y gistanced. and both are either indoor or outdoofs

. . . . . S .
corresponds to having at least one interfering node withinygye that SRxs can be interfered by unintended STxs or PTxs.
given disc of a fixed radius centered at the receiver. iflke More specifically, an outage may occur at oSR if there
terference radiuof a receiver depends on various parameteLsa one or moré 0STxs withih(W,,7°%); or if, there are

. . . . ) , . . 01 ' ss i
including the ambient noise power, interferer’s transmWpr,  ;na or more iSTxs irb (W ,,,w), wherer®® andr? are the

receiver’s received signal power and the decoding threishol o ference radii of a e o

o . . o ) 0SRx with respect to 0STxs and iSTxs
This will be discussed in more detail in Section II-E. respectively. In general®® > rig since iSTx will offer less

88 —

_ interference to 0SRx due to penetration lassSimilarly an
B. Primary Network iSRx W; can be interfered by either 0STxs br(W;, ) or

7" 88

We shall assume the locations of active primary transmsittdBTxs in b (W,, %), whererS: andrii are the interference
(PTx) follow a Poisson point process (PPH), = {X;} radii of a iSRx Witlh respect to a 0STx and iSTx respectively.
with intensity )\, on R?. Here X, denotes bothj-th PTx Generallyr?® > r»* holds since iSTx gives less interference
as well as its location. A PTX; uses a transmit power, 10 iSRx due to the strong penetration lass An 0SRxW,, is
and covers a regioh (X}, d,), whereb (z,r) denotes a disc interfered by PTxs if there exist any PTxd{W,, r,,5), where
centered at: with radiusr andd, is the coverage radius of

a PTx. A primary receiver (PRX) located within the PTxs’ 2|n real world, some PRxs are indoors. However, we only cansiditdoor
’ PRxs in this paper since assuming some portion of PRxs amoischas

coverage ared (1__[177 dp) = Ux; erb_ (Xj,dp), is assu_med 10 aimost no impact on our results. This is because the opesatio parameters
successfully receive the primary signal as long as it doés rmbsecondary nodes are determined based on/consideripghenberformance

see Secondary interferers We/fgtdenote the decoding SINROf outdoor PRxs that are in worse condition than indoor PRx$eims of
’ robustness to interference.

for PTx's signal andbp = log (1 + ﬂp) be the transmission 3By assuming fixed distancé; between STx and SRx, we do worst case
rate of PTxs. The location$l,, of PRxs are assumed toanalysis.
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rps IS the interference radius of 0SRx with respect to a PTallows both indoor and outdoor STxs to correctly detect the
Similarly, a iISRxW,; can be interfered by PTxs if there exisipresence of PTxs or equivalently the regions where STxs are
any PTx inb (Wi,rés), Wherer;S is the interference radius of not allowed to transmit. In fact, this approach is equivalen
a iSRx with respect to a PTx. We assume that STxs transnata technique letting a cognitive device know whether it is
with rate b; = log (1 + Bs) where 3, is the decoding SINR indoors or outdoors. The device using the information can
threshold for STx’s signal. The various parameters intoedu adaptively adjust its signal energy detection thresholdsto
here will be specified in Section II-E. protect primary receivers and to maximize its transmission
portunity. We shall use a similar naming convention, where G
. . STX(G-SRx), G-iSTx(G-iSRx) and G-0STx(G-0SRx) denote
D. White Space Detection a positioning-assisted STx(SRx), a positioning-assistddor
Three different methods are considered for detecting {rarTx(SRxs), and a positioning-assisted outdoor STxX(SRx) re
mission opportunities for secondary nodes. They are neitlgpectively.
the worst nor the best, but rather represent the spectrumsaf p  Receiver Location-Aware Cognitive Devices. Lastly sup-
sible approaches exploiting different levels of RF-enwim@nt pose cognitive devices can detect the locations of both PTxs
awareness that STxs could have of the surrounding enviremd PRxs. Whether this is implementable depends on the
ment. Note that in [15] FCC requires cognitive devices toehaviature of PRxs. If the PRxs are passive it may not be easy
both signal energy detection scheme and geo-location/dajadetect them. However, even in this case, it may not be
base access scheme that corresponds to the first and segordly impossible if one can detect the leakage power of
methods in our work. Cognitive devices relying only on thesceiver’s oscillator, see [22]. [30] shows that this kinfl o
signal energy detection method can be allowed to be used Betecting scheme is implementable and have been used in the
should pass FCC's much more rigorous test. UK to find people watching TV without buying licenses. If
Signal Energy Detection Based Cognitive Devices. Signal PRxs can send a signal (beacon) to indicate their existence
energy detection is a simple technique which relies on meastd nearby STxs, then, it is of course much easier to detect
ing the PTxs’ signal energy at a STx’s location. If it is belaw and protect them. Alternatively the location of PRxs to be
predetermined detection threshold, the STx infers thakti®e protected could be registered in a database accessiblexsy ST
no PTx in its detection — again modeled as a disc centeredv# shall thus suppose STxs are able to detect the presence of
the STx and a given detection radius. Increasing the thfdsh@Rxs within a certain radius. This affords cognitive desice
makes the STx only sensitive to PTxs which are close by, i.éhe highest degree of RF-environment awareness. STxs can
the detection radius is a strictly decreasing function @& ttow transmit within the coverage of PTxas long as they
threshold. Decreasing the threshold makes the detectoe mgo not give harmful interference to PRxs (or equivalently
sensitive, and accordingly the STx will behave conserehitiv there are no PRxs close to them). We again adopt a naming
Although this approach appears reasonable it has a seriouavention, where L-STx(L-SRx), L-iSTx(L-iSRx) and L-
weakness. A STx which is indoors will see an attenuated sigrReBTx(L-0SRx) denote a receiver location-aware STX(SRXx),
from outdoor PTxs, and may conclude there are no nearlyreceiver location-aware indoor STx(SRx), and a receiver
PTxs, and transmit within coverage area of PTxs possillycation-aware outdoor STx(SRX) respectively.
producing harmful interference to PRxs. To preclude from
this happening, the detection threshold needs to be set very
conservatively. This point will be discussed further in gt E- System Model Parameters
IV-A where we will quantify the impact of iISTxs on PRx’s Below we derive many of the above mentioned model
outage probability. In the sequel we let E-STx(E-SRx) denoparameters, from those specified as a part of system design
STX(SRx) using the signal energy detection method. Whend requirements, e.go,, ps, 3, and 3s. We leti, denote
we need to be more specific on node’s location, i.e., indoor thie maximum tolerable interference at the edge of PTX’s
outdoor, we use E-iSTx(E-iSRx) and E-0STx(E-0SRXx) for acoverage area,, is a design parameter that corresponds to a
indoor and an outdoor E-STx(E-SRx) node respectively.  performance margin which makes receivers robust to a certai
Positioning-assisted Cognitive Devices. A STx using amount of interference, so we assume this value is given and
positioning-assisted detection is aware of the actual-lod&ed. This, and the successful reception condition for PRXx,
tions of nearby PTxs. We assume that either the device tdetermine the coverage rangg of a PTx. That is, under
preloaded map in its memory or it can access remote databasaximum interference, the received SINR of a PRx at distance
The device periodically samples its current location usteg d whered < d, from its nearest PTx should be larger than
built-in positioning module and checks if it is safe to tramis the decoding SINR threshold,, which defines the coverage
or not. We assume that when STxs are outdoors they usage of a PTx as
Global Positioning System(GPS) technology and when they . 1
are indoors they use indoor positioning technology [29] or ; — {d > O|ppd > 3 } = (L) ’
infer its location information based on previous history of n+i, T (n +ip)Bp
location information. Two similar ideas were discussed in

[20]' [21]_ A Cognitive device using this approach knows the 4Accordir_]g to the current rule by l_:CC, cognitivg devices ane allowed
erate inside the coverage of primary transmitter. Buthis paper, by

to
coverage are.a of PTXS’.and so does not ha\_/e the draWbQE?{;ing it we study how much capacity improvement we caneekpf we
of mis-detecting PTxs discussed for the previous method.clin overcome the current limitation.

)
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where  denotes the noise power. By considering in Pp Transmit power of PTx
computingd,, we do a worst case analysis. Ps Transmit power of STx
Bp Decoding SINR of PRx

Next we determine the smallest allowable distanggd)

. . . s Decoding SINR of SRx
between an 0STx and a PR, given the latter is a distance p 9 .
. . . dp Coverage range radius of PTx
d from its nearest PTx. Ensuring successful reception means 4 . .
that: ip Maximum tolerable interference of PRx
at at the edge of PTx coverage
1
) ppd_“ 1 Pp T o is Max tolerable interference of a SRx
Tsp(d) = inf q7 > 0|77 p— > PBp ¢ = ps 4o -n : at distanced from its STx
S
P (@h) rd Detection radius of E-0STx
We will call r,, (d) the PRX’s interference radius with respect Ty Detection radius of L-0STx
to an 0STxThe PRx’s interference radius with respect to an Tps Interference radius of 0SRx w.rt. PTx
iSTxis similarly given by Ths Interference radius of iISRx w.r.t. PTx
o ro? Interference radius of 0SRx w.r.t. 0STx
rip (d) = inf {7‘ > 0| ppd — > ﬁp} _ wé’f'sp(d)- r;’; Interference radius of 0SRx w.r.t. iISTx
n+psr rot Interference radius of iISRx w.r.t. 0STx
Note thatr, (d) andr?, (d) are strictly increasing functions rss || Interference radius of ISRx w.rt. ISTx
of d. Indeed, as the PRx gets further away from its nearest rd Detection radius (baseline)
PTx, the PRx is increasingly vulnerable to interferencej an ’”jp(d) Interference radius of a PRx w.r.t. to 0STx
so the above radii increase. In the sequel we will occasipnal Tspéf) Interference c:f’d'usf of "; PRx w.r.t. 1o ISTx
omit the dependency of,, andr?, on d. Td ge:ec?on radfus of E'_'S:X
. . . bt etection radius of L-iISTx
Next we determine the maximum tolerable interference of i Pathloss attenuation factor
a SRxi,. A SRx a distancel, away from its STx can decode " Fraction of indoor STxs
the signal from the STx, if the received SINR is larger than a0 Fraction of outdoor STx¢= 1 — a;)
Bs; this gives the following requirement s Density of STxs
S ) psdy @ B psds® P Indoor shadowing level
1g = sup {z > 0| nti > fs ¢ = 3. -1 (2 Ap Density of PTxs
n Noise power

In turn anoSRXx’s interference radius w.r.t. a P, can be
determined by ensuring the interference from its nearest PT
does not exceed,, i.e.,

TABLE |: Summary of Parameters

SS

®3) 2, r~® +n < i, giving

. —a _ Pp = ent building%, is determined by the interference condition

Tps = inf {r > 0lp,r~* +n <is} = ii—n)
— -« ; 2 00
Similarly, the iSRx’s interference radius w.rt. a P, ris =inf {r > 0[?pr™ +9 <is} = par.
follows by including the additional indoor shadowing level

that the indoor SRx would see:

7’;;5 = inf {r > 0fgp,r = +1n <is} = wérps- (4)

A STx usingsignal energy detectiQre-STx, ensures there
are no PTxs close by, i.e., within itetection radius-4, so as
to indirectly protect PRxs. The baseline detection radsesdu
for E-0STx is defined as

There are four different types of SRx's interference radii
related to STxs. TheSRX’s interference radius w.r.t. an 0STx ra = max {dp + 7sp(dp), ds + 7ps} - ®)
r2¢ is computed as follows. For an 0SRXx to receive its 0STxBhe first term in the maximum ensures that the STx is
signal without outage, the noise plus interference from itsr enough so as to not harm PRx which is at the edge,
nearest interfering oSTx to the oSRx should not exceed the,, a distancel,, from its associated PTx. Thus STx's can
tolerable interferencp,r~* +n < i,, giving send only if they are outside the PTxs’ coverage area plus
1 an additional guard zone. The second term corresponds to

r%% = inf {r > 0lpsr™ +n < iy} = (L) , minimum distance a SRx must be from a PT, plus
ts — 1] the SRx’s fixed distancé, from its associated STx. If the
The oSRx’s interference radius w.r.t. an iSTg is determined secondary network includes indoor STx then protecting PRxs

by the interference conditionp,r—® + 1 < i,, which gives requires increasing the detection radiusrfo= v~ ar,, We
discuss this in more detail in the sequel along with modediihg

detection radii for the two other white space detection moésh
to be considered.

70 = inf {r>0lppsr *+n<is} = wérgg.

TheiSRx’s interference radius w.r.t. an 0S¥ is determined
by the interference conditiotipsr—< 4+ n < i, giving
F. Preliminary Definitions

In this section, we define some further notations used
throughout the paper. L&#| denote the area of a sdtC R2.

7ol = inf {r>0lppsr—*+n<is}= wérgg.

The iISRX's interference radius w.r.t. an iSTrR a differ-
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Let ||x — y|| denote the distance betweanand y in R?. operates in the broadcast mode this is simply proportianal t
We define a sef (x,7r,;y,7y) = b(y,ry) \b(z,7,) in R?.  transmission raté, times the fraction of covered area. The
Let Ligy(As) = E [e*ASQ} be the Laplace transform of acovered area depends on the density of primary transmitters
random variable). For simplicity we lety2° =  (12°)?, ¢’ = Ap and potentially also on secondary nodes’ behavior if it
. (Té(;)Q, ¢ = (Tg;‘)Q, gi =1 (T?‘S)Q, 4%, = a;qi + apqqe  fails to protect the primary network. Second, the secondary
and ¢', = a;q" + a,q'°. For a givenz € R? and PPPII, network’s transmission capacityCs; is the average number

x ¢ B(IL,r) andIINb (z,r) = 0 will denote the same event. of successfully transmitted bits per second per squarermete
per Hertz subject to ar-outage constraint summed over
indoor and outdoor transmissions. This is similar to theamot
introduced in [12], [27], except that in a cognitive network

Throughout the paper, we use the following representati¥gntext, the secondary nodes’ transmission capacity dspen
parameters to compute the system model parameters definegiinhe density of primary nodes, fractions of indoor/outdoo

Section II-E:a = 3, 1) = N, x 20 x 10°, i, = 51, p, = 100W,  gecondary nodes, the environment, e.g., path loss andrindoo

ps = 1MW, 5, =10, f; = 1.4, whereN, = —174dBm is an  shadowing as well as the white space detection technique

noise power spectral density. Some of the resulting combut@eing used. Third, a paifCy,C,) is “achievable" if there
system parameters are as follows:= 27560m, i; = 7.14 X exjsts a density of primary and secondary nodes such that the

1077, ds = 10m, 1,5 = 519m, andr? = 11.18m. See [16], average spatial capacity of both the primary and secondary

[31], [32] for some realistic parameter values. and [33] fofetwork is (Cy, C;). Note thatC, and C, correspond to

G. Parameter Set

parameter selection. averages computed over an ensemble of Poisson distributed
primary and secondary nodes under our system models. The
H. Weaknesses of Model mathematical definition of the joint network capacity regio

Our model has several weaknesses. First, our chanidl be given in Section VIIl. - . o
model accounts for pathloss attenuation and indoor/outdoo '€ computation of the joint network capacity region in-
shadowing factor only. Fading is not considered. Second, o{p!ves three steps. First determining the outage protiesili
interference model does not account for the additive nat R Primary and secondary (indoor/outdoor) nodes. Thisas ¢
of interference. Indeed as mentioned earlier, we assunte tH&d out for each white space detection technique in Sestion
outages are caused solely by the dominant interferer. This™V!- Second, for a fixed intensity of primaries nodes
choice is driven mathematical simplicity, yet for spajiall 9€t€rmining the optimal intensity of secondary transroissi
distributed nodes, this has been proven as a fairly good mode Which meets the outage constrainsee Section VII. Third,
[6], [34], [35]. Moreover, it turns out that outage probityil computm_g the _Jomt ne_twork capacity region by varying the
computed with this simple disk model corresponds to the lowBOSSible intensity of primary nodes see in Section VIll.oPri
bound of outage computed considering shot noise intertﬁer,ento doing so, we discuss some of the key obtained results.
and it has been shown that the lower bound is asymptotically
tight, see [12], [28]. Third, the location of primary tranisiers B. Overview of Results

is modeled as PPP. Clearly this is not likely to be true in Fia 1 exhibi L K : .
practice for any type of designed infrastructure. Stillsthi_ "9+ €X! Its representative joint network capacity 0egi

provides a simple caricature of the spatial variability amght for the cognitive network under the three white space dietect

see in such deployments. Finally, we assume STxs transmimﬁdCh?r?ismsh consider?d, while Fig.2 Sthi]bits the .geo_metry
Aloha fashion, this again is assumed for tractability,daling un er()jllnght ese res(sju ts. A(Sj exrpl)ecte rt] eh cagacny Isfe|2|-:
[12], [27], [28], [36]. Some of our results could perhaps panced when secondary nodes have a higher degree o i

extended to account for clustering in PTxs and/or STxs, y%lgwronment awareness.

via a non-homogenous point process but from now it seemd” the signal energy sensing scenario the detection radius
ust be set conservatively because indoor STx can not prop-

reasonable to focus on understanding the homogenous cadeust :
erly infer the location of PTxs and thus protect PRxs. As
shown in Fig.2a E-0STx nodes can only operate if they are
outside this larger radius?, while because of the indoor
shadowing E-iSTx can operate outside the (‘correct’) radiu
A. Computing a Joint Network Capacity Region Roadmap ., As exhibited in Fig.1 the joint network capacity region
Our goal is to compare thgoint network capacity re- for this scenario is surprisingly complement convex. Nois i
gion A = {(Cy,C)|(Cy,C5) are achievablg i.e., the set tempting to think time sharing would convexify the network
of achievable primary and secondary capacity pgits, C>), capacity region, yet this does not make sense in the scenario
under the three white space detection techniques. Themota interest, i.e., where a pre-installed broadcasting oskis
of joint network capacity region studied in this paper iicensed spectrum is being opportunistically used by ancad h
different from the classical one in information theory [37]cognitive network.
in at least three ways. First, a primary network®adcast = The positioning-assisted white space detection technique
coverage capacity’;, is defined as the average number of bitsolves this problem since all G-STxs are made directly aware
that can be successfully received by potential receivers e the coverage area of PTxs. Fig.2b shows a typical reaizat
second per square meter per Hertz. Since the primary netwofkthe two networks, where both G-iSTxs and G-0STx can

Ill. COMPUTING JOINTNETWORK CAPACITY REGION
RoADMAP AND OVERVIEW OF RESULTS
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(a) Signal energy detection method: indoor en- (b) Positioning-assisted method: both G-iSTx and (c) Receiver location-aware method: as long as
vironment causes interference attenuation, whichG-oSTx have the same detection radiys which not giving interference to PRxs, L-STxs can op-
makes E-iSTxs feel attenuated interference power.allow them fully utilize white space. erate even inside the coverage of PTxs. L-STxs
Thus, conservative(large) detection rad'm% is are not allowed to transmit inside the PRXx’s
required. interference region (circle around each PRX).

Fig. 2: A typical realization of primary and secondary netkgounder three white space detection methods is shown.eShadion denotes
the coverage of PTxs with radius,.

operate outside coverage area of PTxs. The joint netwdHe edge of the PTxs' coverage area. However, E-iSTx can

capacity region is shown to be roughly linear in this casenly detect PTxs within,, which potentially makes them

see Fig.1. mis-detect PTxs betweer, and r,. To show the negative
Last, if STxs are aware of primary receivers’ locations orimpact of this parameter choice, we shall compute the outage

obtains substantial capacity improvements. Indeed, d#pgn probability of a PRx as a function of distandeo its nearest

on the locations of PRxs, L-STxs can opportunistically sranPTx.

mit within the coverage area of PTxs, so the capacity gain% 1. (Conditional O Probability of PRx with E
now depend on the density of primary receivers, see Fig. eorem L. (Con I:[\IonaanddUtagePR:(OY’z (I):R/age proxbgvllatility-
S y22l

Fig.2c, exhibits the geometry underlying this scenarioe Tf‘?_TXS)_F(_)r 9"’?”\@ . oo
small discs around each PRx denote its interference reg yenitis a distancel away from its nearest PTX is given
w.r.t. a L-oST®. To protect PRxs no L-0oSTx should resid y
in such discs. The radii of these discs are defined in (1) @8 (4 \,) =1-1{d < d,}L R 5 (M),
rsp(d) which is strictly increasing function of distandeo its Buld As) t PHo s sy (2;)
nearest PTx. Perhaps counterintuitively, L-STxs locateder whereH,(f) = {IL,Nb(Y,d)} U{X},
to PTxs are more likely to transmit than L-STxs far from theny;l(d7 ) = [iixryn 1{z ¢ B(rq4)}dz and
Also surprisingly, it turns out that this phenomenon is fdlp S(d,T0) = [ ( ’d ”fp) 1{-¢B (H ri)}dz
in increasing secondary capacity whep is high, this can K(XrgsYordy) d '
be seen in Fig.1, where the receiver location aware capacityroof is given in Appendix A. Note that geometrically
region for A, = 10~* exhibits a non monotonic behavior ong, (d, H}()z)) = fK(XT v )1{2 ¢ B(II® ry)ldz is an
the right hand side. area ofK (X, rq; Y, rs;jjhvv’hbi?:h is not covered by the Boolean
processB (I1®,r,) and a similar interpretation applies to
IV. PERFORMANCE OFSIGNAL ENERGY DETECTION Lo(d, H§,2)). Li(d, H§,2)) can be viewed as a random variable
TECHNIQUE with finite support since it depends on the random process
In this section, we evaluate the outage probability of Hz(f). Note that this area measures the amount of potential
PRx and E-oSRx. We will first show that if an indoorinterferers. Thus, a larger area implies that the PRis more
STx chose its detection radiug (or equivalently detection likely to be interfered with. To compute the above Laplace
threshold) naively, thi/s can ne/gatively impact PRxs. Fdanotransform,c{aoLl(d TP 4 as Lo (d H(z))}(/\s), we need to know
tional simplicity, letII’, andII’; be Cox processes denotin e L : 2
active (orptranysmitting) E-0STxs and EF-)iSsz with intens%—he d|sEr2|)but|ons of two ran_d_om variables, (d, Hﬁ, )) and .
Lo(d,11,7), but these are difficult to compute. So, we will

1 Y3

tes a";\sl {z ¢_B (ITy, 74)} and .af‘sli{z ¢ B (Ily,rg) } at compute upper and lower bounds on these quantities. Here

z € R” respectively and, wherej = ¢y we shall use the following result to compute bounds of the
transform of such non-negative random variables, it falow

A. Outage Probability of Primary Receivers from simple results on convex ordering for random variables

Suppose we set the detection threshold, Egyof E-STxs Proof is given in [38].

such thatopr.—“. > Taforr <ra. The_n, E-0STxs would deuactLemma 2. (Bounding non-negative random variables) Sup-
any PTxs withinr, and would not interfere PRxs that are aboseX is a random variable with bounded suppgdt p| and

- 2 (¢(0) - ¢ ()

5We can also draw its interference region w.r.t. a L-iSTx, ibig omitted meankt [X] Then’E [925 (X>] <9 (0)
for simplicity. for all convex functionp.
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The following corollary gives lower bounds oR?,(d) ob- see the PTxs’ appear further away than their actual locstion
tained using Lemma 2, while the upper bound is obtain&b, considering this effect, E-STxs must use a conservative
using Jensen’s inequality. detection radius’.

Accordingly, letTIZ and IIZ. be Cox processes denoting
active E-0STxs and E-iSTxs that would arise given these new
detection radii with intensitiea,\,1{z ¢ B (II,, )} and

Corollary 3. For d < d,, upper and lower bounds of a PRx’s
conditional outage probability are given by:

PPU(d N =1 — exp{—As(aoly + ails)}, and aixs1{z ¢ B (II,,r}")} at z € R? respectively. Note that
ol aply + a;ls u(aolam aslam) E-STxs no longer transmit inside the coverage area of the
Pout(dy As) = (1 — e elaohmTaizm)), PTxs due to this new detection threshold. However, as a side

aolim + a;l ; . ; ; ¢
ottm T Tzm effect this will make E-0STx less likely to be active since

where I, = E[L;(d,TI{)], Iy = E[Ls(d, )], b, = they need to detect a larger PTx free area to be active. We
|K(X,7a; Y, rsp)| @andlom = [K(X,75; Y, r5,)|. update Theorem 1 and Corollary 3 by replacingwith r%

i wi Bi — L E i
In the sequel, we omit proofs of remaining corollaries gj)/inandrd with " = 4274, to obtain Theorem 4 and Corollary

such bounds since all of them can be proved using tﬁerespectively. Fig.8b shows the updated results from Rig.8
(2))] and l, — Note that due to conservative detection radius there are no

same machinery. Note thdf = E[L,(d,II, o
E[L2(d, Hg"))] can be computed through numerical integratioﬁ'STXS Insideb(X, rq) that can harm PRxs.

as follows: Theorem 4. (Outage Probability of PRx with E-STxs with
@ conservative detection radius) For a PRX at a distanced
/K(X . )P(Z ¢ B(IL,”, rq))dz from its nearest PTx, we have an outage probability
Td; Y, Tsp
pE 1 _
/ exp{- MK (X, d: 2,ra) 2, Pout(d: Ae) = 1= Hd < 4y}
K(X,rq;Y,rsp)
¢ where L3(d,II) = fK(X,rf;Y,rsp)l{Z ¢ B(L,r%)}dz, and

P(z ¢ B, r}))d - _ Ei
/qu.,rd;y,rgp) (z ¢ B(IL,”,rg))dz La(d:TD) = [ye(x ppiy,i ) 1z @ BALr)}dz.

(a0 L (@112 ), Ly (.12} (As)

L
la

i This outage probability can be upper and lower bounded as
—[ el MK A foliows
K(X,rd;Y,rgp)

Fig.3a shows the outage probability of a PRx as a functiérProllary 5. For d < d,, upper and lower bounds on a PRx’s
of d to its nearest PTx whea, = 1, i.e., when there are no conditional outage probability are given by:

E-iSTx. One PTx at the origin is considered. I_n this case, we Pfgﬂu(dv As) = 1 — exp{—As(aols + a;la)} and

have a coverage, = 27559m, and the detection radius;

is set tod, + rsp(d,) after considering guard band of width Pfft’l(d, As) =
rsp(dp). As expected, the outage probability is zerodot d,,

and non-zero otherwise. However if there exist indoor nodemere 15 = E[L3(d,T15?)], I4 = E[Li(d,TI?)], I3y =
(i.e.,a; > 0) with ¢ = —10dB, we have a significant increase| K (X, r%; Y, r,,)| and lum = |[K(X,r5; Y, rl )|

in the outage probability as shown in Fig.3b. Sin¢e< r,, . .

nt Again I3 andl, can be computed numerically, see [38]. The

the attenuated signal from the PTx makes E-iSTxs betwgen o . . .
andr,; mis-detect the PTx and allows them to transmit eve‘ﬁlJtage probability of a PRx with E-STxs having conservative
etection radius? is the same as that in Fig.3a. Due to the in-

inside the coverage area of the PTx. This becomes incrdgsin 4 detecti di PR froe f nterte
severe ify) gets stronger(or smaller). These two figures clear 5;32 ST?(seC lon radius, how FRXs are Iree from integeren

show how poorly selected detection radii of STxs can gi : te the fracti ¢ BE wh tential
harmful interference to PRxs. To prevent this, one has to ?ﬁi\lex we compulte the fraction o ar?a where potentia
xs can successfully receive PTxs’ transmissith()\,,) =

the detection thresholdonservativelyso that all the E-iSTxs EIPPE(D AN N h . K's broad .
atd < d,, detect the PTx. We reconsider the outage probabil@_ [Fout(D, As)]. Note that primary network’s broadcasting

calculation under a more conservative detection radiugcehoC0Ve'age capacity is _d|rectlypEproport|onaI to this guantit
: ; We take the expectation oP. (D, ;) w.rt. the random
in next section. . X o ou .
variable D denoting the distance of a PRxo its nearest
PTx; it can be shown to have a distribution functiBp (z) =

—exp {—A,mz?}. So, we have

aolg + ail4

o MR (1 — e*As(aolsm+ail4m)
aol3m + ail4m ( )

)

1

B. Outage Probability for Primary Receiver with STxs using 4

a Conservative Detection Threshold E[PE(D, A,)] = / pPE
0

. t t
In order to properly protect PRxs in the coverage area o o

waE Ii'l’xs,_\l/ve shall make_ all Ssz_use the_ detection r‘?‘d“df Outage Probability of Outdoor Secondary Receiver
Ty = «rq, Wherery is the desired minimum detection

radius defined in (5). Note that E-0STxs usirfgcan detectall I this section, we consider the outage probability;;* of
PTxs in their detection radiug;, but E-iSTxs using’® only 2 typical E-oSRx denoted here BY,. This is a conditional

i ; ; i E _
d_eteCt RTXS n an_ effective detection I’adlus;&)?krd = Td 6As discussed in Section IlI-A, here PRx doe not necessarily belong to
since E-iSTxs are indoor and see attenuated PTx power. They

(d, \s)dFp(z) + e ™. (7)
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Y=0dB,a =0.5,a=0.5,d =27559.5,r =28918.9,r =519.2,r_=1491.7,\ =1.0e-12,\ =1.0e-06 Y=-10dB,a =0.5,a=0.5,d =27559.5,r' =13423.0,/' =241.0,r =692.4,\ =1.0e-12,\ =1.0e-06
o i ) d ps sp p s ) i P d ps sp p s

T T T T T T ™ 1 T T T T T T

T
P

— QUL PomUB

P p

09H = = = PomLB — 09 = = -PounLB

T
PP UB

081 q 0.8
0.7 A 0.7
0.6 4

0.6

051 Ry 051 4

with E-STxs

out
out

0.4 4 0.4+

PP with E-STxs

pP

03F dy 4 03} d
02f g 02F

0.1 q 0.1r

0 " " " -

" " L L 0 L L L L L L L L
12 1.4 16 18 2 22 24 26 2.8 3 12 14 1.6 18 2 2.2 2.4 2.6 2.8 3

distance d (meter) x 10" distance d (meter) x 10*
(a) If there is no indoor nodes (i.@), = 0), settingry = dp +rsp(dp) is  (b) If there exist 50% of indoor nodes(= 0.5) with ¢» = —10dB, they
enough to protect PRxs from STxs' interference. Note that'$®Butage mis-detect the existence of nearby PTx and start transigitven when
is zero ford < dp. they are inside the coverage i.e., whén< d,. It causes severe increase
of PRx’s outage probability.

Fig. 3: Impact of STxs' interference to outage probabilifyRiRx at distancel to its nearest PTx

outage probability conditioned on the existence of an actiBimilarly, it is straightforward to computBsiF()\,) the outage
E-0STx Z, transmitting to an E-oSR¥/,, as shown in Fig.9. probability of a typical E-iSRx. We omit it due to space
Note thatZ, is not necessarily the nearest E-0STx to tig  limitations.

This can be viewed as a worst case analysis since we fixFig.4 showsP:°F()\,) and PsE()\,) the outage probabili-
IW, — Z,|| to beds. For the E-0STxZ, to be active, there ties of a typical E-oSRx and E-iSRx respectively. They were
should be no PTxs within the E-0STx's detection area; so, wealuated undep) = —10dB. As )\, increases, both E-oSRxs
condition on the ever, ¢ B (II,,,r}) and||W, — Z,|| = d,. and E-iSRxs are getting more interference from neighboring
Note that interference from other E-STxs can cause an outag@®STxs and E-iSTxs, which accordingly increase the outage
at the the E-oSR¥V,. In the following therefore, we captureprobabilities. Note that E-iSRxs get less interferences thu

the impact from PTxs, E-0STxs, and E-iSTxs on the outagedoor shadowing, than E-0SRxs, so they see better (lower)

of a typical E-oSRXIV,,. outage probability.

Theorem 6. (Conditional Outage Probability of E-0SRx): ForRemark 8. We note that E-iSTx’s having smaller outage
given )\, and )\,, the conditional outage probability of a E- probability than that of E-0oSTx is phenomenon that occurs
0SRx whose associated transmitter E-0STx is a distance€ven under other white space detection techniques in $ectio

away is given by V and VI as long asy < 1. This lessens our burden on
o computing outage probabilities since we only care about the
Poui (As) =1 - E{aDQ(rgg,H;3>,rg)miQ(rgg,Hf),rgi)}()‘5)’ worst case outage probability. In fact, the maximum combent

3) = _ density of STxs under an outage constraint, which is contpute
wherellp” = II, N b(Zo, ) Ub(Wo, 1) and @ (1L 1) = i Section VI, is driven by the worst case outage probapilit
fb(Wo,r) 1{z ¢ B(IL, 1)} dz. So, in the sequel, we will focus only on the outage probabilit
Proof is given in Appendix B. We can again provide upper arf@r a typical outdoor nodes.

lower bounds onP:°F which can be computed numerically

out

[38] as follows.

V. PERFORMANCE OFPOSITIONING-ASSISTEDTECHNIQUE
Corollary 7. For given\, and ), the upper and lower bounds

of a E-0SRx’s outage probability whose active associated E
0STx is a distancd, away are given as follows:

In this section, we evaluate the outage probabilities of a
Rx, G-0SRx and G-iSTx. We assume a G-STx can access its
exact location relative to PTxs using a geographic positipn
P2EU(),) =1 —exp {—A.q8} and module and determine whether to transmit or not. A G-
STx can only transmit if it is outside of PTxs' coverage
area. This is equivalent to G-STxs that are able to detect
PTxs within a range-;. We define following two processes

out

PsoE,l(/\S) :quE (1 — exp {_ASQ;)n}) ’

m

where  gg’ = E,[Q(rog, I v )], g = IS and IIS, denoting active G-0STxs and G-iSTxs with
E,[Q(rio, I rB)], ¢ = aoql + aiql?, and ¢°, is densitiesi,\s1{z ¢ B (I1,,74)} anda; A\ 1{z ¢ B (II,,r4)}

defined in Section II-F. at = € R? respectively. The machinery used to find outage
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Y=-10dB, 8,205, 13=62304m, A =1.0e-12 where H§,4) =11, N b(Z,, rq) Ub(W,,1ps) and @ (r,IL, )
; i fb(Wo,r) 1{z ¢ B(II,t)} d=.

Corollary 11. For given A\, and X, the upper and lower

bounds of a G-0SRx’s outage probability are given as foliows

PESU0) =1 — exp (Mg}, and

out

PsoG,l()\S) :Z_OG (1 — exp{—)\sqfn})

1 T

—+&— E-0STx,UB
— 8 — E-0STx,LB
0.9 —e— E-iSTx,UB
— © — E-iSTx,LB

0.8
0.7

0.6
out

05 m

where g = E,[Q(ro2, 15" 74)], 4% = Ep[Q(ri9, 15V r4))]

EER

and ¢& = aog® + aiq¥.

0.4
0.3 .
The value of¢’ and ¢ can be computed numerically, see
[38]. We omit the computation aP5i¢ the outage probability
of a typical G-iSRx.

0.2

PZEt with E-STxs with conservative detection radius

011

10° 10° 10 10° 10? 107" VI. PERFORMANCE OFRECEIVER LOCATION-AWARE
° TECHNIQUE

Fig. 4: The outage probability of a typical E-oSTx and E-iSare . . . -
shown. The gap between outage probability of E-0STx and dhat In this section, we consider the outage probabilities of. a
E-iSTx comes from the attenuated interference from outtide- PRX and L-oSRx. Since L-STxs can detect the exact location
iSTxs. of PRxs, they are allowed to transmit even if they lie within
the coverage area of PTxs as long as neighboring PRxs are
not harmed. We will set the detection radius for L-oSTx to
probabilities is similar to that used earlier for the deesitof L} = d, + r,s, which accordingly determines the effective
these two processes. detection radius of L-iSTx as}’ = 4=r}. Note that this
choice will ensure that L-STx protect its L-SRxs from hidden
PTxs. Note that we have} < r¥, i.e., since we can detect

A. Outage Probability of Primary Receiver q b di p d1ob
Since G-STxs are at least a distangeaway from PRxs, and protect nearby PRxs wect& oes not need fo be as
large as before.

they can not give harmful interference to PRxs. Thus, we have

a simple result for the outage probability of a PRx.

. , .. _A. Outage Probability of Primary Receiver
Fact 9. The outage probability of PRx with G-STxs is given
as PXS(d) = 1 —1{d < d,} whered is the distance to its

nearest PTx, and the fraction A2 where potential PRxs

can succgssfully receive PTxs’ signal is givenRy(\,) = Fact 12. The outage probability of a PRx with L-STxs is given
1 —E[P};(D)] =1 —exp {-Amd;}. as PPl (d) =1 —1{d < d,}. And the fraction ofR? where

potential PRxs can successfully receive STxs’ signal isngiv
. . L
B. Outage Probability of Outdoor Secondary Receiver ~ @S PY'(\,) = 1 — E[P}(D)] = 1 — exp {=)\,7d} }.

In this section, we compute the outage probability’s
of a typical G-o0SRxW,,. This is a conditional outage prob-B. Outage Probability of Secondary Receiver

ability conditioned on the existence of an active G-0STX |n this section, we consider the outage probability of L-
Z, transmitting to the G-oSRXV,. Note thatZ, is not gRrys. As before, we focus on the outage probability of L-
necessarily the nearest G-oSTx to #1&. This is the worst osRy PsoL since it is higher than that of L-iSRxs. Note that

case outage probability since we fi¥V, — Zo|| to ds. For | 5STxs are allowed to transmit inside the coverage area of
the G-0STxZ, to be active, there should be no PTxs withirbTy which makesP:°L for nodes inside the coverage area
the G-0STx's detection area; so, we condition on the evedifferent than that of those which are outside. If an active L
Zo, ¢ B(Ily,rq) and [W, — Zo| = d. Interference from osRy is located within the coverage area of PTxs, then it is
other G-0STxs and G-iSTxs to the G-0SR¥, can cause the jikely to have fewer potential interferers than an L-oSRatth
outage. The following theorem captures the impact of boff outside the coverage area. Indeed PRxs inside the caverag
PTxs, G-0STxs, and G-iSTxs, on the outage of a typical G|l suppress the activity of potential interferers L-ST:By
0SRxW,; a proof is given in the Appendix C. contrast there are no PRxs outside the coverage area, so L-

Theorem 10. (Conditional Outage Probability of G-0SRx) For0SRxs in this region are likely to see more interferers. To
a given), and \,, the conditional outage probability of a G- Make this formal, we first define two subsétsand A/, of R

0SRx at a distance, from its active associated G-0STx ilistinguishing two regions for L-0SRxs in terms of its drsta
given by to its nearest PTx. If d € C, = [rps + ds, 5,), the L-OSRx
is inside the PTx’s coverage, while i € N, = [s,, ),

Py (As) =1- Lo @@roo 1 o) tas@rion® 03 (As)s  then it is outside. We havé, exclude(0,,, +d,) because if

EX-R XN

Since L-STxs do not give any harmful interference to PRxs,
the outage probability of a PRx is given as follows:
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d € (0,7ps + ds), then the L-SRx will see an outage becaus@/e provide the upper and lower boundsRfe’ (d).
it is too close_ to the PTx, ie., this region is not of mteresborollary 15. For given\, and \,, upper and lower bounds
The values, is a conservatively selected boundary for thgn the outage probability of a L-oSRX a distante A, awa
coverage area which is similar t, but smaller thand,. ’ gep Y ° Y

In the sequel, when we compute the outage probability Offrgm Its nearest PTx are given as

L-oSRx at distancé to its nearest PTx, we will suppose that POl (dN) =1 —exp{—Xs¢f} and (8)
if d € NV, its associated L-0STx and its potential secondary ol @ )
interferers see no surrounding PRxs. (= 0) that they can Pout™ (dy As) o (1 —exp{-Asqp}), 9)

interfere with, while ifd € C,, then the L-oSTx and its
potential secondary interferers will see a non-zero uniforwhere ¢f = a,qf° + a;qi°, ¢{° = E[Q(rgg,l'[,(f),rg)] and
density of PRxs X, > 0) they can interfere with. Note thatgi® = E[Q(ri, II}”, rLi))].
introducing two setsV, and(, is a simplification since at the oo io .
vicinity of d,,, there is a region where the density of PRx i4L andg;? can be computed numerically, see [38].
non-uniform. By treating this intermediate region as alési Fact 16. Note that ford € N,, we haveq?® = ¢2°, and
of coverage, we simplify our computation. Also note thaSthiqio = ¢i°, sinceq?® and ¢i° are constants, consequently the
is a conservative approximation since the computed outaggper and lower bounds d@#s°" are not affected by as P:oF
probability under this assumption is higher than actuahget and posth aren't.

probability. Further details on the selectionsgfare explained i .

in [38]. Using a similar argument for L-iSTx we can decidd’SiNg a S|m|Iar_approa_cLh, we can also compute the outage
Ci= [ +d.,s;), and, = [s;, 00), wheres; is the unique Probability of LiSRx £ (d).

v ps srmu .
solution of s; + rgy + 7y, (dy) = dp. Above observation is
summarized as following fact. VII. M AXIMUM CONTENTION DENSITY FORSECONDARY

L iy . NODES GIVEN€-OUTAGE CONSTRAINT
Fact 13. Let P22 (d) be the conditional outage probability

of a L-oSRx at a distancéto its nearest PTx. Then, we have In this section, we will find the maximum contention
PoL () < PsoL (y) for anyz € C, andy € N, . densities of STxs for each white space detection technique

out out under ane-outage constraint where< ¢ < 1 ande = 1 — .
This implies that fewer contending L-0oSTxs are allowegthis density maximizes the number of concurrent active STxs
outside of PTx’s coverage area than inside. Since our facusyjhile keeping the outage probability of SRxs belevor a
on the worst case, we only compute the outage probability gf,en A, anda,. In the process, we will take the minimum of
L-0STxs inN. the outdoor and indoor contention densities, because we nee

Before computing the outage probability, we I&t}, 1o satisfy the outage constraint for both indoor and outdoor
and 1L, denote Cox processes modeling L-0STxs and lpdes.

iSTxs with densitiesi, 1 {T,,(z,11,)} 1 {z ¢ B(II,,r})} and
a;1{T;(z,11,)} 1 {z ¢ B(II,,r5")} at z € R? respectively,
whereT,(z,11,) is an event defined as

T, (2,11,) = L-0STx atz does not detect PRxs i,
0o \% ) = that it could potentially interfere with

A. Density for E-STx
} Given outage probabilities?s°F()\,) and PsE(\,) ob-

out

tained for E-oSRx and E-iSRx respectively, the maximum
contention density for E-SRxs which guarant@&ss (\,) < e
Note that1{7, (z,II,)} is a random variable which is aand P;¥(\,) < ¢ is defined asA\;® = min {5, AP},

out 507 Vst

function of z € R* andTl,. If the distance between and where we have\:® = max {\,|P3F()\,) <€} and A =

out

its nearest PTx belongs W, we havel {7, (z,1I,)} = 1 max {\|P5F(),) <e}. We note that since interference is

out
with probability 1. Also the evenf; (z,1I,) can be defined attenuated indoor, we can shov? < \<¥, and accordingly
in similar way and we hava {T; (z,1I,)} = 1 for = whose we have\:® = \<E. Upper and lower bounds oxf¥ are given
distance to its nearest PTx belongsAf. Then, the outage as follows:
probability of a L-oSRx distancé € A, away from its nearest - 1 @
PTx is given in the following theorem, which is proven in the\ss " = max {)\s|P§3t "(As) < 6} = ——-log (1 - _?5) ,
Appendix D. m e

loge
eE,l — soE,u g
" - v = ’ < = — .
Theorem 14. (Conditional Outage Probability of L-oSRx) For Aso max {)‘Slp"“t (A) < 6} i
given)\, and ), the outage probability of a L-oSRx a distance B .
d € N, away from its nearest PTx is given as follows: Note thatAZ® is a function of),.
soLL 1 _ 5 )
Pour (d:As) = 1= Lo oo 1 vy +as@riz.m? iy (M) g, Density for G-STx
whereIll”) =TI, N b(Zy, %) Ub(W,, 5,), and Q (r, 11, 1) = For the given outage probabilitigd®°S (\,) and P5i%()\,)
fb(W - 1{z¢ B(Il,t)} dz. obtained for G-oSRx and G-iSRx respectively, the max-

imum contention density for G-STxs which guarantees
G G e qi G —
7Specifically, s, is the unique solution o, -+ 19 + rep(dy) = dp, see  Lout (As) < € and P (Xs) < e is given by ALY =
[38] for further detail. min {A$, X¢ } where \5§ = max {\;|Ps2F (X)) < €} and

50 out
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ASE = max { A P57 (As) < €}. Analogously with the previ- Transmission Capacity of Secondary Network with E-
ous case, we can show th&S < A\<¢, and accordingly we STxs: For given )\, and a,, the capacity of a secondary

have \s¢ = X\<$. Upper and lower bounds of<$ are given network with E-STxs is defined as the sum of outdoor and

by indoor transmission capaciti€s™ and C1*':
1 0 E _ ~Eo Ei
NG Emax{/\s|P§3S’l(/\s) < e} =——log <1 - q—?ﬁ) ; Oz Aps ¥, a0) = €3 + Cy ,
qlm ~ 4G = bsao/\ZEPtEOE‘F bsai)\zEPthlgv
eG,l soG,u _ Oge .
/\sgl Zmax{/\S|Pout (As) < 5} = _@- where PE° = exp{—)\pw(rf)Q} and PE =
. _ exp{—\,m(rf")?} are the transmission probabilities of
Note thatAS™ is a function of),. a typical E-0STx and E-iSTx respectively. Recall that for an
E-0STx (E-iSTX) to transmit it should detect the absence of
C. Density for L-STx PTxs in its corresponding detection region. A larger déect

Note that in Section VI, we found the outage proba{adius is good to protect PRxs and its intended SRx but
bility for a L-oSRx as a function of its distancé from regqces exponentially its transmission opportunity. Nott
its closest PTx, so the corresponding contention density IS also a function of\,.

will be also a function ofd. For the outage probabilities . ) )
PsoL(),) and P5L(),) obtained for L-oSRx and L-iSRx Transmission Capacity of Secondary Network with G-

out out . . .
respectively, the maximum contention densi is defined S1*S: For a given), and a,, the capacity of a secondary

as A = min {mingec,on, A% (d) , mingec,on; A ()} network with G-STxs is defined as the sum of outdoor and
Where \cL (d) = max ?)\C’TPZOLS(OC[ N ’) < E}e e::d IAefz(d) Z’ indoor transmission capaciti€s$’° and C§* respectively:

so \*') — S+ out Vs ) = st - )
max {\s|P3ik(d, As) < e}. Fact 13 implies thatk (z) > CS (M1, ap) = CS° + O

AL (y) for z € C, andy € N, and\sk (z) > A< (y) for x €
C; andy € N;. It follows once again thad<l (d) < \<E (a).
By Fact 16, it turns out thaxs™ = A% is not a function ofd.  where PS° = exp {—\,772} and P! = exp {—\,mr2}

= baaoA;¥ PEo€ + byai MO P'e,

Upper and lower bounds of<Z are defined as are the transmission probabilities of G-0STx and G-iSTx
1 o respectively. Note that<“ is a function of},,.
AcLou Emax{/\S|Posﬁ“’l(/\s) < 6} =——1log (1 — q—’:e) ,
Im L Transmission Capacity of Secondary Network with L-
ALl = max {AslPiﬁtL’”(As) < e} _ _logE STxs: For a given\,, \,, anda,, the capacity of a secondary
qa, network with L-STxs is defined as the expected value of the

sum of two transmission capacities:

C% (/\pa/\radjaao) :C%:E[C%O (D)+C£ﬂ (D)}a

Lo — eL pLo = Li —
In this section, we define and compute the capacity é‘“;&g@ (g), e tl;f:"ctsné??org)éa 212(1'e6;201£2)L-c;SR
primary and secondary networks using the outage probﬁbihtsal s by (D)e " pacit X

and contention densities computed in the previous sectioﬁggrgsl‘ginNVthetrr‘] a;hfysarllrc?t ffi[ggoito%St?ﬁbeezo”;éi d
This will enable us to compute the joint network capacitg X. L unctl ' xp

region exhibiting trade-offs between the two networks. alue can be computed as follows:
E [C3° (D)]
A. Broadcast Coverage Capacity of Primary Network _ Z E [OLO (D)|D € A] P(De A
- 2
The capacity of the primary network coexisting with E-STxs A€{CoNo}

is defined as the mean number of bits that can be successfully Lo Lo
received by potential PRxs per second per meter square per bsao e Z E [Ptz (D)ID e A} P(DeA)

Note that\¢" is a function of),.

VIIlI. JOINT NETWORK CAPACITY REGION

Hertz. Itis given a$,, times the fraction of effectively covered stAE{LCoOc’NO} .
area by PTxs in (7) as follows: = bsa,\"€ (PL°P (D € Co) + PP (D € Ny))
CF (Ap, 1) = b P (A, AP, ) . Similarly, we have

Similarly, the capacity of primary network with G-STxs andBlC5"(D)] = bsa;A{"e(PL°P(D € C;) + P P(D € N7)),

H L . .
I(_j-gzasd?{] rt;(asgg(g}\eglt;d using* and P, they are denoted \ypere. PLec pLon - plic gnd pLin are conditional trans-
1 1 .

mission probabilities of L-oSTx whed € C, andd € N,
and that of L-iSTx whend € C; andd € N; respectively.
B. Transmission Capacity of Secondary Network They are computed a®loc = Elexp{—\.mr?,(D)}|D €

The notion of capacity for secondary network, which wé,], and PL¢ = Elexp{—A\.x(r,(D))*}|D € C;] and
adopt from [12], [27], is the transmission capacity measyri P°" = PL™ = 1. These can be numerically computed since
the average number of successfully transmitted bits pearequdistribution of D is known. And, it is straightforward to find
meter per Hertz. P(D €eC,), P(D eN,), P(De(C;) and P(D € \;).
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. . . 4 =0.5,6=0.1
C. Joint Network Capacity Region ,x10 ‘ ‘ ;?\0 ) ‘ ‘ ‘
We define the joint network capacity region when secondar l —o— i? fOBdB
nodes using simple signal energy detection method as tt 6 W=-20dB [
* - P=-30 dB

set of achievable capacities for the primary and secondai
networks, which is given as

AE (¢, a,) = { (z,y) € R?| 3\, > 0, sit.
2 =CF (A, 1h,a0),0 < y < CF (A, ¥, a0) ).

C, (bps/im’/Hz)

The joint network capacity regions for positioning-assisand
receiver location-aware techniques are denoted@$y, a,)
and A" (\.,¢,a,) respectively, that are similarly defined.
Note that we have lower and upper bounds on the contentic
density rather than an exact value, so we get the lower (jnne
and upper (outer) bounds on the capacity and joint networ
capacity region by replacing:® with <& or \E+!. This also % 05 1 s 2 25 3 R
applies to other cases. In Figs.7-9, we only draw the lowe, ) joint network capacity re ion;(u':dr;r trzl)e signal energection method
bounds of joint network capacity regions since upper bounct%erje shown for varri)ousyvaIL?es of indoor shagowing leyelf ¢ = 0dB,
are almost on top of associated lower bounds. In all cas@sen the we have roughly linear tradeoff. As the shadowingllncreases

e = 0.1 was used. (asy decreases), network capacity region increases but afetaire point,

A ) _ id |
Impact of indoor shadowing (signal energy detection” 0 cooe®

technique): Let us consider the impact of indoor shadowing 10 a =0.5£=0.1
on the joint network capacity region of two networks underth 7 ‘ ‘

. . . .. —o— P=-40 dB
signal energy detection method. Fig.5a shows the joint owtw 1.0e-12 A y=-30dB

capacity regions under various values of indoor shadowing 6 $=-20dB []
. . . . . % - Y=-10 dB
We make following interesting observations. If the primary =0 dB

network is sparse, in the regime with relatively lai, as 5%
the shadowing level increases (i.¢.decreases), the capacity
Cs increases, further increases ¥feventually decreas€s, Ni
that is C2(),, %) has its maximum value at somg which 3
is the function ofC;. While if the primary network is dense, fN
there is not much change in capacity. This can be explained
following ways. As the level of indoor shadowing increases 2|
the E-oSRxs receive less interference from E-STxs, whic
decreases the outage probability of E-oSRx and eventual 1t
leads to an higher contention density. It contributes tacap
as again. But simultaneously we also have lass which s : s :
comes from the decreasing transmission probability cabged C, (bpsim’Hz)
over-conservatively increasing detection radius. It@isages (b) Joint network capacity regions under the positioniagisted method
the transmission attempts of E-0STxs and have a negatiyre shown for various values of indoor shadowing levelThe network
. . . . . capacity region increases strictly in for all C; as the shadowing level
impact on capacity. The capacity increases if the increasgeases.
of cont_e.ntion density dominates the decrease of transnmis.si:ig 5: Joint network capacity regions of signal energy ciise
probabl_llty. And, the capacity decrease§ otherwise. @ensi method (left) and positioning-assisted method (right) amearious
increasing shadowing level, then, the point that the 1038-d0jndoor shadowing leveky with fixed a, = 0.5. The numbers
inates the gain comes late as the primary network gets spaiseéve/below markers in graphs denote the density of PUxst
since the more sparse the primary network is, the more e collection of markers with the simil&r, values.
0STxs it can accommodate. So, capacityin sparse network
has its maximum at a certaifivalue. While, in dense network,
both the gain and loss are comparable and are balanceddetection radius,. Thus, there is no loss in transmission
there is not much change in capacity. probability. However, the level of interference from other
Impact of indoor shadowing (positioning-assisted tecmodes is affected by the indoor shadowing levellt turns
nigue): We consider the impact of indoor shadowing on theut that there is onlygain without loss as compared to
joint network capacity region under positioning methode sesignal energy detection case. In fact, as the shadowing leve
Fig.5b. In this case, the joint network capacity regioncliyi increases, G-oSRxs get less interference from G-iSRxsalue t
increases as shadowing level increases. This is explaiseds@ong attenuation, which eventually allows a higher maxim
follows. Recall that the detection performance of the paisit contention density. Thus, we have omggin, which results in
ing assisted method is not affected by indoor shadowing, acstrict increase o€’y with ¢ for all C;. The actualgain of
they can correctly detect the existence of PTxs within thaimdoor shadowingdepends on the level of indoor shadowing,
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4 aO:0.5, )\r=1.0e—04, e=0.1

e.g. whemy) = —10dB, the gain (compared t¢ = 0dB case) ,x10
is approximately66% and wheny = —20dB, the gain is
roughly 200%. If v — —ocodB, then, the G-SRxs are free
from interference from G-iSRxs and the their performance
is constrained by their self interference from G-0STxs to G-
OSRXs.

Impact of indoor shadowing (receiver location-aware
technique): Fig.6a shows the joint network capacity region
of the receiver location-aware method under= 10~%m 2.
Due to the receiver detection function, more L-STxs can be

(bps/m?IHz)

o~

C

active (even inside the coverage). This significantly inees oL [—o—y=a0a8 0
the joint network capacity region. The same argument or $=-30dB il
decreased interference and resulting increased maximam de | iﬁ:ig g: i
sity applies here. One interesting observation is thatether w=0dB

exists a regime where both primary and secondary capacil o ‘ ‘ ‘ ‘ ‘ ‘ {
increases together. This happens when the density of PTxs 0 05 Cl;S(bpS/mzl sz) 25 3 38

very high. In this case L-STxs are more likely to succeed in  _ . . .

: . . . (a) Joint network capacity regions under the receiver lonsware method
their transmissions, since L-STxs close to PTxs requirdlema \yere shown for various values of indoor shadowing leyeind,. = 104
region to be PRXx free. Recall that those PRxs close to PTxgreasing indoor shadowing increases the joint netwoplacity region. For
are receiving strong signals from PTxs, so it is hard for Lf'ﬁeFf’Rw' the Shf“phet ?f joint network capacity region depends on theitje
STxs to harm them. This allows a larger number of L-STxS ' ° (see right figure)
be active close to PTxs than at the edge of the PTxs’ coveray 5 a,=0.5,y=-10.00B,e=0.1
area. Fig.2c depicts this situation. 6 ‘

Note, however, that a further increase N forces Cs
to 0. This happens because onag is large enough the 5
entire R? plane is covered byB(Il,,d,) and C; reaches
its limit 3.5. Further increases in\, increase the region
B(M,,r5") = Uxen,b(X,r}") where no L-STxs are allowed
to transmit. Note thaty’ < d, and STxs can potentially &
interfere with PRxs if they are located insidg(Il,,r5"). 2 3f
This reduces white space available to L-STxs, and accadgding fm
Cs eventually reaches 0. Thgmin of shadowinglepends on 5L
the level of indoor shadowing, e.g. wheh= —10dB gain
(compared ta) = 0dB case) is approximatel§6% and when
1 = —20dB, the gain is roughh200%. As ¢ — —ocodB,

= )\r:1.0e—02
)\r=1.0e—03

A )\r=1.0e—O4

interference from indoor devices to outdoor devices desg®a a0 )
and the secondary capacity is limited by the self interfeeen o Y : s . > : g
of L-oSTxs. The joint network capacity region is also aféett C, (bps/m?/Hz)

by the density of primary receivex,. as shown in Fig.6b . (b) The joint network capacity regions of receiver locataware technique
If \. = 0, then, the activity of L-STxs are hardly affected Were shown for various values of primary receiver density The joint

. network capacity region is maximized whes. = 0 and shrinks as\
except the extreme case whéfh ~ 3.5. As A, increases, increases. pactly Ted "

L-STxs lose their transmission opportunities and accaglin _. . . N

dary capacity decreases\Jf is very high. e.g, more Fig. 6_. Joint network capacity regions uqder receiver Imaawa}re
secon 72y pacity y high, e.g, technique. The numbers above markers in graphs denotegtiséyd
than 107, then, almost no L-STxs are allowed to transmigs pTxs .\, at the collection of markers with the similat; values.
inside PTxs’ coverage area. The joint network capacityargi
of this case is equivalent to that of the positioning-assist

technique. Thus, the capacity trade-off is almost linear.  makes them inefficiently utilize white spdceAs the portion
|mpaCt of the Fraction of Indoor Nodesthe fraction of of indoor nodemi increases (OELO decreases), iISTxs make

indoor nodes:; = 1 —a, has a direct impact on capacity. Lelless interference and 0STxs' outage probability decreases

us consider how the joint network capacity region changes @fich eventually allows a higher maximum contention densit

a function ofa,. Fig.7a-7b show the joint network capacityc, increases and accordingly joint network capacity region

region for two extreme situations, whesig = 1 anda, =0 s extended. At the other extreme with no outdoor nodes

reSpeCtively. The case When% = 0.5 was shown in Flgl (ao — 0), we have the same joint network Capacity region

The indoor shadowing level} is fixed to—10dB. The shapes

of network capacity regions fot, = 1 anda, = 0.5 are  8Note that if an operator knows that there is no L-iSTxs at tien

similar to each other but the network capacity region fdpey don't need to use conservative detection radii. Gase= 1 should
- is | h hat f — 1. In Fia.7 h be understood as the case where we have extremely small nwhite
a, = 0 Is larger than that fon, = 1. In Fig.7a, we have iSTxs while most are E-0STxs. Their detection radii are setservatively

E-0STxs using a very conservative detection radius, whiebnsidering the E-iSTxs.
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(b) Joint network capacity region when all cognitive desiege indoor devices
(ao = 0). The joint network capacity regions are larger than= 0.5 case
in Fig.1.

Fig. 7: Joint network capacity region under various with ¢ =
—10dB. Casea, = 0.5 is shown in Fig.1.

for signal energy detection technique and positioningstess

technique since there no longer are E-0STxs which use whi

spectrum inefficiently. Note that the overall network cdpac

region is again significantly increased as compared to t

case wheren, = 1. Whena, = 0.5, as shown in Fig.1,
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IX. CONCLUSION

In this paper, we havgquantifiedthe gain of three different
white space detection techniques with varying degrees of
RF-environment awareness under an indoor shadowing envi-
ronment. Using a simple stochastic geometric model where
primary and secondary nodes were modeled as Poisson point
processes, we derived the joint network capacity regiowof t
networks. It turned out that when ad hoc cognitive networks
used the signal energy detection method, indoor shadowing
was a source of uncertainty that could either increase or de-
crease the capacity of networks. However, if secondarycesvi
had a little bit of knowledge of the environment (shadowjng)
then, the shadowing became the source of “hidden" capacity,
i.e., they were able to achieve a significantly higher capaci
a shadowing environment. We noted that the receiver lotatio
aware white space detection technique was by far the most
promising way of detecting and filling spatial white space,
while positioning-assisted technique, which still resul a
large improvement over signal energy detection scheme, was
inferior than receiver location-aware technique. Our ltesu
showed that enabling cognitive devices to be aware of the
locations of the PRxs will lead to significant performance
gains depending on the density of PRx’s. We further note
that this framework can be extended to evaluate advanced
cognitive radio techniques requiring even more knowledge
such as primary users’ messages as shown in [39], [40].
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networks,” Sixth Workshop on Spatial Stochastic Models for Wirelessvents {Y ¢ B (II,,,rs,)} =
(v ¢ B(II

of Iy and Ky respectively. For simplicity we definél,
as II, conditioned onB. In L the expectatiorE is w.r.t.

to a new conditioned random proceHéQ), SO we remove
conditioning. Ifd > d,,, the PRx is out of PTx coverage area,

APPENDIXA
PROOF OFTHEOREM 1

Proof: We define following for notational simplicity:
Ki=K(X,rqg;Y,r5p(d)),
Ko=K (X, TZ;KTép(d)) ,
A = {Y notinterfered by active E-ST}s
={Y ¢ B(IL,,,7sp),Y ¢ B(Il,;,r,)} , and
B={|X-Y| =d}.

Suppose that a PRX is located a distancé < d,, from its
nearest PTXX as shown in Fig.8a. Conditioning on this event
means that there are no PTxs withiflY, d); this is exhibited
as a shaded disc in Fig. 8a. The PRxcan be interfered by
potential E-0STxs inC; and E-iSTxs ink,. Note, however,
that not all E-STxs infC; andX, are active since to be active
they require a PTx free area around them. For example, in
Fig.8a, an E-0STx requires the region (z,r,) be PTx free.
Similarly, an E-iSTxz requires the regiom (z,r%) be PTx
free. So, the conditional outage probability given the ¢vers
given by P? .(d) = P (Y fails to receive| B) = 1— P (A|B),
where P (A|B) is computed as follows:

P(A|B) = E[P(A|BI1,)| B]

L IE[P (Y ¢ B(IL,,,7sp) | BIL,) x
P(Y ¢B (H/sivrip) |BI,) | B]
= ]E{exp{ —/}C

Aol {z & B(Hf),rd)}dz}x
exp{ —/’C Asil{z ¢ B(Hg),ré)}dz}w}

LE | exp{=As(aoLn (d T?) + a;La(d, TIP)) }

=, we conditioned onll,, since eventA depends

(note that II,, and II,, are processes de-

we used the fact that the
{Hlso N b(Ya rsp) = (Z)} and
i)} = {I; Nb(Y,r,) =0} are condition-

st

ally independent giveml,. In other words, for given primary
transmitters’ locations, the locations of active indooides
and outdoor nodes are independent.<n the two outage
probabilities are given as the void probabilities of random
areas which should not be covered by PTx prodég% out

(2)

heterogeneous environment and context awarendeshnical Report so Pfut (d) =0. [}
2010

Available at http://users.ece.utexas.edu/~ykim2/KiFRGdf.

A. JoviCic and P. Viswanath, “Cognitive radio: An information- thetic APPENDIXB

perspective,”IEEE Trans. Infomation Theoryol. 55, no. 9, pp. 3945—

3958, Sep 2009. PROOF OFTHEOREM6
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absence of PTxs in its detection rangde(Z,,r) as
shown

in Fig.9. ConsiderZ,’s intended receiver E-
is a distanced, from Z,. Then,
the conditional outage probabilityP:°F is given as
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Then, P*°E can be written as

out
Ps°E £ 1 — P (W, receivesF)
—1- P(D|EF) P (E|F)

where in<, we omitted conditioning o ||Z, — W,|| = d}
for notational simplicity. P (E|F) and P (D|EF) can be
computed as follows:

P(E|F) = P(W, ¢ B(Il, )| Z; ¢ B(Hp,f‘g))
= exp{—)\p|K(Zo,rg,WO,TPS)|} =1. (20)

Note that for a given parameter set or a scenario of interest,
we have||K (Z,, 5, W,,rps)| = 0 since detection radius;

is much larger than the interference radiys, which results

(a) By conditioning PRXY" at distanced to its nearest PT¥X, we have no  ; 1 E

PTx in shaded regioh (Y, d). A PRxY can be interfered by potential E- in P (E|F) =1 in (10). Recall thatry > 7y, + ds ggarantees .
0STxs in hatched regiokl; = b (Y, rs,) \b (X, rq) or ESTxs in hatched the absence of hidden PTxs and therefore there is no negative

region Ko = b (Y, r%,) \b (X, r}). The activity of potentially harmful E-  impact from such PTxs. Thus we have that
iSTxs and E-0STxs are affected by surrounding PTxs, e.@SEx z is

active only when there is no PTxs in(z, r4). P (D|EF)
2B [P(W, ¢ B(IE,, 15%), W, ¢ B(IIE, ri%)| EFIL,)| EF]
L E[P(W, ¢ BT, r20)|EF,11,)x
P(W, ¢ B(ILG, r)| EF,IL,) | EF]

= E[GXP{ a /b(wo,r;’g) Aol {Z ¢B (H?)’ Tg) } dz}x

exp{ —/( )/\sil {Z¢B(H§)3)7rgi)}dz}|EF}
b(Wo,rie
£ E | exp{-A(a,Qri, I, rif) + 0, Q(rig, 1Y )}

In the above equality=, we used conditional expectatid

given the eventEF. In i, we used the fact that the two
events are conditionally independent givilp and in =, the
probability thatWW, is not covered by the Boolean process
(b) By conditioning PRXY" at distancel to its nearest PTX, we have no PTx B (HE roo) is given as the void probability of the random

S0’ " SSs

in shaded regior (Y, d). A PRxY can be interfered by potential E-0STxs, 00 ity i
in hatched regioniCs = b (Y, rsp) \b (X, 7F) or E-iSTxs in hatched region .SUbset ob(W,, r57). The second probability is also computed

K2 =b(Y,ri,) \b(X,rF?). The activity of potential E-iSTxs and E-0sTxsiN the same fashion. Furthermore we used the fact Ihat
are affected by surrounding PTxs, e.g., E-0STis active only when there is conditioned onEF is the same aﬂéa_ In g, E is taken

H E
no PTxs inb (7). w.r.t. the new random proceﬂf). This completes the proof.
Fig. 8: PTx X and PRxY were shown with E-STxs using signal u
energy detection method. Left figure corresponds to the eage
detection radius considering only outdoor devices in $actV-A
and right figure corresponds to the case with conservatitecten
radius in Section IV-B.

APPENDIXC
P (W, fails to receivéZ, transmits|| Z, — W, | = ds). PROOF OFTHEOREM 10
For notational simplicity we define following three events
valid only in this proof:
D = {W, notinterfered by active STxs
E oo E o Proof: Suppose that a G-0STxZ, detects the
={W. ¢ B (I, 7)) , Wo ¢ B (I, 72) } absence of PTxs in its detection radius(Z,,r;) as
E = {W, notinterfered by PTk shown in Fig.10. ConsiderZ,’s intended receiver G-
={W, ¢ B(Il,,7ps)},and oSRx W, which is at distanced, from Z,. Then,

the conditional outage probabilityPs°S is given by
B P (W, fails to receivéZ, transmits||Z, — W, || = ds). For
= {Zo ¢ B(Hp,rd)}. notational simplicity we define the following three events

F = {Z, notdetects PTx inb (Z,,r}) }
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valid only in this proof:

D = {W, is not interfered by any G-STx
= {Wo ¢ B (IS, r%5) . Wo & B (15, r3) }

E = {W, is not interfered by any PTx
={W, ¢ B(Il,,rps)}, and

F = {Z, doesnot detect any PTx irb (Z,,r4)}
={Z, ¢ B(Ily,ra)}.

The probability of outageP:°% can be written asPso¢ £
1 — P (W, receive§F)) = 1 — P(D|EF) P (E|F), where
the equality = follows by omitting conditioning on
{l|Zo — W,|| = ds} for notational simplicity. P (E|F) and

P (D|EF) are computed as follows:

P(E|F)=P (W, ¢ B(ly,1ps)|Zo ¢ B(Ilp,7a))
=exp{—Ap |K (Zo,7a, Wo,ps)|} = 1.

P (D|EF)
= E[P(W, ¢ B(II,,r%9), W, ¢ B(II5;, r3)|[EFIL,) | EF]

07" ss sy ! ss

b G .00
Fig. 9: Conditoned that there are no PTxs in— E[P (Wo ¢ B (Hsoﬂ”ss) |EFHp) x

b(Zo,ri) (D b(Wo,rps)), an E-0SRx W, can be interfered P (W, ¢B(HG- i) |EFTL,) |EF]
by potential E-0STxs inb(W,,r2) or potential E-iSTxs in serss b

b (W,,r1%). Their activities are determined by surrounding PTxs in< ]E[exp{ _ / Al {z ¢ B (ng)’rd) } dz}x
b(Wo,rg2)

b(z,rf) for E-0STxs and (z,7f") for E-iSTxs.
exp{ - / Asil {z ¢ B (Hé4)’rd)}dz}|EF}
b(Wo,ri3)

= E[exp{—)\s (GOQ(TSS’ H;()4)’ rd) + GiQ(TéZ, H;()4)7 Td))}]

In the above equality=, E is a conditional expectation
conditioned onE and F'. In 3, two events are conditionally
independent giveil, and in=, II,, conditioned onE F is the
same aﬂ§,4). ]

APPENDIXD
PROOF OFTHEOREM 14

Proof: We condition on that an L-oSR¥/, is located
a distanced(> s,) away from its nearest PTx as shown
in Fig.11. This ensures that there is no PTx in a shaded
disc b (W,, s,). Note that our scenario (or parameter selec-
tion) guarantees (W, s,) O b(Z,,r%). An associated L-
0STx Z, is located a distancel, from the L-oSRxW,.
Then, the conditional outage probabilith):°F (d) is given
by P(W, fails to receiv¢Z, transmits||Z, — W, | = ds,d >
s0). For notational simplicity we define the following events
valid only in this proof:

D = {W, is notinterfered by any L-STk

%
905

&
2% 0'0‘0":‘
Pestibicocetes |

Fig. 10: Conditioned that there are no PTxs in _ L o0 L o
b(Zo,ra) (D b(Wo,rps)), a G-0SRxW, can be interfered by - {W" ¢ B (HSO’ TSS) Wo ¢ B (HSZ" TSS)} ’
potential G-0STx inb (W, rg?) or G-iSTxs inb (Wo,r:2). The E = {W, is not interfered by any PTx

activity of potential G-0STxs(G-iSTxs) are affected byrsunding = {W, ¢ B(IL,, 1))}

PTxs, e.g., a G-0STx(G-iSTx) atcan be preempted by PTxs inside ¢ prips/to

b(z,74). F = {Z, doesnot detect any PTx irb (Z,,ry) }

={Z, ¢ B(Il,,r})},and
G={d>s,} ={W, ¢ B(Il,,s0)}.
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Fig. 11: Conditioned that there are no PTxs
b(Wo, so) (Db (Zo,r})), a L-0SRx W, can be interfered by
potential L-oSTx inb(W,,r27) or L-iSTxs in b(Wo,ri‘;). Their
activities are determined by surrounding PTxs, e.g., PTxs
b(z,ry) for a L-oSTx atz and PTxs inb (z,r;") for a L-iSTx at
z. However, no PRxs outside of coverage afl+ r < s, in our
scenario guarantee that all harmful L-STxs are active.

Then, the outage probability is given by
Pl (d) =1 — P (W, receivesFG)
=1— P(DE|FG)
=1-P(D|EFG) P (E|FG),
where P(E|FG) and P(D|EFG) can be computed as
P(E|FG)
= exp{—Ap7|b(Wo, 1ps)\{b(Zo, 7’5) Ub(Wo, s0)H} =1,

P(D|EFG)

=E[P(W, ¢ B(Hgovrgg)v ,A;/
W, ¢ B(IL, vi%) | EFGIL) [EFG] ST 4
S EB[P(W, ¢ B(IIL,, r2%)| EFGIL,) o i
% P(W, ¢ B(IL, 19)|EFGIL,)| EFG]

19

new random procesﬁf’). This completes the proof. ]
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In £, we use the fact that two events are conditionally
independent. InZ, we havek, = b(W,,r2?) and introduce
I1, conditioned onEF'G which is denoted aﬁ[,(f). In <, we
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W, is in the outside of PTx’s converge. I%, E is w.rt. a

f communication networks.



