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In this dissertation we study four areas where members’ @@dpe behavior in
discovering and sharing network resources can be bendti@ahieving various objectives
in group communication. We propose a framework for disdogethe topology of a shared
multicast tree based on a novel fan-out decrement mechaaistogous to time-to-live
(TTL) decrementing in IP. The proposed algorithm for togglaliscovery is based on the
matrix of path/fan-out distances among session memberexXibit sufficient conditions
for topology discovery based on a reduced distance matrikpeopose a practical protocol
to acquire this information. Additionally, we show how ttearse approach permits nodes to
discover the multicast distribution tree associated widmbers within their fan-out/TTL
scoped neighborhoods. This permits one to reduce the catignal costs while making

the communication costs proportional to the size of neighbads.
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We then present a novel distributed and scalable frameveoskipport on-demand
filtering and tracing services to defeat distributed Depniabervice attacks. Our filtering
mechanism is designed to quickly identify a sebofundaryfilter locations so that attack
packets might be dropped as close as possible to their @)giVe argue that precisely
identifying the origins of an attack is infeasible when thex only a partial deployment of
tracing nodes - as is likely to be the case in practice. Thupregent a tracing mechanism
which can identify sets of candidate nodes containing latbaigins. Both mechanisms use
multicasting services to achieve scalable, responsiveangt operation.

Next we propose a topology-sensitive subgroup commupicdli SC) mechanism
to support efficient subgroup communications in largeeseallticast applications. Our
TSC mechanism exploits spatial locality among members canizations within a given
subgroup, and enables members to autonomously build a TT8@rfting structure consist-
ing of multiple unicast and scoped multicast connectiorisés €an completely eliminate the
need to create additional multicast sessions while minimgithe exposure of receivers to
unnecessary packets. Simulations of this approach sutiggstSC mechanisms perform
well for diverse densities and distributions for a subgreupdes.

Finally we propose a method to quickly distribute large figesoss distributed
nodes. Our Adaptive FastReplica (AFR) mechanism explaith diversity among the ori-
gin and receivers and adaptively balances loads acroskpysths. Since our approach
uses a fixed overlay structure but then adapts the loadssapatiss, the control overhead
associated with constructing and maintaining overlaycstine, typical of application-level
multicasting solution, is reduced. Based on our experimarith a prototype implemen-
tation over the Internet, we demonstrate its efficiency atimmizing the overall replication

time.
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Chapter 1

Introduction

There is an old adage saying
Two heads are better than ane

This proverb suggests that if a group of people get togetheérshare their intellectual as-
sets, an abundance of knowledge will be amassed and thesdimimany problems found.
In this dissertation, we draw on this concept in the contéxtomnputer networking. Our
goal is to exhibit cases whegeoup communicationsan be useful to achieve various objec-
tives. Furthermore, we want to gain insights on exactly Witiemponents or characteristics
of group communications are being exploited in accompighhose objectives.

While traditional network and transport protocols suppoty point-to-pointcom-
munication (unicasting) service, there has been a growgegl for efficientultipointcom-
munication (multicasting) to support a plethora of mubliiHy applications, including audio
and video conferencing tools, shared electronic white dmadistributed interactive sim-
ulation and multi-player games. Due to the significant an®warfi bandwidth that such

applications may require, it would not be efficient to depelbem over traditional point-



to-point communication. The terms “multicasting” and “gpocommunication” are often
used interchangeably among network researchers. Howgueup communication” needs
to be distinguished from “multicasting.” In a group commuation, there are multiple enti-
ties sharing common goals, and members in a group may coroatarwith each other via
multicasting or unicasting. That is, multicasting or usimag simply specify communica-
tion methods on how data or content are exchanged among memtzegroup.

In the last decade, there has been, and there still is, adangent of research effort
on support for efficient multipoint communication. The waricludes a network-level
solution, i.e., IP multicast [1] as well as applicationdéwnulticasting [2, 3, 4]. In these
problem settings, the existence of multiple entities (niiksty hosts or nodes in networks)
are assumed, and the main objective is to devise efficient dieltvery mechanisms for
communication among members in a group. The work in thisediagon is basically in
alignment with this research effdstit our focus is on highlighting (1) a variety of contexts
where member nodes cooperate, and (2) the advantageousfetat be exploited by group
communications.

An example of how group communication is effectively usecdbieve a special
goal is that of a Distributed Denial of Service (DDoS) attaskich will be dealt with in
Chapter 3. From the perspective of victims, a DDoS attacknis of the most difficult
security problems to address and one of the greatest thretdday’s Internet. However,
ironically, DDoS attack is one of the greatest products Witian effectively attack the tar-
get victim from the perspective of the attacker. In DDoSdkisa the attacker plants attack
tools on a number of computers by exploiting security vudbdities — turning them into
“zombies.” To generate a flood of network traffic to the vicémite, the attacker issues

commands to “handler” computers, and each in turn, sendsnemms to zombie comput-



ers. Finally, a group of zombie computers forces a flood orvitiém site as shown in
Figure 1.1. As can be seen, the critical innovation in DDd&c&s is exploiting the fact
that there are multiple distributed zombie computers. Bbewigh the small number of
attack packets from each zombie may be negligible, whenighisultiplied by the large
number of zombie computers, their impact can be significadtrerd to mitigate. Eventu-
ally, in this scenario, the attackers’ goal of shutting daemget systems can be effectively
accomplished with the coordination of members that unmgti join the group of zombies.
As will be seen in the sequel, we propose a mechanism to def2a$ attacks based on the
same spirit in which they are realized, i.e., a group of itisted components in networks

will perform filtering and tracing of attack packets in a ceogtive manner.
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Figure 1.1: Architecture of DDoS attack.

In group communications, there are many challenges aneégsthat need to be
resolved, such as scalability and heterogeneity. The dif§ficn handling these problems
comes from the fact that group communication deals withratgon amongnultiple enti-
ties, often resulting in more complex situations, versaditional point-to-point type com-

munication. In this dissertation, we are interested in hoehgdiversity can be turned into



an advantage to build various applications/tools drawimgrup communication. The key
point here is that in group communication environmentsietimeay be ample opportunities
to exploit diversity, share resources, and collaboratergnubstributed entities. For this
purpose, we studied four different problems and associsdédions where multicasting
methods range from IP multicast to application-level nca.

In Chapter 2, we study the topology and resource discovesil@m for IP mul-
ticast. Knowing other members’ locations and capabiliteea critical starting point for
members to cooperate and perform a common task in group caioation environments.
Thus, discovering multicast tree topologies is an impdr@mponent in various areas,
such as multicast network management, reliable multicanaulticast congestion control
protocols. In this chapter, we propose a new approach tedhege discovery based on
path and fan-out distance information between end nodedrigea The fan-out distance
information is obtained via a novel fan-out decrement meigm, which is analogous to
the time-to-live (TTL) decrement mechanism in IP.

In Chapter 3, as mentioned the above, we study how to efédgtitiwart DDoS at-
tacks. Unfortunately, the stateless nature of IP protavalke it difficult to identify the true
source of packets if the sources wish to conceal it. Thus,nmegse a tracing mechanism
which can identify sets of candidate nodes containing lattéigin(s). Furthermore, we pro-
pose an on-demand filtering mechanism which enables a hosfjg@st unwanted packets
to be dropped early on, before they reach the victim. Sineg #tie based on IP multicast
service, both mechanisms could achieve scalable, resfeomsd robust operation.

In Chapter 4 we deal with thgreference heterogeneiproblem in large-scale mul-
ticast sessions. Abundant content, data type and diversiarg’ interests naturally lead to

preference heterogeneity within large multicast sessimtgiiring communication among



subgroups of members sharing common interests/requitsmdimus, we propose a new
approach to support efficient subgroup communication. Hyeidtea is to use a combina-
tion of unicast and scoped multicast so as to exploit thealpatality of members within a
subgroup. That is, scoped multicast is used if members dtelwstered, otherwise unicast
is used. Here, finding nearby neighborhoods’ preferencdsaoperating to forward data
are key elements of our solution.

In Chapter 5, we consider a content delivery problem acresgmphically dis-
tributed nodes. Our focus is on distributing large files,hsas software packages, stored
streaming media files or data associated with distributedisitions, and the objective is to
minimize the overall replication time. Our basic idea is &atjtion a large file into multiple
chunks, which each get transmitted to an associated recéivaurn, each receiver relays
its chunk to the other receivers. By contrast with more c@xglpplication-level multi-
casting strategies, our approach does not require optiomtiziction of paths or probing.
Instead, it uses a fixed but large collection of unicast patheng the receivers. This per-
mits the traffic to be spread across the network so as to ¢xaith diversity. This approach
is extended to support adaptive balancing of the loads spaths by creating non-uniform
partitions of the file.

We conclude the dissertation in Chapter 6, where we sumetirizkey findings of
our work and highlight the benefits we have exhibited foratmirative resource discovery

and sharing in applications based on distributed group comications.



Chapter 2

IP multicast topology discovery

2.1 Introduction

Due to its bandwidth efficiency, IP Multicast is the preferdata delivery method for large
one-to-many communication scenarios. Another advantagecated with IP multicast
service, is as an abstraction for group communication, ithaisers can join and leave a
multicast session without requiring explicit knowledgetleé membership or of the struc-
ture of the distribution tree. However, despite this clebsti@ction, if the use of IP mul-
ticast sessions becomes widespread, we observe that tetipbtiownside from hiding
topological information on multicast distribution treesyrbe heightened.

Depending on the scope of interest, IP multicast resourdet@ology discovery
problems can be classified into two categorigkibal, where one is interested in discov-
ering all the members in a multicast session wl, where one is interested in finding
relationships among a subset of members in a session ané$iseciated topology.

From the perspective of IP multicast service user (e.qg. iedigtributor, advertiser)

the number of subscribers in a session, their location, lagid density in a specific region



may be useful information. From the perspective of a netveerivice provider, the extent
to which network resources are being used (e.g. number kd lmd routers) by a given
multicast session may be important to assess usage cogsisthiitases knowledge of the
global multicast topology would significantly facilitate resoarmanagemerit.

In a large scale multicast session, it is not uncommon forlbyemembers to co-
operate and perform a common task, such as distributed datigpuand data sharing. In
this case, thdocal topology and membership information for a neighborhood gfvan
node would be useful. A typical use of local resource andltapodiscovery is in build-
ing schemes for loss recovery and congestion control in dmeegt of multicast sessions
supporting heterogeneous receivers. While a variety ofagmhes have been proposed to
tackle this problem, e.g., [5], [6], [7], [8], [9], a commohread is to recognize that per-
formance can be enhanced by either implicitly or explicéiploiting the structure of the
multicast distribution tree. OTERS [6], Tracer [5] and GRAR][are examples of research
efforts making use of explicit topology information via MARE [11] and an inference
technique [12] for local loss recovery. Further motivatfonexposing the multicast distri-
bution tree is given in [12], [10] and [13].

Despite its potential usefulness, there has been surgiydittle research, e.g., [14],
[12], concerning global multicast topology discovery amdreless, to our knowledge, con-
cerning local multicast topology discovery. A large amouhtwork has however been
devoted to Internet topology discovery, see e.g., [15]],[157], [18]. By contrast with
multicast topology discovery, Internet topology inforioat can be collected during long
time scales (e.g., several days or even several weeks)jby, passive probing [19], since

the physical topology remains stable over reasonably liomgperiods. In the case of multi-

IThroughout this chapter a multicast topology refers to thticast distribution tree constructed by multi-
cast routing protocols.



cast service the character of the distribution tree is ofigterest when the session is active
and may change dynamically throughout that period. Thusicast topology discovery al-
gorithms should be able to operate online and serve as gahgptiotocol building blocks
which dynamically track membership changes. As will beused below, these and other
requirements make proposed approaches based on end-toeasdrements, [14], [12] fall
short as practical solutions.

The following are some desirable characteristics that dicagk topology discovery

mechanism should have.

Accuracy: Topology information should be “reliable” since poterliatritical decisions

will be based onit.

Adaptability: A mechanism should adapt to changes in group membershigtoibdtion

path topology.

Low overheads: Computational requirements at end hosts or servers and ooioation

overheads should be low.

Distributed: From the perspective of robustness, it is preferable thetogery be per-

formed in a distributed manner rather than relying on cépwants.

With these in mind, in this chapter we propose a new approachulticast topology dis-
covery. It is based on introducing a novel fan-out decremmeathanism to IP multicast
service, which is analogous to the time-to-live (TTL), oplapunt, decrement mechanism
currently supported in IP. As discussed in the sequel, thpgaed scheme achieves all of
the desirable characteristics posed abovednly for the case where multicast service is

based orshared treee.g., Core Based Trees(CBT) [20], [21], versus sourcertyagng.



Additionally, we propose both concepts and practical issadocal resource and topology
discovery which enable further ‘scalability’ for large &Eaulticast applications.

The chapter is organized as follows. Section 2.2 introddlcegproposed fan-out
decrement mechanism, briefly indicating some of its usesesource and topology dis-
covery. In Section 2.3 we propose and analyze an algorithmglédal multicast tree dis-
covery. Section 2.4 includes comments on implementatichigiormation exchange, and
is followed by Section 2.5 wherein we discuss a frameworlptatial (i.e., local) topology
discovery of multicast trees. In Section 2.6, addition& othe work is proposed and Sec-
tion 2.7 discusses the advantages and shortcomings obpsewiork and contrasts these

with our work. Section 2.8 concludes the chapter.

2.2 Fan-out decrement mechanism
We propose a fan-out decrement mechanism for IP Multicastcgs which supports the
following three elements/behaviors:

1. Afan-out field in a multicast packet;

2. When a multicast packet traverses a router, correspgridia fan-out point where

the packet is replicated and forked out, the router decrésika fan-out field by one.

3. Multicast routers at fan-out points discard incomingkeas whose fan-out fields

have reached 0.

Note that these components are entirely analogous to thioee current TTL
decrement mechanism. The main difference is the locatiomrevdecrementing occurs:
every router along the path of a packet for the TTL field whitdyaouters corresponding

to fan-out points in multicast distribution tree for fantdield.

9



Figure 2.1: Fan-out decrement mechanism illustration.

Table 2.1: Parallels between IP and IP Multicast.

\ IP | IP Multicast |
ICMP IGMP
Traceroute MTRACE

TTL decrement| Fan-out decrement

Consider the example shown in Figure 2.1. Suppose meaimeiticasts a packet
with its fan-out field set to 1. When the packet reaches fanode f, the fan-out field
becomes 0 but the packet is duplicated and forwarded andesitih membeb. Another
duplicate packet will be forwarded in the other direction iswdiscarded at fan-out node
Note that routers that are not fan-out points in the distigoutree, e.g.g, do not decrement
the fan-out field or discard packets whose fan-out field is O.

Clearly this mechanism serves as an intuitive and natunahteopart to the TTL
decrement mechanism in IP. Table 2.1 summarizes parakgelen IP and IP Multicast
components. Also note that this new feature is simple toémgint and will not incur large
overheads at routers. We envisage implementing fan-ouenmnting in two ways: 1)
changing native IP packet header and router functionalit®) perhaps more realistically

providing this as a service supported by IGMP [22] — see Be@i4 for details.
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The original purpose for the TTL decrement mechanism wastmd the life of
packets in the network to circumvent the adverse effecter@fdrding loops during routing
transients. However, due to its simplicity and usefulnéss, TTL decrement mechanism
also can be used for scoping IP multicast packets as wellh&s applications associated
with resource and path discovery, e.g., expanding ringcheéiraceroute [23]. We believe
that, in the context of multicast service, the proposeddandecrement mechanism can
play a similar role.

First, TTL scoping is to constrain how far a multicast paaka traverse within a
multicast session by carefully choosing the TTL value. Te lsew the multicast scoping
can be enhanced with the addition of the fan-out decremeohamésm, consider the case
in Figure 2.2 (a) where membamishes to send packets only to a set of ndtle, {b,c,d}.
Unlessa sends repeated unicast transmissionA, ta can perform TTL scoping by setting
TTL value to its maximum distance froato A, i.e., 5. However, the packets will eventually
reach the other memberg, f,g,h,i, j}. In addition to TTL scoping, setting fan-out value
to its maximum fan-out distance froeto A, i.e., 2, turns out to be more efficient scoping
since the packets will arrive only At

Second, suppose a member in a multicast session wishectvelighe existence
of another one with a given attribute but close by. Curreiitijnay do so using expanding
ring search: i.e., multicasting a sequence of query packittsincreasing TTL until an
appropriate reply is received. Note that we can save timeesulirces by using the fan-out
field to perform an expanding ring search. The possible as&réan efficiency for such a
search, can be seen by considering the following of two mesntat are only one fan-
out away but a large hop count distant from each other, shovgure 2.2 (b). Membeat

performs an expanding ring search based on the fan-outtheltiis, sending a query packet
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Figure 2.2: Fan-out decrement mechanism usage illustsatio

with fan-out field set to 1. In this scenario, which might netibfrequent for sparse large-
scale multicast sessions, membaean quickly identify a close membdrpy the first query.
Note that this type of resource discovery is applicabledihsource and shared tree routing
protocols. Also note that we are not arguing for the supiyiaf the fan-out decrement
mechanism over the TTL one but proposing potential benefismboth mechanisms are
being used together in IP multicast context.

Finally, as another useful application, we propose theodisy of shared multicast
trees based on the proposed fan-out decrement mechanismalg@tthm requires that

each node acquire distance matrixfor the current session members, which is the path
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and fan-out distances of pairs of members. In order to doastkgis will need to carry two
additional pieces of information, Initial TL and InitiaLfan-out, corresponding to the initial
values of the TTL and fan-out fields. Clearly with this infation in hand, a receiver can
immediately compute its path distance and fan-out distairee number of fan-out nodes
traversed, from the source. In the next section we shallldp\eetree discovery algorithm
based on full and reduced distance matrices. In Section @ willvdiscuss practical issues

in efficiently acquiring and distributing the required diste information.

2.3 Tree discovery algorithm

We will consider several variations of the following basimiglem: given thedistance
matrix associated with the members (i.e., end hosts) of a multiEssstion using a shared

distribution tree, determine its physical topology.

2.3.1 Model and Notation

We will use the physical multicast tree illustrated in Fig@:.3 as a reference in discussing
our modeP The end nodes, shown as solid black circles, correspond tobees of the
multicast session, while internal nodes, correspondingetwork routers, are shown as
white circles® In the sequel we will refer to internal nodes where multiptgies of a
multicast packet are createdfas-out nodes.

We define two types of distances between nodes on a tree. pdthedistance

dp(m,n) between two nodesn andn, corresponds to the number of links along the path

2Throughout this chapter, a multicast tree or a tree meansaseghmulticast tree, unless explicitly
mentioned.

3In a multi-access LAN environment, an end node can be coresidas a representative of all multicast
members on the LAN, e.g., the one with the lowest IP addresmgmembers on the LAN.
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between them. Thian-out distance g m,n) between two nodesn andn, corresponds to
the number of fan-out nodes on the path between them. Ndatethi@e case whermorn

are themselves fan-out nodes in the tree, the fan-out distdoes not includen or n. For
exampleds (f1, f2) = 1 in Figure 2.3. We denote such path and fan-out distancegsde t
d(m,n) = (dp(m,n),ds(m,n)), e.g., for our example we hawke,,es) = (8,4). Table 2.2
exhibits thefull distance matrixwhich contains the distances among all pairs of members

in the multicast session shown in Figure 2.3. Note that #betis symmetric.

ed
end node/session member nl @3
e’ f
o
‘ f3 el

fan-out node/
router

e8

eb

Figure 2.3: Example of a physical shared multicast tree.

Table 2.2: Full distance matrix for tree in Figure 2.3.

r €1 € €3 € € € €7 €8
(74)] 84| (74| (74 ] 563 63| (42 (31
31)| 43)| 43)| 64| (74 | (B53)]| (84
53) | 53| (74| 84| (63)] (9.4
(21)]| 6,4 | (74| (53) | (8,4)
64| (74) | (53)]| (8,4
(3.1) | 3,2) | (6,3)
4,2) | (7,3)
(5.2)

LIPIPPNLILPP|P|~

When a nodan is connected to a link, mand| are said to béncidenton each
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other. The number of links incident on a nades called thedegreeof m. We say node is

adjacentto a nodemif the nodes share a link.

e4
/. e3
r ? e’ f4 2
e2
f5 f3
e8 el
e6

e5

Figure 2.4: The logical tree for our example.

Thelogical treeassociated with a physical tree is obtained by eliminatimgrnal
nodes whose degree is 2. For example, Figure 2.4 depictedieal tree corresponding to
the physical tree in Figure 2.3. The nodes in a logical trecbeapartitioned intend nodes
E, whose degree is 1, aridn-out nodes Fwhose degree is at least 3. In the sequel we let
|A| denote the cardinality of a sét For a fan-out nodd € F we letAE; denote the set of
its adjacent end nodes in the logical tree. Thus in our exeyilt;, = {e;,e}. Fan-out
nodes which have at least 2 adjacent end nodes and only katfan-out node in a logical
tree, is said to be border fan-out nodes. We IBF denote the set of border fan-out nodes
in the logical tree. For example, in Figure 2BF = {fi, f2, f3, fg}. The notion of a border

fan-out node will be useful when we consider “reduced” diseamatrices in 2.3.4.

Theorem 2.1 A logical tree with at least two fan-out nodes has at least ialer fan-out

nodes, i.e., ifF| > 2then|BF| > 2.

Proof Consider one of the longest paths in the logical tree. Siace 2, such a path must

include at least two fan-out nodes. We argue that the nodasead to the the end nodes of
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the path must be border fan-out nodes. Suppose one of theoh asborder fan-out node.
Then there is another adjacent fan-out node which is noentlyron the path. This means

a longer path than the current one could be constructed and te a contradiction. |}

Theorem 2.2 A logical tree with|E| end nodes has at mog&| — 2 fan-out nodes.

Proof This can be proven by constructing a tree which has a maximmalber of fan-

out nodes. First, note that a logical tree Wil + |F| nodes including end and fan-out
nodes, hask|+ |F| — 1 links. Thus total degree sum of all nodes in the tree becomes
2(|E| + |F| — 1) since each link contributes 2 degrees. If we wish to constiuee which

has the maximal number of fan-out nodes in a tree, the dedegch fan-out node should

be as small as possible, i.e., 3. The total degree sum of ékewill be then & |+ |E|.

Equating 37|+ |E| with 2(|E| + |F| — 1) gives|F| = |E|—2. |}

Given an end node € E we can consider therooted logical multicast tree asso-
ciated with a multicast session. We shall exhibit such treiets the root is at the top, and
nodes that are equally distant from the root horizontaligredd at levels below it. Figure
2.5 depicts the-rooted logical tree for physical tree in Figure 2.3.

With the introduction of the root, we can further partitidretend node<;, and the
fan-out nodesF, according to their fan-out distances from the root. WeBetepresent
the set of end nodes whose fan-out distance from the rooSsnilarly F; denotes a set of
fan-out nodes whose fan-out distance from the root 5§ andF are said to be devel ..
Note that = 0,1,...,bwhereb = maxy,ce ds (r,m). We defineEy as{r} andFR, = 0. Figure
2.5 shows the example of such a partition of end and fan-adgs10

If a nodep immediately precedes noden the path from the root tn thenpis the

parentof c andc is thechild of p. Nodes having the same parent are said tsibngs We
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R S F. = {f3, f4}
Es = {eb, e6}
”””””””””” Fs = {f1, f2}

Es ={el, e2, e3, e4}
Fo={}

Figure 2.5: The-rooted logical tree for our example.

let asibling setdenote arexhaustivecollection of siblings sharing the same parent. Note

that for a given rooted logical tree there are several typsgbngs:

e Type 1 Mixed Sibling$. An end nodee at leveli can be the sibling of a fan-out node

at leveli.
e Type 2 Fan-out node Siblings Fan-out nodes at the same level can be siblings.
e Type 3 End node Siblings End nodes at the same level can be siblings.

In Figure 2.5, the sibling setsfs, ez, fa}, {f1, f2} and{es,es} exemplify these types of
relations respectively.

A noded is said to be alescendanbf a noden, if nis on the path from the root
to d. Note that from the above definitiom,can be its own descendant. Given a fan-out

nodef € F, we define aeferencenode off, denoted by (f) to be any end node which is
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a descendant of. Reference nodes will be used in checking sibling relationgan-out
nodes, since there is no explicit information for fan-outl@® in the distance matrix.

Note that the level ordering and filial relationships disatsabove are always with
respect to a given rooted logical tree. However, for siniglive have not included the

specified root in our notation.

2.3.2 Algorithm using the full distance matrix

In this section we discuss an algorithm to discover a treergitie full distance matrix. The
algorithm includes two parts. Based on fan-out distancas, fost discovers the logical
tree, and then based on path distances, one determinesphetot lengths associated

with links in the logical tree. The steps of the algorithm &@nsummarized as follows:
1. Logical tree discovery:

e Select aroot.
e Perform a level ordering on end nodé&s,i =0,...b.

e Perform bottom up discovery &%,i = 0,...b and sibling/parent relationships

among nodes.
2. Physical tree discovery:

e Perform bottom up discovery of path distances associatdttie logical tree’s

links.

Below we outline the details associated with these steps.
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Logical tree discovery

The first task is to select a root for the logical tree. In gahany node could be selected,
however since we intend the discovery algorithm to be cdiwigt in a distributed fashion
at each end node we shall assume without loss of generadityetith end node considers
itself to be the root of the tree. We letce E be the root for our ongoing example. Next,
we partition the end-nodes into sé&si = 0,...b, based on their fan-out distances from the
root. This is done by checkings row in the distance matrix.

The key task in the logical tree discovery step is to progvessidentify complete
sibling sets in a bottom up fashion. Note that each siblindgssassociated with a unique,
previously unknown, parent fan-out node at a higher levéheflogical tree. Thus we can
progressively determine not onfy,i = 0,...b— 1 but the filial relations among the rooted
tree’s nodes. We shall start at the bottom, settiagb. The key step will be at each level
i, to discover complete sibling sets amdigandF and create the associated set of parent
fan-out nodesk;_;, at the next level. The following lemma will enable us to dhedether

two nodes irg; UF; are siblings.

Lemma 2.1 Sibling Checking Lemma

1. Suppose € E; and f € F then they are siblings iff
di(er(f))—ds(f,r(f))=2.

2. Suppose;f fp € F then they are siblings iff

df (r(fa),r(fb)) —df(fa,l’(fa)) —df(fb,r(fb)) =3

3. Suppose£e, € E; then they are siblings iffde,, ) = 1.
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The proof of the lemma is straightforward. In the first casand f are siblings iff
di (e, f) = 1, so the lemma follows by noting that we can comptitée, f) based onf’s
reference node(f) asd;(er(f))—ds(f,r(f))—1. In Figure 2.6 sibling node$, ande;
exemplify this case. For the second case, note thand f, are siblings iffd¢ (fa, fp) = 1.
The lemma follows by computing this distance based on reéerenodes for associated

fan-out nodes, i.e.,
d (fa, fo) =
df (r(fa),r(fb)) — df(fa,l’(fa)) — df(fb,l’(fb)) —2.

Siblings f3 and f4 in Figure 2.6 exemplify the second case. The final case is aledcan

be easily checked usirey’s (or e,’s) row in the distance matrix.

el e2=r(f4) e3 e4

Figure 2.6: lllustration of sibling checking criteria.

In order to discover complete sibling sets among the noddst@e= E; UF, denote

the set of nodes that need to be considered. Select anyca@d€ and determine the set
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of all of its siblingsS;, including ¢;, by checking each of the remaining node<inising
Lemma 2.1. Now le€C :=C\ §; and proceed iteratively until there are no more nodes in
C. Suppose this process terminates akisteps, therk disjoint sibling setsS;, ... & are
obtained. For each of these, generate a parent figde= 1,...,k and place it in the set
Fi—, of fan-out nodes at the next level up. Also define the refexerader (f;) for each
parent,fj, to be any end node which descends frém At this point one can proceed in
discovering siblings and parents at the next level up. Thieguure continues until the

logical tree topology is determined.

Discovery of path distances of logical links

Once we have identified the logical tree, we need only to firid [@ngths associated with
its logical links to determine the physical tree. The keyaid® captured by the following
lemma, which determines path distances of logical linksvbet a border fan-out node

f € BF and its adjacent end nod&&;.

Lemma 2.2 Suppose £ BF, mn e AE; and ke E,k# m,n then

dp(m7 f) = [dp(m’ n) + dp(k7 m) - dp(k’ n)]/2,

dp(n, f) = [dp(m,n) —dp(k,m) +dp(k,n)]/2.

The proof of this lemma follows directly by decomposing plathgths into their constituent
components — consider Figure 2.7. Moreover for any additionde e € AE; \ {m,n}, the

path distancel, (e, f) can be computed to twk(m,e) —d,(m, ). Observe that to determine
the lengths of the logical links from a border fan-out ndd® all its adjacent end nodes
AE; we only require two rows of the distance matrix, where attleag is associated with

one node iNAE;.
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N ,

Figure 2.7: Path distance calculation at a border fan-odetio

Note that for any rooted logical tree, fife F,_1 thenf € BF. Thus by Lemma 2.2
all the lengths for logical links at the bottom level can benpaited. In order to proceed
systematically in a bottom up fashion, we propose to prueetbe and update the path
distance matrix. At level, all links and end nodels; whose distance to their parents have
been computed are pruned. Then all fan-out nodes atilevgli.e.,F_1, became end nodes
at leveli — 1. In this pruned tree, all € F_, are border fan-out nodes, which guarantees
that the path distance calculation step can again be pestbfor leveli — 1.

As a result of pruning, the path distance matrix for the n@g tnust be generated.
This is done by eliminating entries associated with all thenpd end nodes, and adding a
new entry, for each fan-out nodethat becomes an end node of the new tree. Table 2.3 is

the path distance matrix for the pruned tree in Figure 2.8.

Table 2.3: Path distance matrix for the tree in Figure 2.8.

rifi|fa|e | e | € | €
r 6| 6| 5|6 4]3
f 2| 56|47
f, 56|47
e 336
s 417
er 5
€
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Figure 2.8: The pruned tree of Figure 2.5 at Level 4.

2.3.3 Computational complexity

The computational complexity for the proposed algorithm loa roughly evaluated as fol-
lows. The level ordering step B(|E|). The bottom up step in the logical topology discov-
ery phase can be shown to ®|E|?). Indeed there are at mog| — 2 fan-out nodes in the
tree by Theorem 2.2 and determining siblings associatduewith parent fan-out node has
a cost of at mos|E|. Path distance computations to obtain the physical topoérgyalso

quadratic. So the overall computational cosDi$E |?).

2.3.4 Reducing the required distance information

There is in fact a large amount of redundant information endtstance matrix. This moti-
vates us to ask the following question: What is the minimglned distance information
in order to discover a tree? To answer this question, we wfihé our unit of information

as an end node’s entire row table which includes path/fardistances from the end node

to all other end nodes in a tree. LdE denote the set of end nodes whose row tables are
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available when performing topology discovery. Our goabigimd a reduced sét E such
that the topology of the multicast session can still be deitged. Note that the algorithm

described in Section 2.3.2 requires the full distance mdtd., NE = E.

Theorem 2.3 Given a shared multicast tree witR | fan-out nodes the following conditions
on the set NE of available rows in the distance matrix are @gfit to allow topology

discovery:
1. If [F| = 1then|NE| > 2.

2. If |[F| > 2 then NE should include at least one node in the set of end naBes

associated with each border fan-out node BF.

Proof Consider the first case. |F| = 1, the discovery of the logical topology is straight-
forward, i.e., all nodes are 1 fan-out distant from eachrothkis can be determined based
on a single row table. Note that by Lemma 2.2 if two row tables available, one can
compute all path distances from a fan-out node to its adjesesh nodes. This establishes
the condition for the first case.

Now suppose thaltl E includes one node from each $dE; associated with border
fan-out nodesf € BF. We show that the logical topology can be determined asvisllo
Select any node € NE as the root and perform a level ordering on end nodes based on
row table. Note that during our bottom up phase, we will be ablassign a reference node
in NE to each generated fan-out node, since every fan-out nodednted logical tree,
has at least one border fan-out node as its descendant. Udniargees that all the required
information is available to use Lemma 2.1 for sibling chegki

Next we show that subject to given conditions, the physicpblogy can also be

discovered. Note that by Theorem 2.1}Rf > 2 then|NE| > 2. Recall that by Lemma 2.2,
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in order to know the path lengths associated with logicédifrom a border fan-out node,
e.g., f, to its adjacent end-nodes, we only need two row tables oftwat least one node
should be inPAE;. SinceNE contains at least one WE;, and|NE| > 2, all path distances to
f can be computed. The path length computation can once agaarbed out by pruning,

starting from the bottom level to the top. |}

Note that the computational complexity of topology disagMeased on the reduced

distance matrix remain®(|E|?).

2.4 Obtaining distance information

In this section we discuss implementation issues conogimimv members of the multicast
session can selectively acquire sufficient distance infbion to discover the topology of

the multicast tree. The elements necessary in our proposateiork are:
1. Fan-out decrement mechanism.

2. Initial path/fan-out field in packets for allowing a redag host to obtain distance

information from the sender to itself.

3. Bidirectionalshared multicast routing protocols, e.g., CBT and Bordde@®ay Mul-

ticast Protocol (BGMP) [24] for preserving path symmetrivimen members.

Note that TTL decrement mechanism operates on every IP paSkmilarly, we
can envisage that the fan-out decrement mechanism coulg@ed to every multicast
packet. However, this would need an additional fan-out fielithe IP packet header while
requiring modifications to all routers. Alternatively, tfan-out decrement mechanism can

be implemented as a special feature in IGMP [22]. In this capelications wishing to
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use fan-out decrementing, will encapsulate their pack@tsniGMP packets. Then, the
fan-out decrementing would be performed only when desited,not for every multicast
packet. This new feature would be simple to implement antimaur fairly low overheads
at routers.

To create shared multicast treesyidirectional multicast routing protocol such as
PIM-SM [25] might be used. However, note that PIM-SM is noplagable to our model
since inunidirectionalmulticast protocols the sender’s packet goes to the cotaficsthen
the core multicasts it to the others. Thus there is no waydohenember to acquire other
members’ distance information. In contrast,hidirectional multicast routing protocols,
members can communicate with each other without going tfirahe core since packets
can travel both up toward the core and down from the core [21].

Assuming that the above requirements are satisfied, firstdisgiss how each
member can obtain the full distance matrix. Suppose evemlmge periodically multi-
casts aheartbeatpacket to the whole group. The role of the heartbeat packetdagold:

1) it serves as an indication of the liveness of the sendirgg, wehich is necessary if the
algorithm is to adapt to changing membership or topologies] 2) it enables receiving
members to obtain their fan-out/path distances from theeserNote that senders which
persistently multicast data packets to the session mayasat to send heartbeat packets, as
long as initial values for the TTL and fan-out fields are imgld in the IP multicast packet’s
header. Whenever a member receives a heartbeat from otlmbeng the member can
build/update its row in the session’s distance matrix, whegch member is identified by its
IP address. In addition to periodically sending heartbeakets, each member becomes a
reporter and periodically multicasts @eport packet to the session which contains its own

row table. Thus, eventually each session member would hesesa to the full distance
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matrix.

Theorem 2.3 suggests that it would suffice for only one nodergnadjacent mem-
bers of each border fan-out node to generate report packetsabove approach has two
advantages over the full distance distribution methodstFit reduces the number of re-
porters in a session, which results in significant reductbmommunication overheads
since report packets can be large relative to heartbeaeackecond, it can also reduce
memory storage space required at end-hosts. In order tdeetiadb type of reporting, one
must however identify border fan-out nodes, and then selettique reporter for such a
node. This in itself requires that the network topology bewn a priori, which is not
practical.

As a compromise between full distance matrix distributiod the impractical sec-
ond approach discussed above, we propose the following tauldetermine which end hosts

should serve as reporters:

Rule 1. A member will serve as a reporter if there is at least one atiember which is
1 fan-out distant from it and it has the smallest IP addressngnmembers within 1

fan-out distance.

Rule 2: A member will serve as a reporter if all other members in aisesare 1 fan-
out distant from it and it has the largest IP address amonghbaewithin 1 fan-out

distance.

Note that the first rule guarantees that there will be a repselected from set of adjacent
members to a border fan-out node — there may also be someoadtiiteporters. The

second rule ensures that if the tree has but one fan-out tiwate, will be at least 2 reporters.
Thus with these two rules enforced, the sufficient condstistated in Theorem 2.3 will be

satisfied.
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Note that these rules can be applied by nodes in a decerttdashion in that they
need only to check their own row table without any computatidhis approach would
of course reduce network traffic to acquire the requiredadis# information. Also note
that in this context the minimum number of reporters is 2 wfkile the maximum number
of reporters is |E|/2].# In general the communication complexity to acquire theatist
matrix would be 2E| multicast messages, i.e., a heartbeat and report packsepsion

member, where the size of heartbeat packe®(i§ while that of reports i©O(|E|).

2.5 Local topology discovery framework

If a multicast session involves a huge number of memberspithygosed global topology
discovery scheme may not be workable. In particular, thensanication, computation and
storage overheads may be unwarranted.

Note also that since each row in the distance matrix conta@ch members’ IP
address, for large multicast trees this may include a loatd,deventually requiring reports
to be partitioned across several packetdloreover, in a large scale multicast session,
members may not be interested in discovering the entirdlaition tree. Instead they may
only be interested in a local view of the multicast tree’sistre. This is, for example,
the case in the context of applications for local loss regovenere members only wish
to identify other members within a given neighborhood. Thusould be advantageous
if the proposed framework could also be used to discovertdatesl local topology while

reducing the overheads associated with acquiring thigrimdition.

4The notation,| |, is a floor operator.

5In order to reduce communication overheads, one might denseports that include only incremental
changes in data. This must, however, be done with care in andignscenario as new members need to
eventually acquire sufficient information to discover treet
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2.5.1 Concept

Let us consider an instance of this problem for a session mmensbE. Let aneighborhood

N; be the set of members that share a particular attributeydiray r itself. Note that there

is quite a bit flexibility in definingN;. For example the neighborhood could correspond to
FNF, the set of members within the k fan-out scope froincludingr itself, or the set of
members that serve as DNS servers and aFd\l,h Given such a neighborhood, we define

theinduced physical and logical trees follows.

Definition 2.1 Given a neighborhood NC E of a node rc E in a multicast tree, we let the
N; induced physical trebe the subtree connecting r to the members of its neighbdrhoo
N;. We define the Nnduced logical treas the logical tree associated with the iNduced

physical tree.

For example, consider the neighborhdgd= {r,es,eg} of r in a physical multicast
tree shown in Figure 2.9. The region that has been outline@gmonds to the physical tree

induced byN; while Figure 2.10 depicts thd, induced logical tree.

e7
Nr induced physical tree .

Nr ={r, e5, e8} ‘

)
2

e5 e6

Figure 2.9: A physical multicast tree.
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Figure 2.10: The\, induced logical tree.N; = {r,es,eg})

Note that anlN; induced logical tree simply shows the logical relationshipong
members inN;, and it might include logical links that hide fan-out nodesthe global
multicast tree. For example, the logical link frofgito es in Figure 2.10 actually represents

3 physical links and 2 fan-out nodes.

Definition 2.2 Given a neighborhood NC E of a node re E in a multicast tree, théocal
multicast topology discovery dfl; is defined as determining the Mduced logical tree

topology, as well as path/fan-out distances for its logigats.

Local topology discovery can be based orNamestricteddistance matrix including
only row and column entries associated with the node¥; inThis problem can be viewed
as a restricted version of the global topology discovenblenm presented in Section 2.3.
It is relatively easy to see that one can, with some careyapplsame methods developed
for global topology discovery in this context.

We propose to perform local topology discovery by first deiaing theN; induced
logical topology applying the algorithm in Section 2.3.8.this step, we in fact determine
the subtree induced bM, on theglobal logical topology This is illustrated in Figure
2.11 for the local topology discovery problem associateith WN? in the multicast session
Figure 2.9. Note that the subtree enclosed in the dasheddied not be the desiréd

induced logical tree. In particular, the subtree obtaimgdding our previous algorithm on
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the restricted set may include fan-out nodes, dgand f; in the above example, which
would not be part of thé\, induced logical topology, see Figure 2.12. Once such nodes
are pruned, the structure of th& induced logical tree has been discovered along with the

fan-out distances associated with its logical links.

el e2 e3 ed

Figure 2.11: The rooted logical tree of Figure 2.9.

’ r

e5 e6 e8 e7

Figure 2.12: ThéN? induced logical tree.
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Next, based on Lemma 2.2, one can identify the path distasfcibe logical links
in theN; induced logical subtree. Note that certain path metricsldvoat, and in fact can
not, be identified based on ti restricted distance matrix. For example, ndges not
present in the induced logical subtree, and thus the patjtieif, to f, and f4 to fg would
not be determined, however the overall path metric assatiatth the logical link fromf,
to fg, can be identified.

In summary, discovering aN; induced logical tree’s topology and the associated
logical links’ distances requires basically the same stepdiscussed for the global case. It
should be clear that the computational complexity of loopbtogy discovery is quadratic
in the size of the neighborhood, and storage requirementfdvedso depend on the size of
the the neighborhood.

In principle a neighborhood can be any set of members shaniagticular attribute.
However, below we will focus on local topology discoverg.j.that associated with neigh-
borhoods having spatial proximity on the multicast treeuStwve will define both fan-out
and TTL scoped neighborhoods for a given node. W@ Iét denote the set of members
in a multicast group that are within drlimited TTL scope fromr includingr itself. In
general one can define a jointly scoped neighborhood,N.g-,FN¥N TN/, for each node
in a network and proceed to discover the induced logicabtbeesed on restricted distance

matrices.

2.5.2 Obtaining restricted distance matrices

The remaining question is how each node would acquire theates distance matrix asso-
ciated with itsk fan-out and TTL scoped neighborhood. Depending on the application, we

can envisage the following two cases for local topology aiscy. For some collaborative
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applicationsgverymember in a session may need to have a local view of its nergbbd,
each with the same uniforrk fan-out andl TTL scope. By contrast, other applications
might only requiresomenodes to acquire their own local topology associated witsitdy
heterogeneous fan-out/path scopes. Considering the alvoveases, here we propose two

schemes for acquiring the restricted distance matrix.

Uniform local topology discovery

The goal of the first scheme is to enabkchmember, say, to discover its neighborhood,

N = FN¥N TN with a uniformk andl. The following simple protocol suffices:

1. Each member periodically sends heartbeat packets vaitlathout scope set tk2- 1

and the TTL scope set td 2 2.

2. Each member periodically sends a report packet waihd| set as the fan-out and

TTL scopes respectively.

The idea underlying this scheme is quite simple. First, esxter should receive
reports from all members of its neighborhood, thus repodkets should be scoped as
indicated above. Second, sinceldnrestricted distance matrix contains path and fan-out
distances among all pairs of memberd\n they have to know of each other’s existence
and the associated distances. Note tkat 2 and 2 — 2 are the maximum possible fan-out
and TTL distances between memberd\in= FN¥NTN. Thus it should be clear that the
proposed fan-out and TTL scopes on heartbeat packets ghatitheN; restricted distance
matrix acquired by a nodeis complete. Note that we have assumed an a priori uniform
selection ok andl for all nodes. This poses the question of how they might bériugdly’

chosen and whether they might be selected in a non-homoggrmkxentralized fashion.
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This would of course depend on applications.

Assuming nodes share information in this fashion, one agmfgantly reduce the
communication overhead associated with topology disgovarterms of the number of
heartbeat and report packets seeraoylink in the multicast tree and the size of the report
packets. Indeed, although the same total number of packés, will be sent as in the
global discovery case, these packets are scoped and hdhnetvaie seen by all links and
members. In particular, a rough estimate for the number afsages seen by a member
would be the size of itsk— 1 fan-out and B— 2 TTL scoped neighborhood. Similarly
the size of report packets would is no longer |[B¢ but proportional to the size of the

neighborhoods.

Non-uniform local topology discovery

The above scheme may incur heavy communication overhedwet inase where topology
information is not frequently required and not necessanalionodes in a session. In such
cases, we propose the following scheme which allows a simgtie to discover its local
topology within a predefined fan-out/path distance whelireésTo do so, we introduce a
32 bitrequesterlD fieldn heartbeat packets. Depending on the content of the fiadd;am
classify heartbeat packets into two typesequest heartbeadr anormal heartbeat In a
request heartbeat, the requesterID field is set to Orbgaesterwhich wants to discover its
local topology. A normal heartbeat is generated lsgsponderi.e., a node that receives a
request heartbeat. When a responder generates a normaldagait places the requester’s

IP address in the requesterID fiéld.

6Note that when a node receives a heartbeat packet, it camile¢sif the heartbeat packet comes from the
requester by checking if the requesterlD field is set to 0,iasdl, it also can extract the requester’s IP address
from the source address of the heartbeat packet.
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Letr be a requester and suppose its aim is to acquire its resthigte: FNKN TN/

distance matrix. We propose the following mechanism:

1. A requesterr, multicasts a request heartbeat setlgnd| as scoping fan-out and

path distance parameters respectively.

2. Each responder of saya, multicasts a normal heartbeat with its fan-out scope set to
d¢(r,a)+k—1, TTL scope set tdy(r,a) +1 — 2, andr’s IP address in its requesterID
field.

3. Based on the requesterlD fields of the received heartlaekets, each responder of

r builds its own row table whose entries are composedarfd responders of

4. Each responder ofunicasts a report packet to

In this scheme when there is no requester, no traffic is iefeaito the network,
which in turn, may enormously reduce communication ovethedNote that the scoping
parameters in Step 1, suppress packet injection from otbarbars but only’s responders,
which indeed are membersig§ neighborhood. For example, consider the case where there
is one requester, in Figure 2.13. Onha, g andr will generate packets while ando will
discard the normal heartbeat packets fidsresponders, e.ga,or g.

In Step 2, the selection of scoping parameters of each rdspas such that fan-
out/path distance information among all pairs of membels; iis eventually obtained. Itis
clear that by setting the fan-out scopelidr, a) + k— 1 and the path scope th(r,a) +1 -2,

a’s heartbeat packets can reach all membeis; insee Figure 2.14 for the fan-out distance
case. This choice of scoping parameters insteadk ef Rand 2 — 2 further suppresses the

scope of the normal heartbeat and thus minimizes the conuation overheads.
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Figure 2.13: lllustration of multiple requesters.

Note that in Step 3, each responderrafould include only data associated with
nodes inr's neighborhood. In particular, the requester field enablessponder to distin-
guish more than one ongoing topology discovery attemptsvaaides our proposed scheme
work well even in the presence of multiple requesters whasghborhoods overlap. For
example, suppose that there are 2 concurrent requestatb in Figure 2.13. In this case
a will multicast two differently configured normal heartbgassociated with andb. Also
note that whera builds a report packet tb, it would not includeq entry sinceq is not a
responder ob. This feature keeps the size of a report packet proportimntile size of the
requester’s neighborhood.

Lastly, the report will be sent tovia unicast further reducing communication over-
heads.

In addition to the basic mechanism described above, some ndetniled issues
need to be addressed. In the above scheme we make two asmsnfidithere is no packet

loss, e.g., heartbeats or reporters and 2) each responol@s kmhen it has received all the
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Figure 2.14: Fan-out scoping parameter selection.

required information to build its own row table. A simple wiahandle these problems isto
repeat the above scheme several times. Then eventuallyiesteq can obtain its restricted

distance matrix.

2.6 Annotated Trees

So far, the main role of heartbeat packets is to enable eashtbmbtain fan-out/path
distance information from the others. In this section, wieflyr describe how additional
information in a heartbeat can be beneficial for some oneday multicast applications,
e.g., local loss recovery or locating approximate problrimks.

Consider the case that one sender persistently multicast®{s and each receiver
can evaluate its own performance metrics, e.g., packetréissor bottleneck bandwidth
[12]. By combining these performance values exchangedigirdneartbeats with the pro-

posed topology discovery scheme, one can obtaanaotated tregi.e., a tree whose leaves
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have associated performance metrics. Note that obtaimngtated trees only slightly in-
creases the size of heartbeat packets with no addition&ep&xchanges. Figure 2.15

exhibits an example of a tree annotated with packet loss rate

‘ r

0.04 0.32

Figure 2.15: A tree annotated with packet loss rate.

This tree might be useful to a local loss recovery mechanisrdetermining a
“good”(close and capabld)elper from which a node can obtain lost packets [5]. Fur-
thermore, this tree can also help to approximately locatetbblematic links [12].

For example, based on the annotated tree in Figure 2.1%asito determine that
alink |1 is seeing a high degree of packet loss. However, it is not tlea to differentiate
the quality of links,l,, I3, |4 since there are several scenarios are possible, e.g.,yi).onl
is bad or 2) botHs,l4 is bad etc. If accurate estimation of each links’ packet lags is
desired, the approach in [26] could be used with the topoiofgrmation provided by our

framework.

"Here note that considered links are logical.
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2.7 Related Work

In this section, we discuss the pros and cons of existing warknulticast distribution
tree discovery and the approach proposed in this chapter.in@ant is to find in which
environment each approach fits best by identifying its athges and shortcomings rather
than arguing the superiority of our approach over existingso Existing approaches to
multicast distribution tree discovery can be classified imio types: those based on end-
to-end measurements [14], [12], and those requiring the dfghtervening network nodes
[11].

The key idea underlying the first approach is that receivieasisg common paths
on the multicast tree associated with a given source willcegeelations in their packet
losses. Thus based on the shared loss statistics for t@dmrobe packets one can at-
tempt to infer the multicast tree. This elegant approacthéoproblem is particularly ad-
vantageous in that it requires no support from internal so#®wever, since this approach
is based on the loss of packets, a source needs to send a lsnfpemofprobe multicast
packets even if the goal is to discover the topology of a ss@dle multicast tree. The
lower the packet loss rate for links is, the larger the nunddgsrobe packets is needed.
Furthermore, it potentially suffers from significant conmuaation overheads required to
periodically gather large amounts of loss data so as to ddagitanging memberships or
topology, and processing overheads to assemble and pettierinference step. This is
currently conceived as a centralized approach whose agcigainlikely to scale nicely.
The approach assumes network links have steady state lassctdristics, which may or
may not be realistic on the time-scales during which losa da¢ collected. A final point
is that the approach permits identification of the logicaltioast topology rather than the

actual physical topology. This means that a session merhaegistat the end of a long path
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with no intervening fan-out points, would see this sectibiitoopath collapsed to a single
logical link. In practice this may or may not be an approgriabstraction of the actual
topology. The key advantage of this approach lies in itsiegbility to inferring multicast
trees without requiring modifications to, or the help fronmternal nodes.

Compared to the first approach, our approach has a numbevaritages. To name
a few, the communication overhead is low since it requiran@dt 2E| multicast packets
of size O(|E|). Its computation complexity is low as much &$|E|?) and it is quickly
adaptable to tree changes since distance information wilihmediately seen by heartbeat
packets.

The second approach to multicast topology discovery whishthe above-mentioned
desirable characteristics is based on using the MTRACHifeaturrently implemented in
the IGMP protocol [22]. MTRACE enables tracing the path frareource to a destination
on a given multicast distribution tree [11]. A query packesént from the requester to
the last multicast router (on the distribution tree) primatgiven destination. This query is
then forwarded hop-by-hop along the reverse path from tt-thop” router to “first-hop”
router, i.e., that to which the source is attached. Whileqinery packet traverses the tree,
each router adds a response data block containing itsaotegddresses and packet statis-
tics. When the query packet reaches the first-hop routeisiris back to the requester via
unicasting or multicasting.

Note that an MTRACE query provides full information, i.entérface addresses
and performance characteristics, louly for one path from a multicast source to a given
destination. Thus if all members wish to know the full mudsttopology for a given source,
each receiver would send a query packet to its last-hopratd query responses should

be multicastto the entire group. Then the reconstruction of the full inakt topology is
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achievable since each packet includes a stack of interfddeesses for nodes along the
path from the source and the destination. Note that all gtraffic would visit the first-
hop router which would in turn generate multicast respangage to this focussed load,
in a large-scale multicast session, this approach may rabé.sBy comparison, in our
approach, there is no single focussed, or central point;iwieiads to a more decentralized
mechanism. Key advantages of the second approach arephatides full information on
the multicast topology based on currently available IGM#&uees.

In contrast, our approach is based on introducing a new @amecrement mecha-
nism in IP multicast, which is not currently available. Ha®g as pointed out in Section
2.2, it is simple to implement and provides a generic sernvibieh has broad applicabili-
ties, i.e., not only topology discovery but also efficiendgiog within IP multicast context.
Furthermore, by implementing this as a special feature bfRzas proposed in Section 2.4,
fan-out decrementing need only be supported when needesljrtburring low overheads
at routers. Note that this overhead at routers may be ‘ligtitan that of MTRACE since
MTRACE inserts each interface’s address as well as packstdiatistics.

Note that while the first approach is strictly based on using-t®-end measure-
ments, the second relies heavily on special services atnguhus from the perspective of
required network support these are two extremes of the spmectAlso the first approach
identifies the logical topology while the second determitesphysical topology including
interface addresses of routers. Note that our approaclsdieewhere in their midst, re-
quiring light weight cooperation from multicast capableters (i.e., fan-out decrementing)
and cooperation among members in the session to identifgtthsical topology (without
internal interface addresses).

One limitation of our approach lies in its narrow applicabito bidirectional shared
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multicast routing protocols since it requires a path symmnptoperty among members.
However, bidirectional shared multicast routing protscate likely to become increas-
ingly crucial, as a number of large scale multicast appbecet are emerging. First, it
is generally considered that shared tree routing is moreiaiti than source tree routing
for large scale multicast applications such as distribuiéeractive simulations(DIS) [27]
where each member is both a sender and a receiver. This igdgesaurce tree routing
maintains source as well as group specific state informatioouters. Second, once shared
tree routing is determined to be used, unidirectional ngugirotocols are inefficient for
multicast scoping and communications among neighborheimd® every multicast packet
should visit the core in first. The larger are multicast sessiand the more is the demand
for local resource discovery, the larger communicationrleeads will be incurred in uni-
directional shared multicast routing protocols. Reflagtimese observations, the long term
inter-domain routing solution, Border Gateway Multicasoteécol(BGMP) [24] currently
under development, constructs bidirectional shared.trees

Finally note that while existing work focus ajiobal multicasttopologydiscovery,
our approach provides a general framework fesourcediscovery within a session and
its associatedopology discovery, which allows not onlglobal but alsolocal topology
discovery. This comes from the fact that our approach isdaseinteractions among

members.

2.8 Conclusion

In this chapter, first we propose an algorithm, which canaliecthe topology of the shared
multicast tree based on a full distance matrix, with the ysialof computational complex-

ity. Second, we provide sufficient conditions to achieve shee result with a reduced
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distance matrix. Third, we show how reduced distance inédion could be acquired ef-
ficiently by exchanging a small number of multicast packeit \an analysis of explicit
communication overheads, i.e., the minimal number of pigakgected in the network and
the size of the packets. Forth, we consider concepts in thexbof local topology dis-
covery enabling nodes to discover the distribution tre@witheir fan-out and TTL scoped
neighborhoods. Furthermore, we discuss practical isswes§uiring distance information
in both uniform and non-uniform manner. Finally, we presamainnotated tree concept for

possible applications, e.g., identification of congesieks|
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Chapter 3

Filtering and Tracing Service for

Defeating DDoS attacks

3.1 Introduction

Denial of Service (DoS) attacks are one of the greatestthteaoday’s Internet. They
not only degrade performance but deprive legitimate usebasic access to network ser-
vices. As seen in frequent news headlines attacks are begantreasingly prevalent and
evolving since the first spectacular attack on high-profidsites Feb 2000 [28].

Despite their diverse character, such attacks share a carfenture: they exploit
defects or weaknesses of various network components i@gfrgim applications, operating
systems to protocols. Attacks using implementation defeccbugs in network components,
can be prevented by frequent system updates and softwateypatk. However, it is much
harder to thwart attacks which exploit intrinsic vulnefdigis and characteristics of the

existing IP infrastructure.
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For example, in IP, irrespective of a receiving side’s ibtamy host can basically
send packets to any other host provided that those hosteanected to the Internet. This
simple feature of IP allows attackers to launch DoS attagksitmply inundating victims
with large amounts of useless traffic. In turn, such traffiostones network resources
along the way to victims and eventually degrades performémcother users sharing these
network resources. In a distributed DoS (DDoS) attack, @aee which is carried out by
multiple compromised hosts, the damage can become exgbedetrimental.

Moreover, IP has no mechanism for checking or controllirgy dbrrectness of the
sender’s address. This facilitatepoofing i.e., concealing the true origins of packets by
placing incorrect source IP addresses in them. Furthernitoie difficult to identify the
physical locations of attacks in an IP network due to itseltak nature, i.e., routers forward
packets based on destination addresses alone and maiatatata information on traffic
flows. The identification of the origins of attacks is even endifficult in the case of a
DDoS attack where attackers may inject multiple, identizdkets at multiple locations.

One way to deal with such attackspmactivefiltering [29], [30]. The key idea is to
configure routers to drop spoofed packets whose source llessilb are inconsistent with
the network topology. Note that the strength of this appndadts proactiveness, i.e., at-
tacks can be eliminated before they affect victims. Howa¥&oS attacks are infrequent,
most resources allocated to proactive filtering are wastedp when spoofed packets are
actually dropped. Furthermore, attackers may evade [weditering by forging IP ad-
dresses using hundreds or thousands of legitimate hostssigdr within a given domain.

By contrast, in this chapter our focus is on twaactive approacheson-demand

filtering® andtracing. Our approach iseactivein that actions are initiated after an attack

Throughout the chapter, we omit ‘on-demand’ when there isardusion with proactive filtering.
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reaches a victim. Both tracing and on-demand filtering meishas can make up for the
above-mentioned deficiencies of IP networks. That is, anganechanism can identify the
true origins of an attack and a filtering mechanism can enalblest to request unwanted
packets to be dropped early on, before they reach the victim.

The critical innovation in DDoS attacks is its distributeature. Even a small num-
ber of attack packets from each compromised host can evgnbhgrome a large traffic
flow, inundating a target system. We argue that the solutmtisvart DDoS attacks should
be alsadistributedto be effective. Théocal solutions on the victim computer or in its local
network without outsider’s cooperation, can neither idfgnthere the packets are coming
from nor effectively mitigate the possibly large volume tthak traffic.

The following are some desirable characteristics thatrifiigeand tracing mecha-
nisms should have.

e Scalability: Mechanisms should be scalable to benefgl@abal cooperation across a
number of different administrative domains.

e PromptnesskFiltering and tracing should be performed quickly before tictim is seri-
ously damaged or there no longer exists a trail of infornmatio

e Flexibility: Mechanisms should allow heterogeneous equipment andigtanyr opera-
tion across different administrative domains.

¢ Distributed: From the perspective of robustness, it is preferable thatham@sms be
implemented in a distributed manner rather than relyingeartral points.

In this chapter we consider two separate goals, filteringteawing, and propose a
framework to aid in thwarting DDoS attacks. For filteringe thbjective is to block attack
packets as close as possible to attack origins by way ofififaromponents that are dis-

tributed over the Internet. Undemartial deployment environment where only a subset of
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routers are tracing-enabled, it becomes impossible toopibphe precise origins of attack
packets. Thus our objective for tracing is to identify sdis€andidate nodes containing
attack origins.

The proposed solutions are based on IP multicast servicehievee a number of
desirable characteristics, e.g., scalability, distedmess, quick response and robustness.
Furthermore, they rely on existing monitoring and filtermgchanisms, allowing hetero-
geneity from different network domains.

The chapter is organized as follows. Section 3.2 introdgoesponents and attack
models used throughout the chapter. In Section 3.3 and &4liseuss our objectives and
our solutions for filtering and tracing mechanisms respebti Section 3.5 includes a per-
formance evaluation for the proposed framework and is\ialh by Section 3.6 wherein we
include comments on implementation and various possibl@demof operation. In Section
3.7, we discuss the advantages and shortcomings of pregjmreaches to defeating and

mitigating attacks and contrast these with our work. Sac3i® concludes the chapter.

3.2 Models

3.2.1 Attack Model

Consider an attack whose target is a nodereferred to as theictim. A victim can be
an end host, a router or a network border device such as a llirdwghe sequel, we will
refer to the set ofttack nodes Aas those participating in the attack. We will leave the
initiation time of the attack unspecified. Thus, the tuplehsf set of attack nodes and the

victim, i.e., (A,v) represents an attack incidence. In the case of a distrilattadk,

Al

is greater than 1 and the locations of attack nodes are itgrwidespread. For each
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attack node, saw; € A, theattack pathfor g is an ordered list of nodes traversed by attack
packets fromg; to v, excludinga; itself. An attack graphinduced by(A,v), denoted by
AGa ), consists of all links and nodes traversed by attack paclestsciated with nodes in

A and the victimv.? For example, in Figure 3.1r3,r4,r5,r6,V) is ag’s attack path and the
dotted lines represent an example of the attack graph fackathcidencg{a;,az,a3},v).
Throughout this chapter, attack originis referred to as a local router to which the attack
node is attached. For exampteg,is the attack origin of; in Figure 3.1. We will refer to
anattack signature AR, as a common feature shared by attack packets generated from
A. For example, for a smurf DoS attack case, an attack signatwld be 1) ICMP echo

protocol and 2) a range of source IP addressesy31].

Figure 3.1: An example of an attack incidence.

2Attack paths and graphs may vary during the attack periodalveuting instabilities and dynamic attack
patterns.

8A smurf attacker sends a stream of ICMP echo requests to taltast address of the reflector subnet.
Since the source addresses of these packets are falsifiedtt®e taddress of the target, many hosts on the
reflector subnet will respond, flooding the target. Thus,dberce addresses of the echo reply packets are
clustered in a few address prefixes.
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3.2.2 Framework Model

Our framework includes the following components.

e Detecting componentReactive approaches to DoS attacks require a componenh whic
can detect incidences of attacks and generate an attackiwigrby extracting a feature
shared by attack packets. This attack signature is furtbed in the tracing and filtering
processes.

e On-demand filtering componen&n on-demand filtering component drops packets con-
forming to a rule set derived from an attack signature.

e Tracing componentWhen a tracing component is queried for a given attack sigeait

can check for the existence of packets with the attack sigaan the past or current traffic
traversing the component.

There are various available, or proposed, implementatiethods for each com-
ponent, which will be described in Section 3.6.1. Note th# not our intent to propose
specific or new implementation methods for the above commsn®ur focus is on allow-
ing heterogeneous mechanisms to cooperate so as to profladébte global filtering and
tracing service.

We refer to entities which provide detecting, filtering anacing services to vic-
tims asdetector filter andtracer which are equipped with detecting, on-demand filtering
and tracing components respectivélote that each entity is associated with a location of
interest. That location may be an end host, a router or a lagedding on the implemen-
tation. Without loss of generality, throughout the chapter assume that filters and tracers

are located at internal nodes (i.e., routers), and deteaterco-located at victim nodesn

4Multiple functionalities can be co-located and perform tipli roles.

SUsually detector node8), will be located at highly-defended and secured strongtpeinch as high-profile
web servers or network entry points. Filter nodésand tracer noded;, could be located at network entry
points or distributed all over the Internet.
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our framework, we assumepartial deployment of components over the Internet, i.e., only
a subset of nodes are equipped with detecting, filtering mawihig functionalities — this is
deemed a realistic environment.

Given a particular attack inciden¢#, v), any set of nodeS can be partitioned into
two subsetspositiveandnegativenodes, where positive nodes are on the attack graph of
(A,v) and negative nodes are not. That is, positive nodes, dehgt&d, ), are given by
SNAG,)- For a given set of nodeSanda € A, we define doundarynode,b(a ) as the
node inSthat is first encountered by attack packets making their wamgtds a victimv. We
refer to aboundary interfaces the interface where attack packets enter in a boundag nod
We denote byBSa,, the collection of boundary nodes associated with an attazikiénce
(A,v). Letting Sbe a set of filter nodes;, or a set of tracer node$,, we can obtain sets
of corresponding to positive, negative and boundary filigrcér) nodes associated with a

given attack incidence.

Figure 3.2: An example of filter deployed network.
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For example, in Figure 3.2 the filter nodes (shadowed nodes been deployed in

the network shown in Figure 3.1. For an attack incidefie) = ({a1,a2,a3,24},V), Fay)

= {fla f2a f3a f57 f6}' b(al) = fl andBF(AN) = {fla f2a f3a f5}

3.3 On-demand Filtering

3.3.1 Objective

The objective for on-demand filtering considered in the téais to block attack packets as
close as possible to the attack nodes by using & sftcooperative filter nodes distributed
over the Internet. One might consider a centralized salutvberein each detector main-
tains and queries all the filters, over the Internet. However, this approach may incur high
overheads and seems to scale poorly when there is a largeenainfiiter or attack nodes.
We observe that boundary filter nodes play a key role in agigethe objective, since they
are the filtering nodes first met by attack packets frdrto v. That is, performing filter-
ing only at boundary filter interfaces is resource-efficiatile blocking attack packets as
early as possible given the available set of filiersThus, the filtering objective becomes a
resource discovery problem, i.e., finding boundary inter$agiven a set of filter nodeis,

and a particular attacl, v).
3.3.2 Our solution

Filter multicast session

The key idea in our filtering solution is that all filter nodegbscribe to dilter multicast
session As with the ‘911’ telephone number allotted to serve pglite and emergency

situations in the United States, in our approach, a filterticadt session is dedicated to a
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. { For each interface, except the one receives the request pgcket
. { t: filtering initiation time,d; =ad, (0 < a <0.5) }
. { install a filtering rule set conforming &S ) att}
if no attack packets dropped in {+ di] then
stop filtering
makei stateOFF
else
keep filtering
if no attack packets dropped iHf d, — d;, t +d,] then
makei stateOFF
else
makei stateON
end if
end if

© NGO ®WDNR

e il o
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Figure 3.3: Interface state decision algorithm.

communication channel to support on-demand filtering servi

Once an attack(A, V), is launched and detected by a victinfd it joins the filter
multicast session and requests filtering service by muslilcg afilter request packetThis
packet contains an attack signatu&, ), used to generate appropriate filtering rule sets,
and afiltering period d, the desired duration over which filtering is to be perform@dce
each filter receives anitial request packet, it associates its interfaces with eitresOithor
COFF state based on the following decision rule:

The state of each interface is basically determined acogrii whether it carries
the attack packets over two equal-sized intervals at thenbeg and the end of filtering
period: f,t+di] and {+d,—d;, t+d,]. Note that the range fam in Line 2 guarantees
that there is no overlap between two intervals.

Given an attack incidencéA,v), interfaces at filter nodes can be classified into

three types: 1) negative: whose interface state shouldHbeafter the first interval (Line

8In the case where a detector and a victim is not co-locateddetector will act as an agent on behalf of
the victim.
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6), 2) boundary: whose interface state shouldbiafter the second interval (Line 12), and
3) positive but not boundary: whose interface state shoeldf# after the second interval

(Line 10). The third type may happen because filtering retgue handled in a distributed
and asynchronous manner at each filter node. Note that inbiheealecision rule, even

a single packet matching with the attack signature enabiestarface to be put in the

ON state. One may consider a threshold method, i.e., only wiiemamber of packets

matching the attack signature is larger than some specliiedhold value, the interface
enter theON state.

Each filter node which has at least one interface inGNestate (referred to a@N
filter node), sends filtering reportpacket to the victim containing some filtering statistics,
e.g., the number of packets dropped on each odDNsnterfaces. Based on report pack-
ets(whether the attack persists or not), the victim canwatfiltering request by multi-
casting another filtering request packet. As the state di ederface at filter nodes has
been decided after the initial filtering request pack®¥t- filters simply ignore the request,
while ON filter nodes keep filtering &N interfaces until either 1) a filtering timeodt
expires, or 2) a renewal arrives, in which case the filteriagqal is restarted and again a
filtering report packet is sent to the victim.

Note that state information should be preserved long enthagthe next filtering
request packet arrives, i.e., next renewal. However, itishbe eventually eliminated if
no renewals arrive. Thus, once a node gets a filtering requaesiet, it restarts thstate
elimination timer (e.g., 3«d,). After the timer expires (i.e, no renewal packet prior to

timeout), it eliminates state information associated whthattack signaturéiSa y) -
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Adaptiveness

In the above protocaol, filter states are determined uporpeoéan initial request packet,
and remain fixed before they expire. However, even for theesattack incidence, the
boundary filter nodes may change due to 1) dynamic attackrpaite.g., an attacker may
have a strategy that periodically turns on and off some lattades and 2) routing instabil-
ity, i.e., packets injected by the same host to the samendgisin may travel different paths.
This requires a filtering mechanism to adapt to dynamic ceangthe set of boundary filter
nodes (interfaces).

To this end, we include eeset flagin the filtering request packet and add the fol-
lowing behavior at filter nodes: 1) if the received requestkpss reset flag is 0, then
perform the state decision procedure for ol interfaces, and, 2) if the reset flag is 1,
then perform the state decision procedure for all the iatex$ ignoring previously deter-
mined states. These rules ensure a transition fobhto OFF and a transition fronOFF to
ONrespectively. A failure in this state transition might etweally be detected by the victim,
since attack packets may reach the vicfirithus, the victim node will periodically send
filter request packets with the reset flag set to either 1 op@mniding on whether it is seeing

attack packets or not until the attack is suppressed or ends.

"Receiving attack packets at the victim side does not negessaicate the failure of state transitions.
Consider the case where there is no filter node along the waytie attack nodes to the victim. However, we
do not assume such a case.
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3.4 Tracing

3.4.1 Objective

The ultimate goal of a tracing mechanism is to identify &taodes, e.g.{a;,ap,as} for
the example in Figure 3.1. However, the goal is usually esdlabo determining the origins
of the attack, i.e.{r1,ro,r3}. This is because 1) tracing-enabled functionality is Ugual
associated with routers and 2) MAC address spoofing is dessMost existing tracing
approaches [32], [33], [34] focus on developing mechanigtnish can discover an attack
graph. Once the attack graph is discovered, the originseofattack can be pinpointed.
However, precisely pinpointing the origins of an attackas achievable when there is only
a partial deployment of tracing nodes — as is likely to be teedn practice. Thus, rather
than identifying the exact attack graph, we set up our trpolnjective as that of localizing

attack nodes by providing sets cdindidatenodes, possible attack origins.

rl4

Figure 3.4: An example of tracer deployed network.
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3.4.2 Our solution
Localization

First, we define the notion of ‘candidate nodes’ used in thegpter. Candidate node sets
are determined based on the set of boundary tracer nodeall Rat boundary tracer nodes
BTa.) are simply tracer nodes which are first met on the path oflattackets associated
with given attack incidencéA,v).

Let M, denote a network map (tree) of upstream nodes rooted atdatimyv. For
any nodem € My, let My, denote the subtree rootedrat For each boundary tracer node
ne BTy, let the set otandidate nodef n, C,, be

Cn — Mn\ U Mx.
XeMaNT

Note thaiC, is obtained by subtracting all subtrees rooted at descetdaer nodes
of nfrom the subtree rooted at For example, in Figure 3.4 where tracer nodes are shown
in black, boundary tracer nodes dme, ri1, r17, r7 } and their sets of candidate nodes are
Ci1={rs,r2}, Co = {ri1,r10,r12}, Ca = {r17,r1s,r16}, Ca = {r7,re,ra} respectively.

We further define a nodeto be aboundary negative tracemode with respect to
ne Ty if
1. cis a negative tracer node,

2. nis on the path from the root,to c, and
3. there are no other nodesTnon the path froomto c.
For examplers’s boundary negative node is while r; has no boundary negative tracer
nodes in Figure 3.4.
The key idea underlying our tracing approach is that a seaoflicate nodes con-

tains at least one origin of an attack. For example, condiideattack node; in the network
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shown in Figure 3.4 where tracer nodes are shown in black i following information:
1) r3is a boundary tracer node, 2)is a negative tracer node, and 3) the network topology,
one can conclude thdt,,r3} is a set of nodes which contain an attack origin(s).

A positiveattack graph is defined as the collection of all links and sdd&versed
by packets from each node T ) (i.€., positive tracer nodes), to the victimWe define an
expandedittack graph as the positive attach graph plus the colledti@ll links and nodes
traversed by packets from boundary negative nodes to thienvi€or the attack incidence
in Figure 3.4, its expanded attack graph is depicted in Ei@ub. Thick links and nodes

from the victim to positive tracer nodes comprise the pesitittack graph.

rli4

r20
& Negative tracer nod

@ Positive tracer node

Figure 3.5: An expanded attack graph.

Note that sets of candidate nodes can be obtained with tlwvfol information:
1) a network map of upstream nodes to the victim, 2e&pandedattack graph, and 3)
boundary tracer nodes. By overlapping the two graphs, nefwork map and expanded
attack graph, we can identify candidate node sets. The nletwap of upstream nodes to

the victim can be obtained using a tool such as Skitter [3%hat developed in [36]. Thus
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the remaining task is to obtain an expanded attack graphdamdify the boundary tracer

nodes.

Obtaining expanded attack graphs

Note that obtaining a positive attack graph is the goal oftéxg tracing approaches [34],
[33], [32]. In this section, we propose a new approach toiolrtg a positive attack graph
and then extend it to determining the expanded attack graph.

As with our filtering approach, we propose to have a multisassion support trac-
ing services, referred to asti@cer multicast sessionThis session is joined by the set of
tracer nodesT. Once an attack incidencéA, v) is detected at the victim, thanjoins the
tracer multicast session and sendsaging request packetontaining a signaturdS,\S(AN).S
Upon receiving the tracing request packet, each tracer obdeks whether it has carried
attack packets conforming to the attack signature.

In order to obtain path information from tracer nodes to diwicwe propose to
use thetracerouteprogram. Traceroute provides an executing node with a faryeath
information from it to a destination. After checking whetliteis seeing any attack traffic,
each positive tracer nodein T, ), performs a traceroute toward the victim, which enables
it to identify the forward path fronm to v. Thenn sends dracing reportpacket including
this path information to the victim. By collecting paths oejgd by positive tracer nodes,
the victim can construct a positive attack graph — a subsenddttack graph. A simple
approach to obtain an expanded attack graph is to have eegative tracer node also
perform a traceroute to the victim and send a tracing repackegt. However, this will

not scale when there is a large number of (negative) tracgesm a network. Thus, we

8Note that tracing request packets may contain the attadieince time for post-mortem tracing if it is
supported.
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propose the following mechanism. Once a tracer node isrdéaied to be positive, after
some time, the node performssaopedmulticast by sending #&acing solicit packeto
its neighborhood with Time-to-Live(TTL) set to some valle, The TTL value is first
specified in the original tracing request sent by the victibpon receiving the tracing
solicit packet, a positive tracer node simply ignores it, dnegative tracer node performs
a traceroute to the victim and sends a tracing report paokktet victim. Tracing report
packets require a flag representing whether they were gedeog a positive or negative
tracer node. Note that this mechanism makes negative tnackers withink TTL distance
from positive tracer nodes participate in the tracing ofi@na However, this mechanism
may only produce aapproximateexpanded attack graph. This depends on the scope of the
tracing solicit packet and the locations of tracer nodes. example, if TTL value is too
large or tracer nodes are closely located, unnecessaryiveegades may be included in the
graph. However, in this case, one can still identify cangideodes. In the other case, i.e.,
where the TTL value is too small or tracer nodes are too fayaare fails to obtain a set
of candidate nodes. Reflecting this practical situationclaesify sets of candidate nodes
into two classesclosedor open i.e., identified or unidentified candidate nodes respelgtiv
from the perspective of a victim. This classification degend the deployment of tracer
nodes, i.e., how many and where, as well as which TTL valusédd uTo reduce the number
of open sets, we can envisage the following scheme: afterittien recognizes existence
of sets of candidate nodes which are open, it may performhantrtacing operation with a
larger TTL value. However, even though this can reduce opemnts closed ones, too large
number of nodes in a closed set requires lots of search eifftirin the set, which in turn

makes localization expensive.
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Identification of boundary tracer nodes

Once one obtains an expanded attack graph, itis clear halemdify boundary tracer nodes
residing at the end of a positive attack graph, egr1, andr17 in Figure 3.5. However, it
is difficult to find boundary tracer nodes residing at inténaales of a positive attack graph,
e.g.,r7 in Figure 3.5. This is because the packets generated ak atbales associated with
a boundary tracer node can not be differentiated from padkgtcted at upstream attack
nodes. Note that this problem exists even with networks iickvtracers are fully deployed.
For example, in Figure 3.4y’s attack origin is invisible unless tracing componentsehan
ability to not only check if an attack packet has passed laa atquire information about
which interface(s) attack packets are flowing through. Pphitolem can be handled by the
following methods: 1) filtering and tracing can be perfornjeittly or 2) packets from
different attack nodes can be further differentiated,, éngtead of using attack signature

shared by all attack nodes, using packets themselves nfayedifiate those attack packets.

3.5 Performance evaluation

We conducted three sets of simulations varying topolognesacement strategies. The
objective was to explore two questions: how many and wheogldhfilters and tracers
be deployed in the network to be effective for blocking anthlizing attacks. We do not
claim these experiments are comprehensive. Instead, alirsgto provide insights on how
the proposed framework performs in several representséittengs. Below we first discuss
performance metrics for the proposed filtering and traciaghework, and then present our

simulation results.
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3.5.1 Filtering performance metrics

We define thecostof an attack nodeg;, as the product of two quantities: the amount of
attack traffic injected &, w(a;) and the distance from the attack node to the victiga, v).
This can be roughly considered as a measure of network i@ (e.g., bandwidth, routers’
CPU cycles, etc.) that are wasted in processing attack tsafrken a; to v. For an attack
incidence(A, V), thetotal attack cost (A,v) is

c(AV) = > w(a)d(a,V).

acA

When filter node$ are deployed and filtering is conducted at the boundarypotiaddttack

costc(A,V,F) is reduced to

C(AVF) = w(a)d(a,bf(a)).
a A

wherebf(g) is the boundary filter node associated with attack nadeTo demonstrate
the amount of traffic that can be blocked using filtering, wingetherelative attack cosy
as the ratio of the cost with filters deployed to the cost withoe.,y = c(A,v,F)/c(A,v).
Note that this cost metric is from the perspective of the onetwather than the victim.
Although the proposed metric is simple, it captures weltdess associated attack traffic
aggregation. For example, consider a local solution whegeetis a filter installed at an
ingress point only a few hops away from the victim. Accordiaghis cost functiony will

be high, capturing the situation where the attack is stitaively disrupting the victim’s

local network.

3.5.2 Tracing performance metrics

LetC; be a closed set of candidate nodes Agdoe the set of attack nodes@ For a given

attack incidencéA, v) and set of tracer nodds supposé of closed sets of candidate nodes
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are obtained after tracing. In this case, the victim willésw search for attack nodes within

Cy,...,Ck. We shall define two metrics. The first ori,, is given by

Al
@y = 2L

Note that®; is the ratio of the number of identified attack nodes to thal toumber of
attack nodes. Here, (@) is the portion of attack nodes that lie in open candidate, setd
are assumed remain undetected. To capture how ‘localihedpartion of identified attack

nodes is, we define a second metdg, as

il

P2 = Zqu\

Note that|Ci|/|Ac | represents theearch efforti.e., the average number of nodes to be
searched in order to determine attack node(sJ;inThus,®, is the average search effort
over the closed of candidate nodes. In summ@eyrepresents how many attack nodes are
identified andd, captures the search effort or degree of localization aehlidy the tracing

mechanism.

3.5.3 Simulation Results

For an attack incidencéA,v), we randomly selectA| nodes (excluding the victim) in a
given topology to be attack nodes. We assume that attacksrgmterate the same amount
of attack traffic, i.e.w(a) = c,i =1,...,|A]. We have built a tool to estimate the perfor-
mance measures proposed in Sec®@rand ??. For all of our results, each performance
metric value is the average value of 100 simulation runsa¢itincidences). For the re-
sults associated with tracing, we set 5 as the TTL value fistiicit tracing packets. For

simplicity, we assume that filtering is also performed atrmary tracer nodes, which can
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identify all boundary tracer nodes. In the simulation, wendbd consider dynamic changes

in the configuration of attack nodes during each attack erue.

Simulation |

In this simulation we use a real tree topology from [37]. Tieetwas obtained by perform-
ing traceroutes at the servermw. bel | - | abs. comto its clients and consists of around
23,000 distinct nodes. We considered a scenario where magdunaced nodes launch an
attack to the server. For the placement of tracer or filtelesdd the network, we choose
a random strategy for a giveroverage ratiop, i.e., 3 is the portion of total nodes in the

network that are filter or tracer nodes.
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Figure 3.6: Relative attack cos®{ = 25) in simulation .

Figure 3.6 shows the relative attack cost, iyeresulting from an attack involving
25 nodes and varying filter coverage ratios. Note that it hegnaex shape, i.e., a small
increase in coverage ratio can cause a large reduction attiek traffic when the coverage
ratio is small. We observe that one can reduce the attadlctbgf80% (relative attack cost
is 0.2), with a filter coverage of 30%.

Figure 3.7 showg for several coverage ratios and a varying number of attadke$10
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Figure 3.7: Relative attack cost in simulation I.

from 25 to 1600. We observe thgtis independent of the number of attack nodes. To
explain this result, we notice thatA,v,F) is roughly given bylAlw(g)E[d*] whereE[d*]
is the expected distance from attack nodes to their bourfideynodes. Likewise(A,V)
becomedA|w(a )E[d] whereE[d] is an expected distance from attack nodes to the victim.

Since we assum&(g;) is constanty simply depends on the ratio of the above two distances.
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Figure 3.8:®4(]A| = 25) in simulation 1.

Figures 3.8 and 3.9 show; and ®, respectively for an attack of 25 nodes. At a
30% coverage ratio, around 75% attack nodes can be detewlazhaverage attack nodes

can be localized to within 9 nodes. Figures 3.10 and 3.11 gdleswits for®,; and ®,
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Figure 3.9:®,(|A| = 25) in simulation |I.

respectively for various coverage ratios varying the nuntbattack nodes. We make the
following observations. Firstp; is independent of the number of attack nodes. Second,
is decreasing as the number of attack nodes increases. G&ese explained as follows.
As the number of attack nodes increase, one can see mork attdes will be placed in
closed sets of candidate nodes, which ensures more attdek mall be detected. Thub;

is likely to be independent of the number of attack nodestheamore,®, will decrease
since there are more attack nodes found in the same closdatlaensets as the number of

attack nodes increases.
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Figure 3.10:®4 in simulation 1.
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Figure 3.11:®, in simulation 1.

Simulation I

For the second set of simulations, we generated a 2000-rasdidm transit-stub graph
using GT-ITM [38]. This topology is composed of intercontegttransit and stub domains
where domains are assumed autonomous. In this setup, wenngndhoose a victim node
for each attack incidence. To investigate the performamgect of filter or tracer location,
we explore dorderplacement strategy, i.e., randomly choose the locatioritef or tracer
nodes among border nodes of domains versus randomizinglbpassible locations. This
reflects the case where a network administrator of a domaideketo provide services, the
administrator is likely to place filter or tracer nodes atdmrnodes rather than at random
locations within the domain.

The results for different numbers of attack nodes show theesgualitative behavior
as those in the previous experiments. We exhibit the refules50 node attack. Figure 3.12
showsy for various placements. For the same coverage ratio 5% a¥g Order place-
ment performs better than random, and border placementisih coverage outperforms
random placement with 30% coverage. Figures 3.13 and 3dw stsults ford, and @,

respectively. Here, we obtained an encouraging resulethet a 15% deployment of tracer
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Figure 3.12: Relative attack cogf\{ = 50) in simulation I1.

nodes at border nodes can detect more than 90% of the attdek and on average attack
nodes are localized to within 10 nodes. Additionally, we m#te following observations.
First, border placement can detect more attack nodes tmatoma Second, all random
placements have lowdr, value than border placement. Indeed even a small coverige ra
of border placement can create a well-balanced number didate sets. This reduces the
number of open candidate sets, which achieves lighCompared to this, with random
placement, the number of nodes in candidate nodes set vagydramatically. This results
in small ®,, which identifies the smaller number of open candidate $étsvever, once it

is identified to be open, its search effort becomes lessirigad a smalleid, value.
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Figure 3.13:®4(|A| = 50) in simulation II.
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Figure 3.14:®,(|A| = 50) in simulation 1.

Simulation 11l

Finally, we performed filtering simulations on a 145-nodatiing tree rooted at the server,
www. bel | -1 abs. comin [37]. The motivation for this set of simulations is to eap
the case where the victim (the server) has full control overiacement of filter nodes on
a mid-size network.

We considered anoptimal placement to be one that minimizes the total attack cost
under the assumption that each node in the network can b¢eak abde and generate the
same amount of attack packets. This problem is equivalethtet@ache location problem
studied in [37], [39], thus we used their dynamic progranmfrmulation to find optimal
placements.

Figure 3.15 shows the relative attack cost results of 2 lattedes for random
versus optimal placements. As can be seen, optimal pladsmetperform random. A

10% coverage with optimal placement can reduce attackaiaffis0%.
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Figure 3.15: Optimal vs. Randond( = 25) in simulation lI.

3.6 Discussion

3.6.1 Implementation issues
Implementation of components

In this section, we briefly present various implementatiasthrods for the components de-
scribed in Section 3.2.2. A number of intrusion detectiostams(IDS), or identification
algorithms [40], can serve as detecting components. Natethle ability to obtain attack
signatures from attack packets is a critical requiremenbio framework and is itself a
significant on-going topic of a number of intrusion deteectgystems. For tracing compo-
nents? input-debugging [41] can check tracing results only forgming traffic. By contrast,
logging [41] and hash-based logging [34] methods can peoapbstmortentracing service
which can check if even past traffic (before a query) contatteck packets. Furthermore
one can envisage that stand-alone data capture devicelREBI@N probes [42]) or sniffers
(e.g., tcpdump) can be used to provide on-going tracing@Esn a non-intrusive way, i.e.,

not affecting routing performance. Also note that therevamous filtering services avail-

9See Section 4.4 for more detailed explanations for eacintyaethod.
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able which operate at various layers of the protocol stack); &-level, TCP-level and

application level.

Security issue

To be a viable solution to defeat DDoS attacks, our framewbduld itself not be misused
by an attacker. For example, we can consider the followirgsipte security concerns: 1)
a compromised tracer provides incorrect information, apdrRattacker generates faked
tracing or filtering requests. Note that the critical saatifor the above problems is to
authenticate the source of the packets (i.e., who is serttiegequest or report packets).
A comprehensive solution addressing security concernsiifiramework, we would use a
secure multicast service. However, secure multicast aeigi still being developed [43].
Instead, we observe that a standard digital signature sshelirsuffice for source authen-
tication in our framework. As pointed in [33], if the authmattion of packets is required
too frequently, a digital signature is an expensive sotutiurring lots of computational
and space overhead. However, note that in our scheme, thetpace exchanged between

a victim and a subset of tracer or filter nodes only when reguir

Inaccurate information

As seen in Section 3.4, our tracing mechanism relies on 1)mahapstream routers and
2) traceroute results. In this section, we consider the anphinaccurate information on
our tracing mechanism. Even though the network map can leinglot using the tools
described in Section 3.4.2, we observe that it is difficulotdain an updated accurate
Internet topology. However, since our goal is not to pinptie exact attack origins, such a

map does not have to be perfect. Furthermore, note that eileouva map, the expanded
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attack graph itself can be a useful tool for identifying tegions where attacks originated.
Also, a map can be obtained in a post-mortem manner aftetackands.

Note that traceroute may not work as desired due to the manrehich routers
are configured along given paths. In addition, traceroutg moaprovide an accurate attack
path due to changes in routing and attack patterns on paaikes. However, as mentioned
above, our goal is to obtain a set of candidate nodes not mif@¢éhe exact attack origins.
Thus, inaccurate path information can be still useful. kemnore, if traceroute is per-
formed while an attack continues, attack packets and watempackets will be forwarded
based on the same unicast routing table, which produceseanourate approximate attack

graph.

Multicast routing protocol

In this section, we consider which multicast routing profosill be suitable for our frame-
work. Current implementations of multicast routing seeyican be classified into two
types: source tree and shared tree routing. In source tegimgothe distribution tree is a
reverse shortest-path treghich is formed by overlaying shortest path from each member
to a source. In shared tree routing protocols, e.g., CBT 2®IM-SM [25], the distri-
bution tree is commonly shared by all members irrespectiili@ sources. Note that in
our approach, during a time without attacks, there are na platkets injected into a mul-
ticast session. This is because the multicast session issedtfor data distribution among
members but only for tracing or filtering request distribn8 from unpredictable victims.
Therefore, the cost for maintaining the multicast sessegolmes an important issue when
selecting a multicast routing protocol. In source treeirmytthe distribution tree is main-

tained by periodic reverse-path forwarding and pruningctvincur large overheads. Thus
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we conclude that a shared tree routing protocol is moreldaithan a source tree for our
approach.

Shared multicast routing protocols can be further claskifieo two types:unidi-
rectional and bidirectional shared tree routing protocols. In a unidirectional shared t
protocol, the sender’s packets go to the core first and the iticasts them to others.
By contrast, in bidirectional shared tree routing protscaiembers can communicate with
each other without going through the core since packetsramaltboth up toward the core
and down from the core. Thus, once a shared tree routing & usédirectional routing
protocols are inefficient for scoped multicast and commatioos among neighborhoods.
The larger the multicast session and the more demands fpedauulticast, the larger the
communication overheads will be in unidirectional sharadticast routing protocols. Re-
flecting these observations, the long term inter-domaitimgusolution, Border Gateway
Multicast Protocol(BGMP) [24] constructs bidirectiondlased trees. Since our tracing
mechanism uses scoped multicast to find negative tracersnbddirectional shared tree

routing protocols will be more efficient in our framework.

3.6.2 Economic Incentives

Irrespective of the existence of feasible solutions togaie DDoS attacks, a significant
hurdle may be the lack of viable economic incentives [44}. &@ample, installing ingress
filters in a domain consumes valuable router resources aldes the overall routing per-
formance. However, its beneficiaries are likely to be ottmmains rather than the domain
performing ingress filtering. In our framework, we can eag@ the following economic
model: victims pay a fee for the services provided by tracet fidter nodes. Clearly this

gives an incentive to provide tracing and filtering servigesgictims in other domains. The
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payment may be dependent on the number of attack packetsettofne number of tracing
or filtering report packets and so on. One can further congdft victims pay a fee for

detecting services. We leave the more detailed pricing am@sins as future work.

3.6.3 Differentiated Services

As described in Section 3.6.1, various implementation oaghfor tracing and filtering
components are available with different characterisficsallow such heterogeneity in im-
plementation in our framework, we can consider providinfgedentiated services. Instead
of having a single multicast session for tracing (or filtgjirservice, we create different
multicast sessions for different services. For exampksgtisould be a multicast session for
postmortem tracing or one for application level filtering.

Note that this scheme allows 1) flexible service requestsitims and 2) hetero-
geneity in different implementation methods from diffdrelomains. Depending on the
attack scenarios, a victim can request different serviées.example, if a victim detects
an attack very late and the attack has already ended, theen ask for a postmortem
tracing service rather than tracing for an on-going one. e®ifs service requirements,
each domain may use its own methods. This requires lessastiination across network

domains, allowing more heterogeneity.

3.7 Related Work

In this section, we discuss the pros and cons of existingrekeefforts on defeating DDoS

attacks and the proposed approach in this chapter.
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3.7.1 Detection and mitigating approach

There are two types of mitigation mechanisms: host-basdd@uer-based. Host-based
approaches [45], [46] try to detect and mitigate the impéetiacks by an efficient control

of resources from the perspective of the operating systethewictim side. Even though
this helps sustain a victim longer, the victim will eventyalive in to attacks. By contrast,

in the router-based approach [40], detection and mitigatibattacks are performed at
routers. This work defines aggregateas a particular set of packets causing the overload
and proposes an identification algorithm for detection amatrol mechanisms which can
reduce such aggregates. A SYN flooding detection mechasisecéntly proposed in [47].

It is based on discrepancies between SYN and FIN packetsstaieless and requires low

computational overhead to detect SYN flooding attacks.

3.7.2 Proactive filtering approach

Ingress filtering [29] and route-based filtering [30proactively prevent attacks employing
spoofing. Routers are configured to drop packets whose stRiemiresses are illegitimate
based on routing and network topology information. Ingr#ssring uses simple direct
connectivity information, so it is usually performed at ¢her routers in stub networks [29].
However, in transit networks, it lacks the ability to digfinsh between legitimate and il-
legitimate packets and its effectiveness can only be gteedrnvia wide deployment. To
overcome these weaknesses, a route-based mechanism ff@@insfiltering using source
reachability information imposed by routing and networkdlmgy. By using additional
network topology information, route-based filtering regsiless coverage than ingress fil-

tering to be effective.

10Route-based filtering approach also has a tracing by-ptpdes attack origins can be localized to a set of
AS (Autonomous System) sites.
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3.7.3 Tracing approach

As indicated by recent work on tracing mechanisms [34], [328], tracing can be an
effective way of discouraging attackers. The identified posmised hosts intentionally or
unwillingly participating in attacks can be isolated fronetinternet or can provide clues to
the real attacker. Existing tracing approaches can beifidasmto the following two types.
The first type is a query-based approach where trail infdomas queried to tracing
components in the network. The query is usually performetiéreverse direction of the
attack packets, i.e., from the victim toward the source{ghe attack. Checking whether
attack packets have been forwarded by given routers canielmoseveral currently avail-
able techniques: logging packets using monitoring todl$ ¢4 input debugging which can
identify which ingress port was used by packets departing given egress port. How-
ever, there may be a high storage overhead for logging methnd some adverse effects
on routing functionality when input debugging is used. Tercome these problems, in the
hash-based logging approach [34], routers store packesdigenerated by a hash function
rather than the packets themselves. Upstream routers victira are successively queried
for attack packets in a reverse path flooding manner. A kegpratdge of this approach is
that it is capable of tracing a single recently forwardedgaevhile keeping privacy. How-
ever, tracing queries should be initiated early enough dbatopriate digest entries have
not been overwritten by more recent packets. Note that gjneeies are sequentially pro-
cessed in the query-based approach, the malfunctioningnoé sracing components may
not deliver a query to upstream routers, which result in #ileife of tracing operation.
Another tracing alternative is based on partial path inftion which is proactively
sent to end hosts when packets are forwarded. Once attazkietacted, the victim can

reconstruct the routes attack packets took based on st@iethtormation. In the iTrace
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method [48], [49], with a low probability routers send eXt€MP messages including their
own addresses to the end host. By contrast, IP marking schi88g[33] can eliminate
the extra ICMP messages used in iTrace by having routersabiltically inscribeedge
information (represented by two routers at the end of a lonkp a traversing packet. The
advantage of this approach is that it enables incremenpddg®ment while keeping router’s
overhead low. However, as pointed out in [50], in the presarienultiple attack nodes, the
approach suffers from a scalability problem, i.e., ungetyain identifying origins of at-
tack packets increases proportionally with the number désan a distributed DoS attack.
Furthermore, due to its probabilistic character, the smtuts confined to tracing attacks
associated with large volumes of traffic. Note that in thisosel approach, end hosts need
to proactively save incoming packets irrespective of wie#n attack is ongoing, requiring
large storage overheads at end hosts.

Schnackenberg et al. [51] propose an IDIP (Intruder Deiactind Isolation Pro-
tocol) for automated intrusion response systems that ctetida DoS attack and request
upstream network elements to block the traffic. Their wodui®es on standardization of a
set of protocols for interaction among infrastructure comgnts to realize a simple query-

based tracing idea.

3.7.4 Characteristics of our solution

In a proactive filtering approach, filters need to maintaimrged number of filtering rule
sets and examine every single packet. We envisage a langdfitteaing framework, which

suffers from the complexity of managing a large number dfffittg rule sets. Furthermore,
if attacks are infrequent, valuable resources may be widteglevant filtering rule sets are

applied to packet flows. By contrast, our filtering mechanisms soft state properties, e.g.,
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renewal and expiration of filtering, which significantly tees complexity of managing
filtering rule sets.

The conventional reactive filtering approach confined tanglsiadministrative do-
main containing the victim has its limitation. Once atta@clets (possibly generated at
multiple locations) have been aggregated into large trélffiws, attack traffic can over-
whelm the local domain and make local filters inoperable; @Esalt, the filters are victim-
ized. Note that our filtering mechanism is designed to qyia#éntify a set of boundary
filter locations so that attack packets might be dropped@sedchs possible to their origins
before they are aggregated.

The key requirement for reactive approaches — promptness-be met by the
use of multicast communication in our framework. This is¢hee when a request packet
is distributed in real time via multicast, so filter/trac&des can respond concurrently and
quickly. The use of IP multicast provides the following adifial advantages. First, there is
no overhead in managing a list of cooperative filter/tracatas on detector or filter/tracer
nodes, leading to improved scalability. This feature cofn@s the member abstraction
property of multicast service, i.e., members can join aagidea multicast session without
explicit knowledge of its membership. Second, the propasedhanism is robust even in
the presence of some malfunctioning filter nodes or paclsseln In a sequential query-
based approach, the query process may be terminated dueket passes or malfunc-
tioning of some filter nodes. In such situations, our apgnoaay not result in optimal
filtering/tracing operation, i.e., filtering is performedrion-boundary filter nodes(or attack
graph is not accurate), but it may still work well. Finallyuhicast ensures an efficient use
of network resources — a single packet traverses each litleimulticast distribution tree

and is replicated at fan-out points.
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3.8 Conclusion

In this chapter, we presented a new multicast-based fiffenmd tracing service framework
to defeat DDoS attacks. The proposed filtering mechanisrhgsusltering operation to
boundary nodes so that attack packets might be dropped s atopossible to their ori-
gin(s). If we assume that attacks are infrequent, our filgermechanism can achieve more
efficient use of network resources versus proactive salstiondeed when no attacks are
ongoing, only a multicast session needs to be maintainetthouti overheads associated
with filtering operation. In this chapter, we consider thelgaf determining sets of candi-
date nodes for localizing attack origins under a partialagpent of tracing components,
and propose a mechanism to achieve this end.

A significant challenge of large scale deployment of both lmeisms is handled
by a novel use of IP multicast and soft-state. Furthermageutie of IP multicast provides
a number of desirable characteristics, e.g., fast respoose of key requirements for re-
active solutions, and robustness. Additional contrimgiof our work include a number
of practical considerations: 1) addressing economic itvesy 2) using currently available
equipment and technologies without major router modificetj and 3) allowing incremen-
tal and partial deployment.

The performance evaluation for the proposed framework sttbhat a small cover-
age ratio of well-placed filter or tracer nodes can achiefieiefit blocking and localizing

of attacks.
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Chapter 4

Topology-sensitive Subgroup

Communication

4.1 Introduction

Due to its bandwidth efficiency, IP Multicast is the preferdata delivery method for large-
scale interactive applications such as distributed iot&m simulations (DIS), video con-
ferencing tools and multi-player games. Although the mamioe such applications join
a multicast session for some common goal, abundant cordet#,type and heterogene-
ity in members’ interests naturally lead poeference heterogeneityithin sessions [52],
requiring frequent communication withisubgroupsof members sharing common inter-
ests/requirements. A multicast session shared by all men(tederred to as the global mul-
ticast session) can be used to support subgroup commumicitdwever, this may lead to
inefficiency, i.e., packets are delivered to the entire, tnddch results in wasted bandwidth

and CPU processing power to transmit and handle unnecegaakgts. This is referred
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to as theexposureproblem. The exposure problem can be completely eliminidigata is
only forwarded along a tree induced by the members of eadrsup, as required. This
can be achieved by creating a new multicast session for edogdraup. However, this re-
quires routers to store multicast forwarding state infdromefor each subgroup, which can
cause a significant scalability problem as the number ofrsuipsg increases [53, 54]. Thus,
mechanisms to handle preference heterogeneity shoultdeot®th the exposure problem
and the scalability of increasing multicast forwardingetéost existing approaches to the
preference heterogeneity problem focus on developiasteringframeworks, i.e., given a
limited number of multicast sessions, determine how to tlester multiple subgroups into
multicast sessions based on a preference matrix [52] oe@apositions in a virtual cell

[55].

@)

Figure 4.1: An example of TSC forwarding structure

In this chapter, we propose a topology-sensitive subgraupneunication (TSC)
mechanism to support efficient subgroup communicationrigelscale multicast applica-

tions. Our TSC mechanism allows members in a subgroup toantously build a TSC
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forwarding structure consisting of multiple unicast andpsd multicast connections. For
example, consider a distribution tree for a multicast ses<5, in Figure 4.1(a). All end
nodes are members & and the black end nodes are members of a subgr@um our
scheme, wheia wishes to send packets to other memberS, ipackets will be delivered
as follows: (1)a — b via unicast; (2)o — c via unicast; and, (3t — {d,e, f} via
multicasting with a TTL scope of 2 as shown in Figure 4.1(a¢ a¥sume that the multicast
tree forG is a bidirectional shared orfeNote that in the example, the use of unicast can
suppress the exposure and the use of scoped multicast earerddgplicate packets travers-
ing the same link. Our approach does not require the creafiorew multicast sessions,
which can completely eliminate any additional multicagivfarding state except those of
the global session. We attempt to minimize exposure by @kmjospatial locality among

members within a given subgroup.

This chapter is organized as follows. In Section 4.2 we dis¢www to construct and
maintain a TSC forwarding structure. In Section 4.3, wewsts and compare the proposed
TSC mechanism with other schemes in various environmenesdig¢uss related work in

Section 4.4 and conclude this chapter in Section 4.5.

1our mechanism targets many-to-many large-scale multi@gglications where each member can be a
sender and/or receiver. For such applications, it is gégexgreed that shared multicast routing protocols are
more efficient than source based ones. Even though PIM-Shlywideployed for shared multicast routing,
takes a unidirectional forwarding mechanism, we argue liiditectional forwarding mechanisms are more
efficient. The larger the multicast session and the more émeatid for local communication, the larger the
overhead incurred by using a unidirectional tree. Reflgctirese observations, the long term inter-domain
routing solution, Border Gateway Multicast Protocol(BGMPR4] currently under development, constructs
bidirectional shared trees.
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4.2 TSC forwarding structure

GivenG andS={a, b, c, d, e, f} as shown in Figure 4.1(a), Figure 4.1(b) depicts an ex-
ample of a TSC forwarding structure exhibiting an overlay&ure among members in
subgroupS. The solid and dashed lines represent unicast and TTL scop#itast respec-
tively. Subgroup members in a TSC scheme are classifiedwaddypes: normal or head
members. A normal member is associated with a head membad rHembers, denoted by
a setHs, communicate with each other via unicast connections in@ fbi8varding struc-
ture. The role of the head members is two-fold: 1) they pigdie in constructing a unicast
overlay structure, and 2) they perform scoped multicastvdoding to their associated nor-
mal members. We define asland as a set of nodes consisting of a head and its nhormal
nodes. Note that it is possible to have one member islandeathere are no normal nodes
associated with the head node. For examidle= {a, b, c} and{a},{b}, {c, d, e f} are
islands in Figure 4.1(b).

Note that if there are only one-member islands in a TSC fatimgrstructure, this
completely eliminates thenember exposurproblem. However, this will introduce per-
formance penalties, i.e., duplicate packets on the samsigath\links. The use of TTL
scoped multicast may reduce such bandwidth wastes in tieendaare subgroup members
are clustered with each other. Thus, our goal is to build a i®@&arding structure which
minimizes wasted bandwidth while limiting the exposure oh+subgroup members given
a multicast sessio® and subgroup preferences for each memb&.iBuilding TSC struc-

tures involves two stages: constructing islands and thanexding islands.
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4.2.1 Constructing islands

Let the setN(a,t) be the set of neighbors @ i.e., nodes within a TTL distance ofof
a nodea € G, excludinga itself. Note that ifa performs a scoped multicast with a TTL
scope oft, packets will be delivered to all the nodesNria,t). Let Ns(a,t) denote the set
of subgroupS members iN(a,t), i.e., {njn € SNN(a,t)}. For example, in Figure 4.1,
N(c,2) = {d,e f,g} andNs(c,2) = {d,e f}. Forae Sand a givert, the exposure ratio
Bs(a,t), is defined as follows:
1 if IN(a,t)| =0,
Bs(at) =

\N(a,t)\NS(a,t)\
IN(at)|

, otherwise
Before proceeding, we briefly describe how each member canpgte an exposure ratio
for a given TTL scope. LeL, be a set of subgroups which a membewishes to join.
Each membera € G, periodically multicasts aubgroup advertisemepiacket containing
L, with a fixed TTL distance&k. Then each member can maintaiff aL-neighbor profile
storing tuples of all neighboring members and their subgiis along with TTL distance
up tok. 3 Figure 4.2 shows an example of the TTL-neighbor profile of ipera in Figure
4.1 wherkis 5. With the TTL-neighbor profile, each node can easily inb¢éaposure ratios
up to TTL scopes ok. Note that the scopk value should be large enough to create an
efficient and large island, but also should be small enougtonacur too much traffic.

Note that the exposure ratfés(a,t) can indicate whether a scoped multicast per-

formed bya with a TTL scope ot is efficient or not. That is, when the exposure ratio is

low, scoped multicast can be considered an efficient dglirethod.

2A\ B represent# minusB, i.e., elements from that are not irB. |A| denotes the cardinality of a sét

3Distance information between members can be obtained lesemserting initial TTL value in packets.
This enables a receiver node to compute its TTL(path) distéiom the sender by simply subtracting the value
in TTL field from initial TTL value.
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Figure 4.2: TTL-neighbor profile af in Figure 4.1

Since we envisage that a head node forwards packets to itsahaoodes viaa TTL
scoped multicast for subgroup communication, an islandoeaspecified by a head node
and an associated TTL scope. Note that constructing islasres (1) each member $
to decide its role between head and normal, (2) a normal riodedide its head node, and
(3) a head nodéye Hsg, to decide its TTL scope, calleddius, rs(h). Note that there is an
important trade-off in selecting the radius. If it is toodar there may be a high exposure,
and if it is too small, we underutilize the use of scoped roakts. To make a trade-off, we
introduce arexposure threshold to control the degree of exposure. Thus, the goal is to
make the radius as large as possible for a given allowablesexg threshold. Since each
node,a € S initially considers itself to be a head candidate, eactermminputes its radius
as shown in Figure 4.3.

If there are no TTL scope values with exposure ratios thaeasethare for a nodea
(line 2),a sets its radius and exposure ratio to 0 and 1 respectively 8)). Line 5 indicates
that each node chooses as large a radius as possible givepasuee threshold. Line 6 and
7 try to reduce the radius if there are unnecessary bandwiastes. For example, consider
two cases where a nodechooses its radius as 2 or 4 respectively in Figure 4.1 (agnEv

though the exposure ratios of both cases are the same, wigetlction of a larger radius
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1: LetT ={t|Bs(a,t) <&, 0=t <k}where0=e<1

2: if [T| =0then

rs(a) =0 andBs(a,0) =1

4: else

5  thn=maxtteT}

6: if there existst, € T such thatNs(a,t, — 1) # Ns(a,ty) =Ns(a,thn + 1)= ... =
Ns(a,tm— 1)= Ns(a,tm) then

w

: rS(a) =1,
8. else
9: rS(a) =1tm
10: endif
11: end if

Figure 4.3: Radius selection algorithm

i.e, 4, packets will traverse more links than with a radiu&.of hat is, the goal of the radius
selection algorithm is to minimize bandwidth waste whilésfging the exposure threshold
constraint. Figure 4.4 shows an example of the radius aecisile for nodec in Figure 4.1
where an exposure thresholg s 0.4. In this exampld;, andt, are 4 and 2 respectively.

A weight vectorof a, ws(a), is defined as a 3-tuple including the exposure ratio,
radius and node ID, i.es: Bs(a,rs(a)), rs(a), ID(a) >. An IP address can be used as an
ID of a node. The elements of the weight vector are ordered@xiaographical manner.
That is, a weight vector for a nodeis lessthan that of a nodb, ws(a) <ws(b), if
1) Bs(a,rs(a)) < Bs(b,rs(b)) or
2) Bs(a,rs(a)) = Bs(b,rs(b)) andrs(a) < rg(b) or
3) Bs(a,rs(a)) = Bs(b,rs(b)) andrs(a) =rg(b) andID(a) < ID(b).

Once each membea, has a weight vector, the choice of a head node is based on
the weight associated with each node: the lower the weigathofde, the higher its priority
to assume the role of head. This idea is similar to the algorifor organizing mobile

nodes into clusters proposed in [56]. Each noaleadvertises its weight vector only to
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Figure 4.4: Radius selection ofin Figure 4.1

N(ars(a)), i.e., performs a scoped multicast with scogéa). After gathering neighbors’

weight vectors, each node hominates the one with the lonaightwector to be its head and
notifies its head of its decision. Once a nodds elected by at least one normal memler,
becomes a head member. Note that a node can nominate itbelféfis no other node with

lower weight vectof. Also note that this algorithm may generate overlappingnid$a

4.2.2 Connecting islands

Once each member decides its role, the head memdgrare responsible for connecting
islands, i.e., building an overlay structure consistinguoicast connections among head
nodes. This problem is similar to recent research being weted on application level

multicasting [2, 3, 4]. Our solution is to build filial relathships among head members
based on TTL distance information. Each head member finggient head member. If a
head node nominates itself as a parent node, it becomues head node for the subgroup,

S This strategy, i.e., finding its own parent, guaranteesawery head member participates

4This includes the case where a node is so far away from ottuesnitiat other nodes’ weight vectors are
unavailable.
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[EEY

: C={neHgld(n,r) <d(h,r)} whered(h,r) denotes TTL distance betwearandr.

2: if |C| # Othen
3: D =argmind(n,h)
neC

4. p(h) =argminID(n)

neD
5: else
6: C={neHgld(nr)=d(hr)}.
7. p(h) =argminID(n)

ne5
8: end if

Figure 4.5: Parent head node selection algorithm

in constructing the overlay structure.

Suppose aeferencenode,r € G, periodically sendseferencepackets to the entire
sessior?. When receiving reference packets, each member can obtdigtance between
itself and the node. This distance information is used to build parent-chilhtrenships
among head members in the session. The parent modeof a nodeh € Hs, is selected
based on the following rules: Choose the one with the clostéate ta than that of itself.
If multiple nodes satisfy this condition, then choose thdenwhich is the closest to itself.
If there are again multiple nodes, then choose the one wétlothest ID. Figure 4.5 and 4.6
present the detailed algorithm and an example of the paededteon process respectively.
In Figure 4.6, the number in parenthesis is the ID of the nblige that node would select
its parent in Step 4 of Figure 4.5 while nodesb would select their parents on Step 7.

The only required information in the above algorithm are Tdiktances among
head members. Thus, each head mentbers, puts two additional pieces of information
in its subgroup advertisement packetsddf), r) and 2) the fact that it is a head node. How-
ever, in the case where its parent head node may be furthekttthe scope of subgroup

advertisement packets) hops away, an expanding ring sg8tlcan be used to find the

S5Note that the reference node is not dependent on any subgroup
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Figure 4.6: An example of parent selection algorithm

parent head node. Once each nddesends garent nominatiorpacket, then its parent

node,p(h), sends back parent confirmatiorpacket, which sets up a filial relationship.

4.2.3 Forwarding and maintenance of a TSC mechanism

While each nodea € S, sets up a relationship among membersSirit needs to build a
routing table,Ts(a) for subgroupS communication. A normal node simply maintains an
entry for its head node. A head node stores its radius angtemrnodes which have filial
relationships, i.e., one parent and its children, if anye Tédius entry in the routing table
represents a scoped multicast in tAesession with the TTL scope of the radius. Then the
following two rules suffice for subgrouf communication: (1) if a nodeg, is a source
node, broadcast packets over entrieddfa) and (2) if a node is a relay node, broadcast
packets over entries ifis(a) except the one from which packets are received.

Note that during the multicast session, the interests of beesnmay change and
members may leave or join the global multicast session. 8yoamics are handled by
periodic subgroup advertisement packets injected by eaahbar. A change of interest
or membership will produce different TTL-neighbor profileading to a change in the

weight vectors. If a normal node wishes to change its hea@,nbaotifies the previous
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head node of its intention, so that the head which no longsramy normal members,
can become a normal member. When a head node leaves or beaamesal node, it
notifies its parent and children of the event, so that theyatetheir routing tables and find
other parents. Consider the case where nodes abruptlyrfthleonetwork is partitioned,
wherein explicit notification is impossible. In this caseripdic subgroup advertisement
packets indicate the liveness of members, thus our mechatas dynamically adapt to
the situation. However, since there is a scope limit to soilpgradvertisement packetsif
Section 4.2.1), parent and child nodes whose distancetiefahank, need to periodically

exchange acknowledgment packets.

4.3 Evaluation

We conduct simulations to study various issues and traideiofapplying the proposed
TSC mechanism in multicast applications. Our goal is tostigate in which environments
it is advantageous to apply the proposed mechanism. For arigop, we examine the
performance of the following schemes for subgroup comnaiian.

¢ Global Multicast: This represents a scheme that simply uses the original Igholbiéicast
groupG for subgroup communications.

e Unicast-Only: This scheme constructs unicast overlay trees among sybgnembers.
Though there have been numerous overlay schemes presamagse our methods for
constructing overlay structures. That is, this scheme earohsidered as a TSC mechanism
with O exposure ratio.

e TSCe: This represents our proposed scheme witls arposure threshold.
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4.3.1 Performance Metrics

To evaluate our TSC mechanism, we use the following metrics.

e Cost ratia Let us define theostof a subgroup communication using schefrigy C; (S),
the total number of links traversed by packets generatedstoldite a unit amount of data
for Ssubgroup communicatichFor example, in the case where a new multicast session is
created, the cost of subgro§rommunication, denoted pen(S), is simply the number
of links in the tree induced by subgroup members. SByeg(S) can be considered optimal,
we define acost ratioy; as the ratio o€Cs (S) to Crew(S), i.€.,Yi = Ct(S)/Cren(S). A value
close to 1 for the cost ratio metric represents an efficieatafidandwidth.

e Global member exposure ratidet E¢ (S) be a set of members i@ exposed while ap-
plying a schemd for subgroup communication among a set of users. glbbal member
exposure ratipB, is defined a%. The higher the value @+, the more members are

exposed.

4.3.2 Methodologies

We have built a simulation tool to compute the above two rogtrMWe measure them by
varying the following elements.

e Topologies:We use real multicast trees gathered in [57]. Note that shigackets will
follow the same path taken by multicast packets in our sitrarianvironment, which may
not be the case in real world. However, as shown in [57] theietopological closeness
between unicast paths and multicast paths. Thus, we bdhetehe performance results

are valid.

For simplicity, we assume that a link cost is symmetric anitlaost. However, the cost can be generalized
with inclusion of asymmetric and variable link costs.
7In the simulation, we do not consider a dynamic membershmgé.
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e Subgroup densityWe vary density of subgroup members from sparse, to mideraing
dense.

e Subgroup membership distributiowe follow the same methodology as proposed in [54]
to model topological correlation within a subgroup, i.e.yath random, affinity/disaffinity
and distributed clusters. Affinity mode emulates subgragpidutions with members that
tend to cluster together and the disaffinity mode is for tHegsoup member distribution
that tends to be spread out.

We create a subgroupwith m nodes for affinity and disaffinity modes as follows:
initially S has no members and we choose subgroup members one by onéné&aolval
sessionG until |§ = m. The first node is randomly selected. A&t node selection, we
assign a probabilityp; = 5‘? to each nodey € G\ S, whereg, = rr]?eir%d(ni,nj) anda is
calculated such thaty pj = 1. Then, we randomly select a subgroup member among
C={njm e G\S p:n;G})S} wherep is a random value from 0 to®.We use6 = 15 and
0 = —15 for affinity and disaffinity respectively.

In the distributed clusters mode, a few clusters are ranglspdttered in the tree and
each cluster is modeled according to the affinity mode. Weateadda number of clusters
that was linearly increasing as a density of subgroup ise®d.e., B+ density 2.

e Scope of subgroup advertisement packéle vary scope of subgroup advertisement

packet to investigate its impact on the performance of o W&chanism.

4.3.3 Results

Since our results for the various topologies in [57] showilsinmtrends, we only present

results for the real multicast tree shown in Figure 4.7. hsists of 2359 nodes and 1487

8If |C| = 0, then choose a differemtvalue.
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end nodes(members).

Figure 4.7: A global multicast tree topology

The following figures show the cost ratio and member exposatie results vary-
ing subgroup densities for the various node distributiong set 7 as the TTL scope for
subgroup advertisement packets. In each figure, we presdontmance metrics for global
multicast, unicast-only, TSC-0.2 and TSC-0.6 schemesh paint in the figures represents
an average over 100 different subgroup distributions feemgidistribution mode and den-
sity. We do not include the member exposure ratio of the @tioaly scheme since it is
always 0.

Figure 4.8 shows the results for random node distributidvis observe that the cost

ratio of global multicast scheme heavily depends on theigeofssubgroups: the larger the
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Figure 4.8: Random mode

density of a subgroup is, the lower cost ratio of global neakit is; above 20% density
global multicast beat all the other schemes in terms of tiséredio. However, the member
exposure ratio of global multicast scheme is higher thaerasichemes for all densities.
Also note that the member exposure ratio of global multiasbnstant regardless of sub-
group members’ distributions. For low density regimes, Wweanve that unicast-only and
TSC schemes show similar results. This is because memigeraradomly distributed and
the density is low, TSC generates one-member islands in cassis. As subgroup density
increases, TSC outperforms unicast-only by using scopéticamt. TSC-0.6 achieves bet-
ter cost ratio than TSC-0.2 as density increases since T68ebeme aggressively forms
non-one member islands. However, better cost ratio pedoom is at the expense of more
member exposure ratio as shown in Figure 4.8 (b).

Figure 4.9 shows the performance results for subgroupsneities placed based on
the affinity distribution. Note that since in the affinity memyanembers are spatially clustered
together, a global multicast scheme causes an excessivatiose.g.y= 23 at 5% density.

The cost ratio of TSC mechanism is almost two times lower th@oast-only scheme for
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Figure 4.9: Affinity mode

the range of densities. TSC-0.2 and TSC-0.6 have almoskathe sost ratio results since
members are clustered so that the exposure threshold gatoe & major factor for creating

islands any more. Also note that TSC mechanisms achievg faw member exposure

ratios.
5 - - - 1 - —
—k global multicast %g [g;g?glzrnumcasl
45l —>unicast-only 1 0.9F O ts0-06
) O tsc-0.2 se-0.
- tsc-0.6 08k
Ak
ot
o
35 o
° 506r
g g
= 3 05
] 3
© ]
Loar
250 g
[}
So03f
P
0.2
150
01f
1 L L L L L L L 0 O fan'dl n T n o) L L
0 10 20 30 40 50 60 70 80 0 ™ 20 30 0 50 60 70 80
Density Density
(a) Costratio (b) Member exposure ratio

Figure 4.10: Disaffinity mode

Figure 4.10 depicts the results for the disaffinity disttilbo mode. Both cost ratio

and member exposure ratio results show similar trends setfar the random case except
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that in the mid-range of densities, the cost ratio of TSC raa@Ems is slightly higher than
that of the unicast-only scheme. This can be explained simaabers are spread out from
each other in a disaffinity mode, the effort to form islanda IFSC mechanism leads to more
link exposure by scoped multicasts. However, for high dessithe cost ratio eventually

benefits TSC mechanisms.
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Figure 4.11: Distributed clusters mode

Figure 4.11 shows the performance results for the distibatusters distribution
mode. We observe that the results are similar to the affindgen

Figures 4.12, 4.13, 4.14 and 4.15 show the performancesdsurandom, affinity,
diaffinity and distributed clusters respectively varyihg scopek) of subgroup advertise-
ment packets, i.ek = 2,4,7,10 with TSC-0.6 scheme. Note that the scéparovides a
hard limit for the radius of islands, i.e., the radius cannetlarger thark. We observed
that all four distribution modes show similar results foryiag scopes of subgroup adver-
tisement packet as follows. First, as the scope becomedesymaember exposure ratio
decreases. This is intuitive since a smaller scope doesliout large islands, which can

reduce member exposure. At the extreme case wher@, the member exposure ratio is 0.
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Figure 4.12: Random mode (TSC-0.6)

Secondk = 4 is the best choice for the cost ratio metric for all disttitma modes. Though
smaller scopes generate smaller member exposure ratiayiunderutilize scoped multi-
cast to reduce the cost ratio. Also, if TTL scopes are toelditey generate high cost ratios
due to large islands. Thus, an intermediate scope valuercauge the lowest scope value,
which isk = 4 for our simulation results. Third, even a small scope caregee pretty
low cost ratio for all distribution modes. For examplke= 2 achieves slightly higher cost
ratio compared t& = 4. This result demonstrates that most benefit from scopetoast
can be achieved with even small scopes. This is an encogragsult since the overhead
for control messages for TSC mechanism can be significaetiyaed by using subgroup

advertisement packets with small scopes.

Through the simulation studies, we observed that diffesaiigroup membership
distributions and varying subgroup densities heavily efiice the performance of the schemes
for subgroup communication. As expected, the TSC mechaléstafits greatly from clus-

tered distributions (affinity and distributed clusters mgd The TSC mechanism also
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Figure 4.13: Affinity mode (TSC-0.6)

achieves fairly stable cost ratios (from 1.5 to 4) irresipecbf variations in density or

distribution modes.

4.4 Related work

The scalability of state associated with multicast fonirgdy routers has been one of the
significant issues for the wide deployment of IP multicagtd&ction of multicast forward-
ing state at routers can be achieved through aggregatiolintnation of non-branching
approaches. In [53], multiple multicast forwarding erdrere aggregated if entries have
adjacent group address prefixes and matching incoming agadiog interfaces. The goal
of dynamic tunnel multicast [58] and REUNITE [59] is to reéunulticast states by elimi-
nating non-branching point. That is, only fan-out (brangipoints keep state information,
which is mostly beneficial in a sparse distribution of mersb&tote that the above two ap-
proaches require the modification of routers, which may taksng time to be deployed.
The clustering schemes aim to efficiently cluster members anlimited number

of multicast sessions based on a preference matrix [52] ayepd’ position in a virtual
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Figure 4.14: Disaffinity mode (TSC-0.6)

cell [55]. Note that the first two approaches (aggregatioth mon-branching elimination)
are at the routing level, that is, trying to eliminate mwdstforwarding state at each router.
However, the clustering schemes are at the applicatioh iewg aim at reducing the number
of multicast groups using application specific informatidrhus, the first two approaches
can be applied to any single multicast group and the clugfexthemes are for large-scale
multicast applications requiring lots of subgroup comngation, which is our aim in this
chapter. Note that in clustering schemes, there is a cantiat where all the member’s
preference information should be gathered. Due to not ordggssing overhead but also
communication overhead this is unlikely to scale nicely whwere is dynamic change of
membership or preference in a large-scale multicast seskia@ontrast, our approach is a
distributed algorithm wherein the forwarding decision iada at each node.
Our approach should be contrasted with a number of recetitafpn-level mul-

ticast studies, e.qg., [2, 3, 4]. First, the goal of applmatievel multicast is the replacement
of IP multicast due to a number of challenges such as infretstre modification, reliabil-

ity, flow and congestion control. However, we use the endrd-approach for reduction
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Figure 4.15: Distributed clusters mode (TSC-0.6)

of multicast forwarding state in large-scale multicastlaagions. In our view IP multicast
and application-level multicast may coexist and IP musticaill survive as an important
delivery mechanism to serve large-sized groups. Secomd,®0 mechanism is not a sim-
ple adaptation of unicast overlay solution to the prefeedmeterogeneity problem. It uses
scoped multicast by exploiting spatial locality among mersb By varying the exposure
threshold, it can position itself in the middle of two extreipoints: a global multicast and

unicast overlay solution.

45 Conclusion

In this chapter, we designed and evaluated a topologyisensubgroup communication
mechanism to handle the preference heterogeneity proldange-scale multicast appli-
cations. Our TSC mechanism takes a complete end-to-endagpwhich eliminates addi-
tional creation of multicast groups. Depending on the loeadsity of subgroup members,
members in the session self-configure into islands and folimg structures. Within is-

lands, scoped multicast is used to derive benefit from cledtenembership distribution
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and between islands, unicast is used to reduce unnecesgayuee. Throughout our sim-
ulations, we observe that our TSC mechanism performs in sistent way over diverse

densities and distribution modes of the subgroup.
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Chapter 5

Fast Content Replication

5.1 Introduction

Content delivery networks (CDNSs) are deployed to improvsvoek, system and end-user
performance by caching popular content on edge serverehbckose to clients. Since con-
tent is delivered from the closest edge server to a user, GlaNsave network bandwidth,
overcome server overload problems, and reduce delays tdients.

CDN edge servers were originally intended for static weltewt e.g., web docu-
ments and images. Thus, if the requested content was nédlaleadr out-of-date, the local
server would contact the original server, refresh its lecgly, and send it to the client. This
pull type of operation works reasonably well for small to mediuee sveb content, since
the performance penalties for a cache miss, e.g., addith@taork traffic from the original
server to the local server and higher delay to the clientpataignificant. However, CDNs
have recently been used to the deliver large files, e.gtafligiovies, streaming media and
software download packages. For large files, it is desirebleperate in gpushmodel,

i.e., replicating files at edge servers in advance of usedseasts, since their distribution
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requires significant amounts of bandwidth. The downloaeg$imay be high, e.g., 20 min
media file encoded at 1 Mbit/s results in a 150 MBytes file, oigh lguality digital movie
may be around 700 MBytes. Such push style file replicationsacdistributed machines is
also required for web mirror services.

In this chapter we consider the problem of content distidoutcross geographi-
cally distributed nodes. Our focus is on distributing lafies such as software packages
or stored media files, and our objective is to minimize theraVeeplication time, i.e.,

minimizing the worst case download time to a set of receivers

5.1.1 Related work

IP multicast [1] is an efficient one-to-many delivery methvddich can provide a number of
operational advantages for content and network providersdiucing the overall resources
consumed to achieve such distribution. A single packestratted by the source traverses
each link in the multicast distribution tree to all receiv@r the multicast group. However,
the deployment of IP multicast has been hampered by a nunilEratienges including
the need to modify infrastructure and the need to suppaethiéty, flow, and congestion
control.

Limited network layer support for multicast in the Internetiay, has led to active
research on end-system approaches [60], [61], [3], [63].[68], [64], which do not re-
quire such infrastructure support, i.e., all multicasatedl functionalities, including group
management and packet forwarding, are implemented at extelnsy. In this architecture,
hosts in the group cooperate to construcomarlay structure of unicast connections. One
advantage of this approach over IP multicast is that pp#gioig hosts have the flexibility to

choose which overlay structure is constructed. Thus thseagbssibility of routing around
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congested links. Furthermore, participating hosts magrigure their overlay structure
to adapt to dynamic changes in network congestion. Thusymsgisting end-system so-
lutions [60], [61], [3], [62], [4], focus on constructing @econfiguring a “good” overlay
structure to optimize the performance according to theiegipbn’s requirements.

However, the above-mentioned flexibility in building owrlstructures comes at
a price. That is, building optimized overlay structuresuiegs path quality information
among hosts, which in turn must be obtained through probBigce overlay paths may
share common physical linksgquentialprobing to estimate available bandwidth on end-
to-end paths (i.e., without the presence of other overlaly peobing) may result in poor
choice. If this is the cas@int probing over a large number of combinations should be per-
formed, which may lead to huge overheads. After building\arlay structure, participants
need to maintain it by exchanging control signals. To adagyhamic network situations,
additional monitoring of alternative paths may be requirédrthermore, while restructur-

ing happens, further overheads may be incurred due to lokepaor reconfiguration.

5.1.2 Contributions

To improve the delivery time in distributing large files iretlicontext of a content deliv-
ery network, we proposeBastReplica which is also an application level approach [65].
FastReplica uses two key ideas: (1) file splitting and (2)tiplel concurrent connections.
That is, the source divides the original file imm(the number of receivers) chunks, and
concurrently transmits a different chunk to each recei@anwhile each receiver relays
its chunk to the remaining nodes so that each node ends ulvitrchunks! To support a

larger number of receivers in the group, the above basicitiigocan be applied iteratively

1This will be described in detail in Section 5.2.
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using a hierarchicédt-ary tree structure wheleis chosen small enough to support efficient
file distribution using the FastReplica algorithm.

In contrast with most existing end-system approachesReadita does not attempt
to build a “good” overlay structure, but simply uses all éaddlie paths, i.e., fixed? overlay
paths among the source amdreceivers. This reduces flexibility, but also reduces ther-ov
heads incurred in probing, building and reconfiguring therlay structure. Experiments on
a wide-area testbed showed the potential of this approacddtiae the overall replication
time [65].

Despite these encouraging results, there are inherentnessés with the Fas-
tReplica scheme. FastReplica is oblivious to heteroggneiits m? overlay paths, i.e.,
some paths are “good” and others “bad”. FastReplica simply an equal amount of data
on each chunk. In this case, the overall replication timeeddp on the completion time of
the chunk traversing the worst path. Heterogeneity in thexlay paths may arise due to
at least three factors. First, it is inherent in network teses. Infrastructure-based CDNs
or web server replica networks are equipped with a dedicede€df machines and/or net-
work links, which are engineered to provide a high level afgenance, however there are
inherent heterogeneities among network resources, défgredt capabilities of servers or
available capacity on network links. Second, even with hpem@ous capabilities on net-
work resources (e.g., hodes’ capabilities and capacifiiaks between all end points are
uniform), each chunk transfer may not achieve the same ghgmut since multiple overlay
paths may be mapped onto the common physical links. A linkeshby multiple flows
generated by FastReplica becomes bottleneck point, whiltHaminate the transfer time.
Third, Internet traffic is variable. The available bandwidin each path may vary with

time possibly even during the transfer of a given file. In swarynalthough FastReplica
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exploits path diversity, it is unaware of heterogeneousugss, path sharing and dynamic
environments.

To overcome the above-mentioned limitations, in this chiaye propose thadap-
tive FastReplica (AFRnechanism. The key idea in AFR is to have chunks of differizietss
depending on network conditions. That is, the source noddssa smaller portion of the
file on “bad” paths and larger one on “good” paths. Severastioies need to be answered
to make this type of application level load balancing piati
e Which criterion should be used to decide which paths aredgoo “bad”?

e How does the source obtain such information?
e How large should the source make each chunk?

We propose an analytical network model, and study the pmolié& determining
the optimal partition. Based on the insights from the analgsd considering a practical
context, we propose the AFR mechanism to expedite file teanisfWe implemented the
proposed scheme, and experimented with it on the Internat. p@formance evaluation
shows that there are significant performance gains for AFR BastReplica, and that the

gain becomes more significant if network state is changinadhically.

5.1.3 Organization

The rest of the chapter is organized as follows. Sectionrirdduces our framework and
network model. In Section 5.3 we formulate and solve thenoigttion problem associated
with minimizing the overall replication time, and discuss @ractical approach. Section
5.4 discusses an implementation of the Adaptive FastRepliechanism. This is followed
by Section 5.5 wherein we present our experimental resuéiswide-area network envi-

ronment. In Section 5.6 we discuss additional related wark @ection 5.7 concludes the
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chapter.

5.2 Framework & Network model

In this section, we will present our framework, notatianmd network and bandwidth allo-

cation model used throughout the chapter.

5.2.1 Replication framework

Consider the problem of replicating a fifeoriginating at nodany across a set of receiver
nodesR= {n;j|i € N}, whereN = {1,...,m} is the index set for receivers. Throughout this
chapterf will denote not only a file but also its size in bytes. The filés divided intom
chunks,fy,..., fm, such thatt™, fi = f and f; > 0, i € N. To represent the portion of the
original file that goes to each chunk, we defingaatition ratio vector x = (x = % ieN).
Note that 0< x; <1 andy{",x = 1. The mechanism underlying FastReplica includes two

basic activities.

(a) Atthe source. (b) At the receivers.

Figure 5.1: An illustration of the FastReplica framework.

e Atthe source gt Nodeny openamconcurrent connections to the replicating set, .., Ny,
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and sends to each nodgthe following two items: 1) a list of replicating nodegy|i € N}
and 2) a chunl,. This procedure is shown in Figure 5.1(a) in the case wirere3.

e Ateach nodepn After receiving the list of replicating nodes, eaghopensm— 1 con-
current connections to the remaining node§,{nx}, and relays its chunkfy to each of
them. This procedure is depicted in Figure 5.1(b). Herelige cut-throughoperation is
used to relay data, i.e., relaying nodes forward data on yresfthey receive it, instead of

waiting for arrival of the entire chunk.

no

ni—q niy

Figure 5.2: Overlay tree of th& chunk.

Figure 5.2 shows theverlay treeassociated with chunik As can be seen, the tree
includesm overlay links Since there aren chunks and thum such trees, FastReplica uses
m? overlay links to realize the file transfer. Note that an aweiink between two nodes
may consist of multiple physical links and routers, i.egdtresponds to a unicast path in
the underlying physical network. Also, note that multipleday paths may share the same
physical link.

We shall lett;j (x), i, j € N, denote theransfer timeof the it" chunk from nodeng

2Note that the cut-through operation was not assumed noemmghted in the original implementation of
FastReplica [65].
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to noden;, when the partition vectox is used. We further define titwnload timeo the

j'" receiver,d; (x) = mﬁX[tij (x)] and theworst case transfer timtor theit" chunk,tj(x) =
IS

m%x[tij (x)]. Note that these times all depend on the partition ratioorect In the sequel

je

we will occasionally suppressin these notations.

5.2.2 Network and Bandwidth allocation Model

In our analytical network model, we assume that file trantfiee is governed by the avail-
able bandwidth from a source to a destination node. Thisaisomable when large files are
being transferred [66].

We consider two models for bandwidth availabiligoint-to-pointsessions anttee
sessions. In the point-to-point session model, the overéeyassociated with each chunk
consists ofm independent point-to-point sessions. A chunk may be deldrat different
rates along different overlay paths. Figure 5.3(a) showewanlay tree for the 3 chunk
wherem = 3. In the tree, there are three point-to-point sessions figro ny, from ny
to ny, and fromn; to nz. The values next to the overlay links in Figure 5.3(a) repngs
the available bandwidth to each session. A transfer careeetsuch transmission rates
on each session if the available bandwidths are decreaking paths in the tree. If there
is a strict decrease, then an intermediate node needs ter hbhéf data to be transmitted
by the downstream session. By contrast, in our tree sessiatelirwe assume a chunk is
transferred at the same rate along the entire overlay tigis.cén be achieved by coupling
transmissions from the source and relay nodes (e.qg., thrbagkpressure or flow control),
i.e.,ng sends each chunk at the minimum rate associated with ittagueee. This is shown
in Figure 5.3(b).

In our subsequent analysis, we will model bandwidth avditgtbased on tree
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(a) Point-to-point session model. (b) Tree session model.

Figure 5.3: An example of bandwidth allocation to the ovettae for the # chunk when
m=3.

sessions. This not only simplifies our analysis but also rssistent with our objective
of minimizing the overall replication time. Indeed, notathn a point-to-point session
model, fast transmission rate framg to n; or from n; to n3 in Figure 5.3(a) does not help
to minimize theoverall replication time as compared to the strategy in Figure %.3{his
is because the overlay link with the minimum available baidtiwis the bottleneck to the
chunk’s overall replication at all receivers.

We consider a network consisting of a set of linksvith capacityc = (¢,l € £).
We associate @iee session with each chunk. Létdenote the set ohtree sessions sharing
the network. Bandwidth is allocated among tree sessiorsyrdinig to an appropriate cri-
terion, e.g., max-min fair allocation [67], proportionalrfallocation [68], max-throughput
allocation [69], or that realized by coupled TCP sessions.

Fors € AC S, we letag (A) denote the bandwidth allocated to sesgomhen only
the tree sessions i persist on the network. Subsequently, we will ¢alt S the active
set i.e., the set of tree sessions which still have a backlogtals Fors € §, we Ieta;
denote the bandwidth allocatedgowhen allm tree sessions are active in the system, i.e.,
& =a5(S)-

Since the same bandwidth is allocated along all paths ofréeedession for each
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chunk, the completion times under this model will satigfy=t;, Vj € N, i.e., all receivers
will get each chunk at the same time. Each tree sessians traverses a set of physical
links Lg associated with the overlay tree idt chunk. Recall that there may be multiple-
crossings of the same link by a given tree session, and sudiiplicities can be easily
accounted for.

Since there is a one-to-one mapping between a chunk andsessen, we will use
these interchangeably in our notation, i.e., we will eqoate the™™ chunk withs session.

Thus, we have’ = a; andN = § etc.

5.3 Analysis

5.3.1 Optimal partition ratio

Note that by making partition ratios the same for all chumlks,x; = 1/m, i € N, the scheme
in Section 5.2 corresponds to the original FastReplicardlgo [65]. In this section, we
formulate an optimization problem whose objective is toimime the overall replication
time by controlling the partition vectorunder the tree session model introduced in Section

5.2.2.

Problem 5.1 Suppose we are given a file f at a source nogeand a receiver set R.
Under the tree session bandwidth allocation model, deteena partition ratio vector,

X = (Xg,...,Xm) Which minimizes the overall replication timéxy, given by

r(x) = rpe?\lx [dj(x)] = mg&( [tij (x)] = rir;%x[ti (x)].
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By controlling the partition ratio vector, the source catedeine how much data
is injected into each tree session, i, will be delivered through thé" tree session. By
makingx; = 0, the source can decide not to useitA¢ree session at all. Depending on the
partition ratio vectox and the network capacity, the bandwidths allocated fordessions
may change dynamically over time. This is because if a sedsaves the system (i.e., a
chunk is successfully delivered), the network resourcddeishared among the remaining
sessions, possibly resulting in a new bandwidth allocation

Let us consider an example to understand dynamics assbeigtte Problem 5.1,
i.e., how the transfer time of each chunk and the availabtellwadth for each session are
dynamically determined. We will suppose for simplicity t@ndwidths among trees are
allocated according to max-min fair critertom our examples.

Suppose the file size i = 4 and the number of receiversiis= 3. Sessions;
ands, share a physical bottleneck link whose capacity is 2. Sessiogsands; share a
bottleneck linkd, whose capacity is 3. The remaining links in the network aouostrained

and not shown in Figure 5.4.

Figure 5.4: An example network.

Figure 5.5 shows each session’s transfer time and assigaddide bandwidth as

time evolves when the partition ratio vectorxs= (0.1,0.3,0.6). Timest;,tp, andts in

3In max-min fair bandwidth allocation method, each sessimssing a link should get as much as other
such sessions sharing the link unless they are constraisedhere. Thus, it has the following characteristics:
(1) each session has a bottleneck link, and (2) unconsttaiessions at a given link are given an equal share of
the available capacity [67], [70].
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Figure 5.5 represent the transfer time of chunk 1, 2 and Zotisely. Over the time, we

have the following active sets and bandwidth allocations:

0<t<t;, A={s,% %},
aj(A)=a3(A)=1a3(A) =2
t1<t<t), A={s,s},a5(A)=a5A) =15

th<t<ts, A={ss},a3(A)=3

G, =3
G, =2 fx;=2.4
fx = 0. 0
fx,= 1.2 fx,=1.2
t,=0.4t, =0.93 t3=1.2

Figure 5.5: Max-min fair bandwidth allocation for the netwadn Figure 5.4 withx =
(0.1,0.3,0.6) and f = 4.

For a given active sék, we letg(A) = Sica&' (A) denote theaggregate bandwidth

i.e., the sum of bandwidths allocated to tree sessiods in

Theorem 5.1 Suppose that Amaximizes the aggregate bandwidth among all possible ac-

tive sets inS, i.e.,

A" € argmaxg(A) = argmax Zﬁ, (5.1)
ACS ACS

Then, X given by
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AR e A

0 e S\A,

is an optimal solution to Problem 5.1.

Proof Note that under the partition ratij, all sessions iA* complete at the same time,

fx f : % . * ; ;
T~ S aA)” for all i € A*. By definition, A" offers the maximum instantaneous

aggregate bandwidth rate to the receivers throughout tiive ¢éransfer. Thus, the proposed

i.e.,

partition ratio vector must be optimal, though not necelssanique. |}

Note that from the perspective of the receivegéd) is the amount of data per
unit time they will get when all sessions i are being used for file transfer. A higher
aggregate bandwidth will result in the lower overall reglion time. Thus, Theorem
5.1 says that 1) we need to find which active set (tree sessinfigaration) provides
us with the maximal aggregate bandwidth, and 2) given suchtasayA*, the parti-
tion ratio X" satisfying Eq.(5.2) guarantees that the maximal aggreggtelwidth will be
achieved throughout the file transfer. For example, for #tevark in Figure 5.4, we obtain
A*={s1,83}, g(A*) =5,x* =(2/5,0,3/5), r(x*) = é and for the network in Figure 5.6(a),
we haveA" = {s;,%,3}, g(A") = 4, x* = (1/4,1/4,1/2), r(x*) = 1.

Note that Theorem 5.1 does not assert that the solution égiani.e., there may be
multiple optimal solutions not satisfying the conditiomsTiheorem 5.1. For example, in

Figure 5.6(b), all tree sessions are constrained at a dirgtleneck, and any partition ratio

vector will be an optimal solution.
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(a) (b)

Figure 5.6: Example networks.

5.3.2 Practical solution to obtaining good partitions

Theorem 5.1 provides an optimal strategy based on the blaiteandwidth along overlay
trees which minimizes the overall file replication time. Hmwer, there are critical limita-
tions to applying this results in practice. One of them isaobhg the active seA* which
maximizes the aggregate bandwidth. This is a complex coatdmiial problem requiring ei-
ther detailed knowledge of the network and tree structumeppssibly a brute force search
over 2" — 1 possible solutions.

Instead of searching for an optimal active set, we proposedall tree sessions(
overlay trees) for the file transfer, i.4,= S, and use the patrtition ratio vector suggested
by Theorem 5.1:

L :
X —m, es. (5.3)
Recall thata = &(5) in Section 5.2.2. Note that this solution may or may not be an
optimal solution, e.g., for the cases in Figure 5.4 and FEdu6(a), this approach results
in sub-optimal and optimal solutions respectively. Altgbithard to prove, we believe that
multiple concurrent overlay tree sessions are likely talpoe higher aggregate bandwidth
in practice. In part because concurrency delivers highexutihput, and the impact on

allocations among multiple trees might be small.
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Note that the partition ratio for thi&" chunk,x" is proportional to the bandwidth
a’. Itis intuitive that for a ‘bad’ route (smad;") a small chunk should be selected, and for
a ‘good’ route (largex’) a large size chunk should be selected in order to reducevtdralb
replication time. Also recall that this partition ratio Wihake the transfer times for each
chunk identical.

Under our model, the overall replication times for FastiRep(FR) and our ap-

proach (AFR) would bk

FR $ 7 (5.4)
ies ai

rAFR — f . (5.5)
zies ai

Sinceyicsa > mmiSn a’, our approach will always beat FastReplica in terms of mizim
le

ing overall replication time. While the performance of Regplica is limited by a single

worst bottleneck link, the performance of our approachmnstéd by the sum of thentree

bottleneck links

5.3.3 Throughput-based approach

Once we choose to use all overlay trees for the file transfex,moore hurdle remains. In
order to determine a partition ratio vector, a source neeits gnowledge of all avail-
able bandwidth for each overlay tree, which is not easy tosorea[71]. Moreover, extra
measurement traffic may need to be injected into the netw@®dkovercome this limita-
tion and reduce the overheads to obtain path quality infoamawe propose the following

throughput-base@pproach.

“Note thatrFR is an approximation in Eq.(5.4). This is because all chunky mot complete at the same
time.

5Even though the performance of FastReplica is limited bynglsibottleneck, onI)%th of the entire file
will be transferred on each overlay path. This can allevilagecongestion level.
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Consider a case where a source has a large number of fileofshdf the same
file), f(1),...,f(n),... to be replicated across a receiver Bavhere f (n) denotes thet"
file (block) to be transferred. Throughout the rest of theptiia the number inside paren-
thesis represents an iteration step, ex@) is a partition ratio vector used fol" file (block)
transfer and;(n) is the worst transfer time for th& chunk forn" file (block) transfef

The following describes our throughput-based approach:

e For the first file transfer, the source uses an arbitrary (plyssached based on previous

transfers) partition ratio vectog(1) > 0,i € N.

_ f(n=1)x(n-1)

e Atthe (n—1)"iteration stepif > 2), each receiver; measures;j (n— 1) T (D)

, 1€
N defined as aaverage throughpuachieved by thé" chunk to receiven; and sends it to
the source.

e Atthen'"iteration step, the source updates the partition raticovech):

a(n—-1)

S FERCES 5.6)

whereg;(n—1) = rer’L] [aij(n—1)].

In the above approach, we replace the theoretical avaitatridwidths with receiver
estimates for average throughputs in Eq.(5.3). The iotifor this strategy is that we
consider a route ‘good’ if it achieved a high throughput andwe ‘bad’ if it saw a low
throughput.

This approach has several practical advantages. Firsgvéidead to obtain path
characteristics is low. It is easy to estimate averagezeglhroughput rather than available
bandwidth. Furthermore, since it uses an in-band measutethes approach does not gen-
erate any extra traffic except feedback messages from egsdiv the source. Second, the

approach can provide more accurate path information as a@dgosequentialprobing.

6Recall that here in time notations, we suppress a partititio vectorx, i.e.,tj(x,n) = t(n).
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Note that multiple overlay paths are concurrently beinglusethis framework. Thus our
estimates for the average realized throughputs are obtannthie presence of other active
overlay trees. Hence, they will provide fairly accuratehpgtiality information. Finally,
in practice, file transfer times between two hosts will depen a number of factors, e.g.,
not only available bandwidth but also network latency, piulity of packet losses, and
overhead to create TCP connections and processes etc.iofddlit, the bottleneck might
be the relaying node due to limited memory or CPU processawgep Since the various
components are coupled in a complicated way, it is extrerdifficult to decouple them,
and identify which components become bottlenecks. Howewenote that irrespective of
the cause for the bottleneck, the achieved throughput is eaéticator for the quality of the

path.

5.3.4 Convergence

In the above throughput-based approach, the source lipitiak no knowledge of the path
characteristics. However, it learns path quality inforimvatfrom past file transfers, and
updates partition ratios. A natural question to ask is wdetthis procedure would converge,
and if so, how quickly when the network capacity is statie,, ithere is no other interfering
traffic. That is, irrespective of the initial chunk sizes]lwur throughput-based algorithm
converge to the partition ratio vector given in Eq. (5.3)?
The difficulty here is that when the partition ratio is notioml, different chunks

will complete at different times. Thus, one will obtain pidsg biased estimates of the
available bandwidth for tree sessions which see dynamiciihnging bandwidth alloca-

tions. To this end we will prove the following convergencsuie

Theorem 5.2 Under throughput-based adaptation with max-min fair baiutlwallocation
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for tree sessions, given any initial partition ratio vectofl) > 0, i € N, the partition ratio

X (n) converges geometrically tghgiven in Eq.(5.3).

Proving Theorem 5.2 is equivalent to showing that for easlsisas < .§, the av-
erage throughpuég (n) converges geometrically tai. Max-min fair allocation can be
characterized in terms oftderarchyof sets of bottleneck links and sessions [72], [70]. We
prove this theorem by induction on the bottleneck hierardfor each level of bottleneck,
we obtain a lower bound and an upper bound for average thputigh(n), and show both
bounds converge geometrically & because the iterations are monotonic, or correspond
to a contraction mapping.

Before proceeding, we formally define the hierarchy bo#tds related to max-min
fairness that will be useful in the sequel. We definefttieshare § = ¢, /m ata linkl € £
as a fair partition of capacity at the link in thé level of the hierarchy, wheney' = |.5| is
the number of sessions throughrhen, the set ofsLlevel bottleneck links and sessions are

defined as follows:

LYW = {leLVsey, a;=bY = E]i?ylj(.}’
(S

SO = {seS|sesand eV},

wherea;, is the bandwidth assigned for the sessioiThus £ is the set of ¥ level bot-
tleneck links such that the sessionssit¥) traversing these links are allocated the minimum
bandwidth (‘fair share’) in the network, denoted byY). These two sets make up th& 1
level of the bottleneck hierarchy.

The next level of the hierarchy is obtained by applying thenesarocedure to a
reduced network. The reduced network is obtained by remgavia sessions isY. The

capacity at each link i \ £ traversed by sessions iV is reduced by the bandwidth
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allocated to these sessions. The bottleneck links are also removed from the network.
Thus £ and 5@ are obtained based on a network with fewer links and sessinds
adjusted capacities. The set &f 2evel bottleneck links, sessions, and bottleneck b&te
are defined as before. This process continues until no ssssmain.

Let u =uf_, £8 and V™ = U . These are defined as the cumulative sets
of bottleneck links and sessions, respectively, i.e., éoels 1 toh of the hierarchy. The
fair sharey' (h> 2) of link | in | € £\ u™Y is defined as the fair share of the available

capacity at the link in thé™" level of the hierarchy:

_ G B 5.7
W - (5.7)

whereBlh* = 3 scsneh-1 a5 is the total flow of sessions througwhich are constrained by
bottleneck links in/"=Y, andm' = | § \ 7("~Y|, wherem{" > 0, is the number of sessions
throughl which are unconstrained by the links @1, Based on the fair share, the set

of htM level (h > 2) bottleneck links and sessions can be defined as:

L = fec\uYyses, as=b" = min i},
keL\uM-1)

s = {ses\ VM Vsecsand e M} (5.8)

Here M is the set oht" level bottleneck links such that the sessiong# are allocated
the minimum fair share in the reduced network. We repeatpttisedure until we exhaust
all the links and sessions resulting in a hierarchy of bogtdk links and corresponding ses-
sions£® ..., £@ andsW, ..., $@ which is uniquely defined by (5.7) and (5.8), where
g is the number of levels in the hierarchy.

In the sequel, when we refer to the hierarchy of bottlenecksnmvean thenitial
hierarchy structure when all sessions are active, Ae- S. Consider arht" level link

| € £ of this bottleneck hierarchy. Note that the sessions sbhdirik | can be partitioned
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into those in levels 1 td, i.e., § = u?:1[5| NSW]. For sessions in thg" level of the
hierarchy, suppose we order them by their finishing times, (ivhen they depart from the
system) on the'" file transfer. We Ie151j (n) denote the'" session to leave the system among

ji" level sessions at thd" step” Thus we have that

wherek = m,j. Note that at each iteration step, the order in which sesstomplete may
change.

For the sessios'(n), we let p/(g'(n)) be the number of sessions at tf& level
whose departure times are equal or less than that of seg§ion Then, note that at time
te(n), the number of remaining™ level flows in the system igy — pi(s(n)) sinceny is
the total number oft" level sessions in link. Figure 5.7 illustrates the notation we have

defined.

Proof of Theorem 5.2.We will prove Theorem 5.2 by induction on tlrdtial bottleneck
hierarchy which is constructed when all sessions are inythiem. Without loss of gener-
ality, we let the file size be 1, i.ef(n) =1, n> 1.

Step 1: Consider a ¥ level bottleneck link € £(1). Note that for any sessiain

S and at any iteration stem

b < ag(n). (5.9)

Indeed the bandwidth rates for all first level sessions aredezreasing over time. That is,
once sessions start to leave the linkhe additional bandwidth available to the remaining
sessions can only result in an increase in the bandwidtha#d to a first level bottleneck

session.

"For simplicity, we may suppress an iteration step index it@tens, e.g.tgj(n) (n)= tg,- (n).
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-

Departure Time

Figure 5.7: Sessions in th# level link.

Fors!, theit" session to leave the system among the first level sessioirskdn e

have a lower bound on its transfer time as follows:

ta(n) = qfi‘&—% <ty(n). (5.10)

The numerator is the amount of work to be done from the firshei'f session. The
denominator is the largest amount of bandwidth availalidérémsferring this data. This is

because duringl(n) there are at leastr{ — i) flows each with a bandwidth allocation of at

leastb(,
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Thus we have that

b(l) < aﬁl(n) — Xﬁl(n) < Xﬁl(n)

W )
_ %m_mﬁ_nbm] (5.11)
B asl(n—l)
" Shannt M o
O°D o - nb 513)

(i—21)b® +aﬁl(n— 1)
We obtain Eq. (5.12) from Eq. (5.11) by using Eq. (5.6) and aechEq. (5.13) from EQ.
(5.12) by Eq. (5.9). Thus,

-1
lag(n) —bM| < '(i_l)fjlf: a';(n_l)[q—(ml—l)b“’]—b(” (5.14)

B ‘b(l)(i ~1(ag(n—1) - b(V)

5.15
(i—1)bM +aqe(n-1) (5.15)
i—1

< - 1) —pDy. .

< i |a.%1(n 1) — b (5.16)
Eq. (5.16) is obtained from Eq. (5.15) by usiag(n— 1) > b,
Let¢ = %‘1 Then,vV s € 5 we have that

las(n) — b | < &as(n—1) — b, (5.17)

Since 0< & < 1, as(n) converges geometrically oY = a.

Step 2: Suppose that for a € ("~V), as(n) converges geometrically t&g. Con-
sider anht" level link | € L™ and ag' € § N$™, which is theit" session to leave the
system among" level sessions in link at iteration stem. We will show tha%(n), i€
{1,...,m"} will converge tob". This can be done by finding a lower bound and an upper

bound and showing the bounds converge'to.
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Convergence of lower boundlett™"(n)= min [ts(n)] andt™*(n)=max [ts(n)].
sesNY(-1) se5N/(h-1)

Thus,t™"(n) andt™®(n) are the earliest and the last departure time among sess@ns f

levels 1 to(h— 1) at link | respectively. Now, defing(n) as the difference between these
two times, i.e£l'(n) = tM¥(n) —t™"(n). Consider the time-varying bandwidth allocation

for anht" level session depicted in Figure 5.8.

A

Bandwidth
G .

Lower bounc
b® Lower bound

%‘ : Lower bound
0 ") t"n) _
Time
€| (n)

Figure 5.8: Bandwidth allocation for &' level session.

« From the beginning of the transfertf8"(n), no session it N/~ leaves link . Thus,
at leastb" is allocated to ah'™ level session during this period.

o After t"®(n), there are only'" level sessions remaining, which traverse linl& lower
bound on bandwidth allocation for such sessions g1 sinceny' is the entire number of
ht" level sessions at the beginning. Note that the lower bourarder thanb™ by Eq.
5.7).

e Note that it is possible for the" level session to be less thafY) only during the period
from ™"(n) to t™®(n). This may happen if sessions lower thidfi level change their

bottleneck links to link during this period. For example, consider Figure 5.5. ahitj
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the bottleneck hierarchy is preserved before sessitgnves the system. However, orge
departs, sessias changes its bottleneck link froha to I, and equally sharing the capacity
of |, with s3. This results in reduction ai’s bandwidth from 2 to 1.5. During this period
of lengthe"(n), we can have a lower bound on bandwidth forRhlevel session b)@TI'
Note that this lower bound is the first share of the linke.,y?.

Based on the above observations, we have the following lbawend for the average

throughput of the any" level session:

bMWtmin(n) + 9 eh(n)
e | Kiki
a'(n) = ()
ph — & \eh
_ - i W _ g 518)

< ag(n), se5nsM.

Note that the above lower bound is the average throughpimattf® in Figure
5.8, and it is a worst case scenario including a maximal attie £'(n) at the lower rate
i

By our induction hypothesis, fage /1), as(n) converges geometrically tat,
soel'(n) also converges to 0. Also note that&fi§n) goes to 03/'(n) also goes to 0 and

eventually the lower bound(n) converges geometrically tg".

Convergence of upper boundlext, consider the following lower bound for the finishing

time of sessiors":

h pI(s) j
zlzlzk:l XsK(n) ta(n). (5.19)

t = . _ . <
R Sha(m —pig)aln-1) " F

As with Eqg. (5.10) in Step 1, the numerator is the amount ofkworbe done prior t(ﬂ“’s

departure and the denominator is an upper bound on the lagailandwidth.
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In a similar manner to Step 1, we have that

a'(n) < ag(m | |
ag(n— D)o —514(m — p'(s)a (n—1)]
1Pl E)al (n—1) + (P(F) — Daf(n—1) +ag(n—1)

(5.20)

By replacing Eq. (5.18) into Eq. (5.20) and using the fact tha- 3_, mib(l), we
have that

agp(n—1) 571 P (gD +P(n—1)]
an(n) < i1 pi ()b —bM —Q(n—1) +ag(n—1)°

whereP(n) = 5 (ny — pl($1)3] (n) andQ(n) = 5§~ pI ()3 (n) ~ 3(n).
Now lettingR(n) = maxP(n), Q(n)], we have an upper bound for an average through-
put:
ag(n—1)[5]-, p'(§)bY ~R(N—1)]
aﬂn) = Z?:lpj@)b() b +R(n—1) +aﬁh (n—1)
= agp(n)=T(R(n—1),an(n—1)) (5.21)

Now we will show thatag (n) converges td") geometrically. ConsideT (-,as).

We have that

) h . pl(sbl) +anb® — 2
{ Rash‘='h %z,;@) agb™ — (ag)
R=0{0R 71 i)W —bM +R(n—1) +ag(n—1)2[ro
= A(a§)
For anye > 0, by our lower bound, there is asuch tha%( agﬂh M _¢. Thus,

letting the Lipschitz constark = A(b" — ), we have that
IT(R(n),a¢(n)) — T(0,a0(n))| < KIR() =0 (5.22)
Note thatR(n) is a linear combination oEBIj (n), soR(n) will converge geometrically to 0.

125



Furthermore[T (R,-) is a pseudo-contraction [73], which converged t0,b") =

b, i.e.,
aa(n)[3] 1p’(§)b( )
(0, T(O, ph) 1= —_ph
1025 I= ‘Z] 1 PH(E)b) — b +ag(n)
i 1p’(§)b”—b(“) B
‘z, m@) Tagm =
< &lag(n) , 0<&<1 (5.23)
So,
an(n+1) b = [T(R(N),as(n)) —T(0,6")] (5.24)
< |T(R(n),ag(n) — T(0,a9(m)|+T(0,a4(n)) — T(0,b™)]
< KIR() =0 +&ag(n) —b™|, 0<E <1 (5.25)

Thus,as(n) converges geometrically t". This completes the proof.
ay

5.4 Adaptive FastReplica and its Implementation

In this section, we discuss our implementation of AdaptiestReplica (AFR). In our im-
plementation, we used the point-to-point sessions, i.€R Tonnections from source to
relays and relays to receivers. One of the main reasonsifclioice was ease of imple-
mentation. Realization of tree sessions would requird tighpling amongn point-to-point
sessions. This requires modifications of the TCP layer, winould slow down deploy-
ment. By adopting the point-to-point session model our tsmtucould be implemented
entirely at the application layer. In addition to ease of lenpentation, point-to-point ses-
sions may result in a higher average throughput since theguiide the rate of transmis-

sion over the different branches of the distribution treg,[particularly when there are fast
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changes in the interfering traffic. Finally we note that tbkisons we proposed in Section
5.3 (the use of full overlay trees and throughput-basedagmby) can be applied as is under

point-to-point sessions.

5.4.1 Block-level adaptation

In our analysis in Section 5.3, we assumed that the avaitadilgork capacity for file trans-
fers was fixed. However, this needs not be the case in pracBcghe available bandwidth
may change dynamically because of other traffic sharing ¢éteork. Even during a sin-
gle file transfer, the available bandwidths for overlay pattay significantly change due to
highly variable Internet traffic.

To be more adaptive to such variations, we propose to digigdelfiles into multiple
equal-sizedblocks and use throughput-based adaptation of the partition vatttor on a
per block basis. That is, within a single file transfer, therse obtains feedback messages
containing routes’ average throughput information froretfidock transfers, and uses these
in computing the partitions for subsequent blocks. Notéwhtn this method, the argument
nin x(n),a;(n) in Section 5.3.3, is interpreted as referring to tHeblock of a given file.

In addition to being adaptive to dynamic environments, éhame several practical
advantages to the above block-level adaptation. Firsf) exth the assumption of static
network capacity, the approach can expedite file transtas i because instead of sticking
with ‘bad’ partition ratio vector, it can quickly learn netwk capacity by way of frequent
feedback messages, and use a ‘good’ partition ratio vectdhé file transfer. Second, to
add resilience to node failures, heartbeat messages fromreeeiver to its source need to
be introduced, see [65]. However, there is no need for heafriimessages in our solution

since feedback messages play the role of indicating eactiqlbgeness.
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1: INPUT: file f, list of receivers, block sizB
2: send the list of receivers ®
3: initialize x(1) = 2, i€ N
4 for n=1to[L] do
if there is a new latest throughput informati@({), i € N, j <n) then

a(J) i
X'.HEW(n) — ST ad])” IeN

5

6

7: x(n)=(1-a)x(n—1)+ax™®(n),0<a<1

8 else

o: xi(n) =x(n—1)

10:  endif

11:  assignit" chunk size based og(n) and concurrently send it to nodig i € N with
size and block index information.

12: end for

Figure 5.9: AFR algorithm for a source.

Our solution does not incur a significant amount of contr@rbead: the total num-
ber of feedback message packets generated in our solutiarsiiogle file transfer imz(é}
whereB denotes the block size (each receiver generﬂﬂ%ﬂ feedback messages). This
overhead is further alleviated with TCP’s piggyback med$rar{75], where a receiver does

not have to send a separate TCP acknowledgment.

5.4.2 Implementation

Figure 5.9 and 5.10 exhibit pseudo-codes describing thaviehof the source and receiver
respectively.

We made each receiver ready for a file transfer by having tlisenlto a specific
port number, and let the source initiate file tran§f@nce the list of receivers is sent to each
receiver viam concurrent TCP connections from the source node, eaclvee@stablishes
data connections to the other receivers. We implementeducant file transfers using a

standardpthreadmulti-thread library [76].

8The mechanism for selecting/soliciting receiver nodesyiiside the scope of the chapter.

128



1: receive the list of receivers
2: while file f not completely downloadedo
3: concurrently keep reading data framand other receivers
if data is coming fronmg then
forward them to other receivers
end if
if each chunk completely downloadtten
send feedback messagertpcontaining its average throughput value
9. endif
10: end while

© N g A

Figure 5.10: AFR algorithm for receivers.

The original file is sent block by block. Each block is pactited intom chunks
depending on the current partition ratio vector. Since #ies are not integer, the floor
operation is used to assign the appropriate amounts of tiytssch chunk, that i (n) =
|Bx(n)| whereB is the block siz€. Then, the remaining bytes were distributed among
chunks with the higher partition ratios in a round-robin mam In order for receivers to
know how much data they need to read, chunk size and block imfiermation are sent
prior to the transferred data.

In our implementation, the source need not wait for the alrov all feedback infor-
mation from previous blocks prior to sending the next bloth.expedite the file transfer,
the source keeps pushing blocks, and applies the updatadniation as it becomes avail-
able. In order to handle highly variable Internet trafficaation ratio vector is generated
by having a weighted average between the previous partaibmvectorx (n— 1), and new
estimate for the partition ratio vectsf"(n) as shown on Line 7 in Figure 5.9. The impact

of varyinga and block size will be discussed in Section 5.5.5.

9Note that even though block sizes are all equivalent, theblask size may be different.
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5.5 Performance Evaluation

We evaluated the proposed scheme on the Internet by conduetiperiments with our
implementation over the Planetlab testbed [77]. Planedabdistributed overlay network
providing diverse hosts for experimentation. We exploregtumber of configurations by
varying the source, receiver nodes’ locations, and the mumfparticipants. In this section,
we present representative results for the 9 hosts in Tablerable 5.2 shows five source &
receiver set configurations that will be discussed below.

We measured two performance metrics: (1) overall repbeatime, irgﬁmi, which
is our primary objective, and (2) the average replicatimneti%zﬂ“:ldk.lo Ideally, the
transfer time at each receiver should be measured from tjiarbeg of the transfer at the
source node to the completion of the file download at the vecaiode. However, due
to clock synchronization problems at different nodes, weasnee the file transfer time
from the beginning of the transfer at the source node unékdlback message notifying file
completion from the receiver. Since we are interested geléte transfers, the addition of a
one-way latency of the packet from the receiver to the sowiitaot impact the accuracy of
the results. Unless explicitly mentioned, all results areraged over 10 different runs and
the vertical lines at data points represent approximate 80f&tidence intervals assuming
independent identically distributed samples.

For comparison, we examined the following alternativeriistion mechanisms:

Sequential Unicast (SU) This scheme measures the file transfer time from the source to
each receivemdependentlyia unicast (i.e., in the absence of other receivers), aad th

takes the worst case transfer time over all receivers asgugnich times could be realized

19The measured times reported in this chapter do not inclugeweerheads that might be incurred due to the
reintegration of chopped segments.
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No utexas.edu
ny | columbia.edu
ny gatech.edu
n3 umich.edu
ng ucla.edu

ns cam.ac.uk
Ng caltech.edu
n;y upenn.edu
ng utah.edu

Table 5.1: Participating nodes.

| | source]| receiver set |
CONFIG 1 No n1,N2,N3,N4, N5,Ng, N7, Ng
CONFIG 2 n7 Np,N1,N2,N3,N4, N5, Ng, Ng
CONFIG 3 No Ny, N2,N3,N4
CONFIG 4 ny No, N5, Ne, Ng
CONFIG 5 no ng, Ny

Table 5.2: Configurations.

in parallel. Note that Sequential Unicast is a hypothetioptimistic” construction used for
comparison purposes. Our measurements for Sequentiah&lrdmulate the performance

of file distribution using IP multicast.

FastReplica (FR) This scheme is a refinement of that proposed in [65]. It is @m@nted
with cut-through functionality at relay nodes.

We define thespeedugfor the overall replication time of schemé& over scheme
Z in percentage as 10 /r¥ — 1)%. Thus, for example, 30% speedup of schéfmaver

scheme&Z means that scheméis 1.3 times faster than scherde

5.5.1 FRversus SU - Does partitioning and path diversity hel?

Figure 5.11(a) shows the performance results for the SU &ddhRemes when an 8MB

file is transferred in CONFIG 1 shown in Table 5.2. We obseha there is a significant
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speedup for the overall replication time (75%) and a matgipeedup for the average repli-
cation time (4%) of FR over SU. Figure 5.11(b) depicts the mload times for individual
receivers. We observe that the limited bandwidth fragrto ns significantly impacts the
performance of SU. However, FR can overcome this limitatipmealizing additional con-
current connections with path diversity. Also note that ERieves much smaller variance
in download times among receivers - a desirable charaiiteififairness among receivers

is an issue.
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Figure 5.11: FR vs. SU in CONFIG 1.

5.5.2 AFR versus FR - Does adaptivity help?

Figure 5.12(a) shows the performance gain of AFR over FR fo8MB file transfer in
CONFIG 1. In the experiments discussed in this subsectidfik Aad a block size of
512KB anda = 0.1.(We will discuss the impact of varying block size anthter.) As can
be seen, there is a 26% and 18% speedup for AFR over FR forllogrdhaverage repli-

cation time respectively, corresponding to a 121% overall 23% average time speedup
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of AFR over SU. Figure 5.12(b) depicts download times ativecenodes. Observe that
AFR achieves its speedup gains over FR by reducing downiweas ffor all receiver nodes.
As expected, AFR’s performance gain come from exploitintgtugeneity in network re-
sources and dynamic traffic conditions, i.e., putting maerégmod” paths and less on “bad”
paths.

Figure 5.13 shows a particular realization of the partitiatio vector for AFR as a
function of the block index. The partition ratio vector stdixed at 0.125 at the beginning
of file transfer until feedback messages containing avettageighput information return.
Subsequently, partition ratios keep evolving to bettedakthe heterogeneity of overlay

paths by load balancing. Note that the partition ratios fen¥ould be fixed at 0.125.
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Figure 5.12: AFR (B = 512KBg = 0.1) vs. FR in CONFIG 1.

5.5.3 Diverse configuration results

After verifying that both AFR and FR do better than SU, we édeisanother scheme-

Sequential Unicast(mSUdr comparison. As with SU, this scheme measures file transfe
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Figure 5.13: Partition ratio vector for AFR (B = 512KB,= 0.1) in CONFIG 1.

| | FR (overall) | SU (overall) | FR (average)] SU (average)

CONFIG 1 26 % 121 % 18 % 23%
CONFIG 2 13 % 327 % 10 % 106 %
CONFIG 3 29 % 86 % 22% 30 %
CONFIG 4 5% 132 % 4% 59 %

Table 5.3: Speedup gains for AFR over FR and SU.

time from the source to each receivedependentlyHoweverm (the number of receivers)
concurrent unicast connections are used to realize thedisfer. That is, the file is equally
partitioned intom chunks and those chunks are deliveredmigarallel connections from
the source to the receiver. This scheme will benefit from aelacation in transfers due to
parallel connections, but not the diversity in paths predithy AFR/FR.

Figure 5.14(a)-(d) shows performance results for AFR, FB,&d mSU with
CONFIG 1, 2, 3 and 4 respectively under an 8MB file transfer.

First, let us consider comparison results among AFR, FR &hdT8ble 5.3 sum-

marize the speedup gains for AFR over FR and SU. With differenfigurations we obtain
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Figure 5.14: AFR (B = 512KBa = 0.1) vs. FR vs. SU.

different amounts of performance gains, but the resultsistently show that (1) AFR
outperforms FR and SU in both overall and average replicdtioe, and (2) as expected
AFR achieves more speedup in overall replication time themage replication time. We
also verified this result with a large number of configuraditiy varying source or receiver
nodes’ locations with different number of participants.

Next, note that mSU always beats SU, which verifies that pleltoncurrent file

transfers will achieve better throughput than that of alsinge. For CONFIG 1 and 3, mSU
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is better than AFR and FR, but a bit surprisingly, for CONFl@r#l 4, the performance
of mSU is worse. Furthermore note that for cases where thesdsiatny, e.g., CONFIG

2 and 4, we observed that AFR and FR performs significantebdtan SU, and there is
not much gain for AFR over FR. The main reason behind thesdtseis that node;’s
transmitting rate is quite limited, implying there is a letteck at the source. This can also
be verified in Figure 5.13, whepe is the smallest over time. From the perspective of the
source, the amount of data to be transferred at its outgoikgd the same for all schemes.
This indicates that not only having parallel concurrentramstions but also having path
diversity like FR or AFR schemes can greatly help in casesravbiee bandwidth at the
source is limited. This result is consistent with those @nésd in [65] where the source
is located at hp.com, which is bandwidth-limited compaedther receivers connected to
Internet2. Since the bottleneck link is at the source, ikisly that the same bottleneck link
is equally shared by all chunks. This will result in a rougklyual partition ratio for all

chunks, so, the performance of AFR becomes similar to theRof

5.5.4 AFR - A case for robustness in a dynamic environment

For these experiments, we observed fairly tight confidentarvals on our measurements
indicating the network loads were fairly stable. This ishably because most hosts on
the Planetlab testbed are connected on Internet2 [78]. ulty $tow more dynamic traffic
patterns impact the performance of AFR, we devised thevitig experiment based on
CONFIG 5 in Table 5.2. The soureg transfers an 8MB file to receivens; andn;. After

5 seconds from initiating the transfer, we generate anfariag traffic by having hoshy
transmit a 32MB file to all the hosts in Table 5.1 excaptandn;. Figure 5.15 shows the

performance results for AFR (B=128KB,= 0.1) and FR with/without traffic interference.
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Without traffic interference, there was a 5% speedup for Al#t &R in overall replication
time. However, the speedup gain becomes significant (28%h) tvaffic interference. We
observe that AFR puts a smaller portion of its traffiaiadue to its limited sending ability
after 5 seconds. This result clearly indicates that AFR &dieym can enhance performance
in a truly dynamic network environment, as might be expecedhe Internet versus our

testbed Internet2.
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Figure 5.15: AFR (B = 128KB¢ = 0.1) vs. FR with a dynamic network environment in
CONFIG 5.

5.5.5 Tuning AFR’s parameters

There are two parameters to be selected in AFR: block sizexar@bth parameters play
a role in determining how quickly partition is adapted. Wiige blocks, we lose oppor-
tunities to respond to dynamic changes in network bandwi@hhthe extreme end where
making block size equal to the entire file size, no adaptdaqrerformed.) On the other
hand, there will be overheads incurred in processing feddbsessages and reintegration

when blocks are small. Likewise, with smallwe are too conservative to quickly follow
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changes in network state, and vice versa for largalue. To see how differertt values
impact the performance, we conducted the following expenimin CONFIG 5, the source
starts a transfer of 32MB file using AFR (B=128KB), and 10 selolatern; transfers
1MB to {ny,n3,n4, N5, N6, Ng}. Figure 5.16 shows the partition ratio vector values with
0.1 and 0.5. As expected, largervalues (0.5) quickly track changes in network state but
experience higher variability due to measurement noise.

Our experiments varying block size and alpha under the caraigpns in Table 5.2
shows that the performance difference is not noticeablepxehen block size is too small
(e.g., making each chunk lower than 32KB) amd= 0, i.e., no adaptation. This again

indicates that the network is fairly stable.

—+— X (a =0.1)
O X (a=0.1)
= Xl (a =0.5)

50 100 ) 150 200 250
Block index

Figure 5.16: Partition ratio vectors for AFR (B = 128KB) whdynamic network environ-
ment in CONFIG 5.
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5.6 Additional Related Work

Expediting file transfers using concurrent connection®isamew idea. One area of active
research in this direction has been exploiting the bendffiggth diversity between clients
and servers with replicated content in CDNs. That is, siheeetare multiple servers stor-
ing the same content deployed at geographically distriblteations in CDNSs, a client can
access multiple servers in parallel to reduce the downlmag, tor achieve fault tolerance.
The work in [79] reduces the download times by having a clieneive a Tornado encoded
file from multiple mirror servers. The dynamic parallel agzscheme in [80] also demon-
strates the improved download time observed by clients Queasting different parts of a
file from different servers. Note that this research workfithe many-to-one communica-
tion type, and it is assumed that the original content isaalyereplicated across the edge
(mirror) servers. By contrast, the problem in our chaptebigut content replication across
edge servers within content delivery networks.

As mentioned earlier, many existing end-system approdchés optimize overlay
tree structure based on target application requirememtsexample, Yoid [60], Narda [2]
and Scattercast [61] use delay as the routing metric. Osef8pconstructs an overlay tree
optimized for available bandwidth from the source to theeiggrs. End system multicast
[62] uses a combination of delay and available bandwidthnadedecting a routing path.
Available bandwidth from the source to the receivers is tiae duantity for our approach
since our objective is to minimize the overall replicatiomeé. However, unlike [3], [62],
we do not explicitly measure the available bandwidth on afvterend path, but rely on
feedback messages containing throughput information femeivers. Furthermore, unlike
all the above end-system approaches, our approach useshasmegure versus a tree

structure.
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Recent work in [81] proposes the use of additional crossiections between peers
to exchange complementary content that nodes have alreadived. This approach pro-
vides peer-to-peer type content delivery service suppprisynchrony, i.e., receivers can
leave or join at arbitrary times. Note that our approachletee to the infrastructure based
content distribution network (CDN) (e.g., Akamai [82]). &1CDN setting, we assume that

the set of receivers is known priori to file transfer.

5.7 Conclusion

In this chapter, we propose the Adaptive FastReplica mésmeior a fast delivery of large
files to distributed nodes. Three key ideas were added torthimal FastReplica concept
[65]. First, chunk sizes are no longer necessarily equak Sdurce may assign a larger
portion of the original file to paths that are efficient and Bemeones to paths that are
not. Second, in order to efficiently obtain path quality immf@tion, we propose an iterative
throughput-based approach where each receiver sendskmékechessage containing the
perceived average throughput information for each churiks @verage throughput infor-
mation is used to generate new partition ratios for subseduansfers. Third, a large file
is partitioned into multiple equal-size blocks, and eadcklis again split intan chunks
according to our partitioning algorithm. This allows theisz® to dynamically generate par-
tition ratios based on feedback messages from receivedssféectively adapt to changing
Internet traffic loads during a single large file transfer.

Unlike most existing end-system approaches, ours doesyntb tonstruct opti-
mized overlay structure. Instead, it uses a full fixed setedétogeneous overlay paths in
an ‘optimized’ manner, i.e., application-level load baliag. It exploits ‘good’ paths by

putting more data on them. This can significantly reducelead otherwise incurred from
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active probing, maintaining and reconfiguring overlay cinee.

Although the performance gains for our approach over Fadigdeand Sequential
Unicast schemes depend on a case by case basis, the expeasudts suggest that our ap-
proach consistently outperforms other schemes in minngibioth the overall and average
replication time. Furthermore, this speedup gain becongegsfisant when the network is
highly dynamic, as might be the case on more congested rietwlwein those on which we
conducted our experiments.

When there is a large number of receivers, e.g., hundredsémds of nodes, the
basic FastReplica framework can be iteratively appliedgiaihierarchicak-ary tree struc-
ture wherek is small enough to support efficient file replication. Oneiigsting and im-
portant issue is “how one might build such a structure”, efficient clustering techniques.
Recent research [83] shows that large-scale Internetcapipins could benefit from incor-
porating IP-level topological information in the constiioa of the overlay to significantly
improve overlay performance. In [83], a new distributechtéque is introduced where the
nodes partition themselves into bins in such a way that nadksn a given bin are rela-
tively close to one another in terms of network latency. Thig be an interesting way for

clustering “close” nodes into replication groups in Fagtita framework.
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Chapter 6

Conclusion

In this dissertation we address four problems: (1) IP mastitcopology discovery, (2) DDoS
attack prevention, (3) efficient subgroup communicatiow @) fast content delivery. Each
problem has its own value and significance in today’s Inter@®ar contribution is that for

each problem, we have presented practical and simple aadubased on a suite of novel
ideas. The following is the summary of key ideas and mechasissed to solve these four

problems.

e |IP multicast topology discovery

— Fan-out decrement mechanism

— Topology discovery based on path/fan-out distance inftiona
e DDoS attack prevention
— Filtering and tracing mechanisms based on IP multicast
e Efficient subgroup communication
— Group communication based on combining unicast and scopdtitast
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— Resource and topology discovery
e Fast content delivery

— Use of a fixed set of overlay paths to exploit resource dityersi

— Application-level load adaptation

Although at first glance the proposed solutions might seeite glifferent, we were
able to make the following observations.

First, a common property of the problems we studied and afytsdnternet is that
they are dynamic and unpredictable in the sense that (1) menidr attack nodes) can join
and leave at any time, and (2) traffic is highly variable. Tpewith this dynamicity, which
is seemingly an immutable characteristic in computer ngtgjonve believe thaadaptivity

androbustnessre key elements, which are incorporated in all of the sohstive proposed.

Chap. 2

Topology discove

Chap. 4

Scalablesubgroup
communication

Resource
sharing

Resource

Exploiting |
diversity

Chap. 3 Chap. 5
DDosS attack Fast file
prevention replication

Figure 6.1: Relationships between problems and charatitsriused to solve them in the
dissertation.

Second, a common thread in our work is the exploitation ofight characteristics

of group communications. Figure 6.1 summarizes the relgkips between the problems
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we addressed in this dissertation. The items in squaresharproblems, while those in
circles are characteristics used to solve them. In all theisas, cooperationamong mem-
bers is the key element. Topology or resource informatiahiwineighborhoods becomes
a foundation for sharing resources or further cooperatibhus, our results on topology
discovery in Chapter 2 can be used to solve the problems inD@tack prevention in
Chapter 3 and efficient subgroup communication in Chaptetéreinresource discovery
and sharingare key components. The approach used for DDoS preventiQhapter 3
is a good example illustrating the powerful use of group camications. We note that,
to our knowledge, this is the first attempt to apply IP mukictp defeat DDoS attacks,
moving away from its basic use as a data distribution meditihe key idea used for fast
content delivery in Chapter 5 is to simplify the exploitatiof path diversity. Recall that
this diversity can exist only when there are multiple nodes.

In this dissertation, we explore hodiversity in group communications can be
turned into an advantage in achieving various objectivesirodghout our studies, we
learned that cooperation, discovery and sharing netw@&urees can be used to attack

various problems associated with group communications.
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