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CONTROLLED EQUILIBRIUM SELECTION IN STOCHASTICALLY
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We consider a dynamical system with finitely many equilibria and per-
turbed by small noise, in addition to being controlled by an “expensive” con-
trol. The controlled process is optimal for an ergodic criterion with a running
cost that consists of the sum of the control effort and a penalty function on
the state space. We study the optimal stationary distribution of the controlled
process as the variance of the noise becomes vanishingly small. It is shown
that depending on the relative magnitudes of the noise variance and the “run-
ning cost” for control, one can identify three regimes, in each of which the
optimal control forces the invariant distribution of the process to concentrate
near equilibria that can be characterized according to the regime. We also
obtain moment bounds for the optimal stationary distribution. Moreover, we
show that in the vicinity of the points of concentration the density of opti-
mal stationary distribution approximates the density of a Gaussian, and we
explicitly solve for its covariance matrix.
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1. Introduction. The study of dynamical systems has a long and profound
history. A lot of effort has been devoted to understand the behavior of the system
when it is perturbed by an additive noise Berglund and Gentz (2006), Freidlin and
Wentzell (1998), Olivieri and Vares (2005). Small noise diffusions have found ap-
plications in climate modeling Benzi et al. (1983), Berglund and Gentz (2002),
electrical engineering Bobrovsky, Zakai and Zeitouni (1988), Zeitouni and Za-
kai (1992), finance Feng, Forde and Fouque (2010) and many other areas. Recent
work on “stochastic resonance” [see, e.g., Moss (1994)] introduces an additional
external input to the dynamics that may be viewed as a control. This is the main
motivation for the study of the model we introduce next.

1.1. The model. In this paper, we consider a controlled dynamical system
with small noise, which is modelled as a d-dimensional controlled diffusion
X = [X1, . . . ,Xd]T governed by the stochastic integral equation

(1.1) Xt = X0 +
∫ t

0

(
m(Xs) + εUs

)
ds + ενWt , t ≥ 0.

Here, all processes live in a complete probability space (�,F,P) and the data of
(1.1) satisfies the following.

(a) m = [m1, . . . ,md ]T : Rd → R
d is a bounded C∞ function with bounded

derivatives.
(b) W is a standard Brownian motion in R

d .
(c) U is an R

d -valued control process which is jointly measurable in (t,ω) ∈
[0,∞)×�̄ (in particular it has measurable paths), and is nonanticipative: for t > s,
Wt − Ws is independent of

Fs := the completion of
⋂
y>s

σ (X0,Wr,Ur : r ≤ y) relative to (F,P).
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Such a control is called admissible, and we denote the set of admissible controls
by U. As pointed out in Borkar (1989), p. 18, we may, without loss of generality,
assume that an admissible U is adapted to the natural filtration of X.

(d) 0 < ε � 1.
(e) ν > 0.

Let R : Rd ×R
d →R

d be a running cost of the form

(1.2) R(x, u) := �(x) + 1

2
|u|2,

where � : Rd → R+ is a prescribed smooth, Lipschitz function satisfying the con-
dition

lim|x|→∞�(x) = ∞.

The control objective is to minimize the long run average (or ergodic) cost

(1.3) Jε(U) := lim sup
T →∞

1

T
E

[∫ T

0
R(Xs,Us)ds

]
,

over all admissible controls.
We view (1.1) as a perturbation of the o.d.e. (for ordinary differential equation)

(1.4) ẋ(t) = m
(
x(t)

)
,

perturbed by the “small noise” ενWt (“small” because ε � 1), and a control term
εUt . Since ε is small, the optimization criterion in (1.3) implies that the control
is “expensive”. We assume that the set of nonwandering points of the flow of
(1.4) consists of finitely many hyperbolic equilibria, and that these are contained
in some bounded open set which is positively invariant under the flow (see Hy-
pothesis 1.1).

For the case when the control U ≡ 0, Freidlin and Wentzell (1998) developed
a general framework for the analysis of small noise perturbed dynamical systems
that is based on the theory of large deviations. Under a stochastic Lyapunov con-
dition which we introduce later (Hypothesis 1.1), the cost is finite for U = 0, en-
suring in particular that the set of controls U ∈ U resulting in a finite value for
Jε(U) is nonempty. It is quite evident from ergodic theory that for U = 0 the
limit (1.3) is the expectation of � with respect to the invariant probability measure
of (1.1).

The qualitative properties of the dynamics are best understood if we consider
the special case d = 1, and m = −dF

dx
for some smooth function F : R→R. Then

the trajectory of (1.4) converges to a critical point of F . In fact, generically [i.e., for
x(0) in an open dense set] it converges to a stable one, that is, to a local minimum.
If one views the graph of F as a “landscape”, the local minima are the bottoms
of its “valleys”. The behavior of the stochastically perturbed (albeit uncontrolled)
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version of this model, notably the study of the concentration of the stationary dis-
tribution, has been of considerable interest to physicists [see, e.g., Schuss (1980),
Chapter 8 or Freidlin and Wentzell (1998), Chapter 6]. To find the actual support
of the limit in the case of multiple equilibria, one often looks at the large devia-
tion properties of these invariant measures Freidlin and Wentzell (1998). There are
several studies in literature that deal with the large deviation principle of invari-
ant measures of dynamical systems. Among the most relevant to the present are
Sheu (1986) and Day (1987) which obtain a large deviation principle for invariant
measures (more precisely, invariant densities) of (1.1) under the assumption that
there is a unique equilibrium point. This has been extended to multiple equilibria
in Biswas and Borkar (2009). A large deviation principle for invariant measures for
a class of reaction-diffusion systems is established in Cerrai and Röckner (2005).
However, none of the above mentioned studies have any control component in their
dynamics.

The model in (1.1) goes a step further and considers the full-fledged optimal
control version of this, wherein one tries to induce a preferred equilibrium be-
havior through a feedback control. The reason the latter has to be “expensive” is
because this captures the physically realistic situation that one can “tweak” the
dynamics but cannot replace it by something altogether different without incur-
ring considerable expense. The function � captures the relative preference among
different points in the state space. Thus, the model in (1.1) is closely related to
the model of stochastic resonance which has applications in neuron modelling,
physics, electronics, physiology, etc. We refer to Herrmann et al. (2014), Chap-
ter 1, for various applications in the presence of small noise. In particular, our
model is closely related to the celebrated FitzHugh–Nagumo model Lindner, Ben-
nett and Wiesenfeld (2006) in the presence of noise. The control in (1.1) should
be seen as an external input. In practice it is convenient to take U to be periodic
in time, whereas we do not impose any periodicity constraint on U . The ε fac-
tor in the control could be interpreted as the weak modulation in Moss (1994).
We refer the reader to Moss (1994), Russell, Wilkens and Moss (1999) for a dis-
cussion on the interplay between noise variance and the control magnitude and its
relation to stochastic resonance. Nonlinear control theory has been useful in under-
standing classes of systems that exhibit stochastic resonance Repperger and Farris
(2010). Optimization theory has also been applied with the aim of enhancing the
stochastic resonance effect for engineered systems Wu et al. (2006), Yang et al.
(2009).

In our controlled setting, we are interested in achieving a desired value of βε∗ , re-
flecting the desired behavior of the corresponding stationary distribution. Although
one can fix a suitable penalty function � beforehand, we will see in Theorem 1.11
in Section 1.4 that the value of βε∗ , as well as the concentration of the stationary
distribution, change with ν. Therefore, a desired value of βε∗ or a desired profile
of the stationary distribution might be obtained for some specific values of ν for
small ε.
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We also wish to point out that, since the control and noise are scaled differently,
the ergodic control problem described can be viewed as a multi-scale diffusion
problem.

1.1.1. Assumptions on the vector field m. Recall that a continuous-time dy-
namical system on a topological space X is specified by a map φt : X →X, where
{φt } is a one parameter continuous Abelian group action on X called the flow.
A point x ∈ X is called nonwandering if for every open neighborhood U of x and
every time T > 0 there exists t > T such that φt(U) ∩ U �= ∅.

Recall also that a critical point z of a smooth vector field m is called hyperbolic
if the Jacobian matrix Dm(z) of m at z has no eigenvalues on the imaginary axis.
For a hyperbolic critical point z of a vector field m, we let Ws(z) and Wu(z) denote
the stable and unstable manifolds of its flow.

The following hypothesis on the vector field m is in effect throughout the paper.

HYPOTHESIS 1.1. The vector field m is bounded and smooth and satisfies the
following:

1. The set of nonwandering points of the flow of m is a finite set S = {z1, . . . , zn}
of hyperbolic critical points.

2. If y and z are critical points of m, then Ws(y) and Wu(z) intersect transversally
(if they intersect).

3. There exist a smooth function V̄ : Rd →R+ and a bounded open neighborhood
of the origin K ⊂ R

d containing S , with the following properties.
(3a) c1|x|2 ≤ V̄(x) ≤ c2(1 + |x|2) for some positive constants c1, c2, and all

x ∈ Kc.
(3b) ∇V̄ is Lipschitz and satisfies

(1.5)
〈
m(x),∇V̄(x)

〉
< −γ |x|

for some γ > 0, and all x ∈ Kc.

REMARK 1.2. The vector field m is assumed bounded for simplicity. The
reader however might notice that the characterization of optimality (see Theo-
rem 1.4) is based on the regularity results in Bensoussan and Frehse (2002), and
the hypotheses in Bensoussan and Frehse (2002), Section 4.6.1, permit m to be
unbounded as long as

lim sup
|x|→∞

|m(x)|2
�(x)

< ∞.

Provided that this condition is satisfied, the assumption that the drift is bounded
can be waived and all the results of this paper hold unaltered, with the proofs
requiring no major modification.
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The outline of the paper is as follows. Section 1.2 summarizes the notation, and
provides a glossary of special symbols used in the paper. In Section 1.5, we present
an important property of LQG systems, which plays a crucial role in the study of
the critical regime and also in the proof of Theorem 1.13.

In Section 2, we discuss energy functions for gradient-like flows (Theorem 2.2).
These are heavily used in the study of the subcritical regime. The proofs of the
main results comprise Sections 3–5. Section 3 is devoted to the study of the min-
imal stochastically stable sets, Section 4 is primarily devoted to the proof of The-
orem 1.12, while Section 5 studies the optimal stationary distribution under an
appropriate scaling, which leads to Theorem 1.13. The proofs of Lemma 1.3, The-
orem 1.4, Lemma 1.17, and Theorem 1.19 can be found in Arapostathis, Biswas
and Borkar (2018).

1.2. Notation. The following notation is used in this paper. The symbol R
denotes the field of real numbers, and N denotes the set of natural numbers.
The Euclidean norm on R

d is denoted by | · |, and 〈·, ·〉 denotes the inner prod-
uct. For two real numbers a and b, a ∧ b := min(a, b) and a ∨ b := max(a, b).
For a matrix M , MT denotes its transpose, and ‖M‖ denotes the operator
norm relative to the Euclidean vector norm. Also, I denotes the identity ma-
trix.

The composition of two functions f and g is denoted by f ◦ g. A ball of radius
r > 0 in R

d around a point x is denoted by Br(x), or as Br if x = 0. For a compact
set K , we let dist(x,K) denote the Euclidean distance between x ∈R

d and the set
K , and Br(K) := {y ∈ R

d : dist(y,K) < r}. For a set A ⊂ R
d , we use Ā, Ac, and

∂A to denote the closure, the complement, and the boundary of A, respectively.
We define Ck

b(Rd), k ≥ 0, as the set of functions whose ith derivatives for i =
0,1, . . . , k, are continuous and bounded in R

d and denote by Ck
c (Rd) the subset of

Ck
b(Rd) of functions having compact support. The space of all probability measures

on a Polish space X with the Prohorov topology is denoted by P(X ). The density
of the d-dimensional Gaussian distribution with mean 0 and covariance matrix �

is denoted by ρ� .
The term domain in R

d refers to a nonempty, connected open subset of the Eu-
clidean space R

d . We introduce the following notation for spaces of real-valued
functions on a domain G ⊂ R

d . The space Lp(G), p ∈ [1,∞), stands for the
usual Banach space of (equivalence classes of) measurable functions f satisfying∫
G |f (x)|p dx < ∞, and L∞(G) is the Banach space of functions that are essen-

tially bounded in G. The standard Sobolev space of functions on G whose gener-
alized derivatives up to order k are in Lp(G), equipped with its natural norm, is
denoted by Wk,p(G), k ≥ 0, p ≥ 1.

In general, if Y is a space of real-valued functions on a domain G, Yloc consists
of all functions f such that f ϕ ∈ Y for every ϕ ∈ C∞

c (G), the space of smooth
functions on G with compact support. In this manner, we obtain for example the
space W

2,p
loc (G).
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The symbols O(|x|a) and o(|x|a), for a ∈ (0,∞), denote the sets of functions
f : Rd →R having the property

lim sup
|x|↘0

|f (x)|
|x|a < ∞ and lim sup

|x|↘0

|f (x)|
|x|a = 0,

respectively. Abusing the notation, O(|x|a) and o(|x|a) occasionally denote
generic members of these sets. Thus, for example, an inequality of the form
O(|x|2) ≤ f (x) ≤ O(|x|) is well defined, and is equivalent to the statement that
lim sup|x|↘0

|f (x)|
|x| < ∞, and lim inf|x|↘0

f (x)

|x|2 > −∞.
We use κ1, κ2, . . . as generic constants whose definition differs from place to

place.
A glossary of commonly used symbols and the page where they are first defined

is provided below.

Glossary of Symbols.
Jε(U) ergodic cost, equation (1.3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2751
R(x,u) running cost, equation (1.2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2751
R[v](x) running cost under control v, equation (3.1) . . . . . . . . . . . . . . . . . . . . . . . . 2772
P(X ) space of probability measures on a Polish space X . . . . . . . . . . . . . . . . . . . 2754
Pε set of infinitesimal ergodic occupation measures, equation (1.9) . . . . . . . . . . 2757
�U

t set of mean empirical measures, equation (1.11) . . . . . . . . . . . . . . . . . . . . . 2757
USSM a class of stable stationary Markov controls, Definition 1.16 . . . . . . . . . . . . 2766
Jε
π, Jε∗ objective and optimal value of primal problem, equation (1.12) . . . . . . . . . . 2758

Lε
0 operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2756

Lε operator, equation (1.10) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2757
Lε

v operator, equation (1.15) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2759
V ε solution of the HJB, equation (1.13) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2758
V̂ ε

z , Ṽ ε , V̆ ε
z scaled solutions of the HJB, Definition 4.3 . . . . . . . . . . . . . . . . . . . . . . . . . 2785

βε∗ optimal value for the ergodic problem, equation (1.14) . . . . . . . . . . . . . . . . 2759
ηε∗ optimal stationary distribution, Theorem 1.4 . . . . . . . . . . . . . . . . . . . . . . . . 2759
vε∗ optimal stationary Markov control, Theorem 1.4 . . . . . . . . . . . . . . . . . . . . . 2759
�ε∗ density of optimal stationary distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 2759
η̂ε
z , ◦

ηε
z scaled optimal stationary distributions, Definition 5.1 . . . . . . . . . . . . . . . . . 2790

�̂ε
z , ◦

�ε
z scaled optimal densities, Definition 5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2790

m̂ε
z , �̂ε

z scaled vector field and potential, Definition 4.3 . . . . . . . . . . . . . . . . . . . . . . 2785
Gε∗ optimal control effort, equation (1.18) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2761
ζ ε , ξε

1 , ξε
2 constants, equation (3.38) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2781

V̄ Lyapunov function, Definition 1.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2753
V energy function, Lemma 2.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2771
S (Ss) set of equilibria (stable equilibria) of (1.4), Definition 1.7 . . . . . . . . . . . . . . 2760
S minimal stochastically stable set, Definition 1.7 . . . . . . . . . . . . . . . . . . . . . . 2760
Zc, Zs, Z , Z̃ classes of equilibria, Definition 1.10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2761
Jc, Js, J, J̃ Definition 1.10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2761
O(|x|a), o(|x|a) classes of functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2755
Λ+(M) trace of unstable spectrum of a matrix M , Definition 1.9 . . . . . . . . . . . . . . . 2761
Mz, Dm(z) Jacobian of vector field m(z), Definition 1.9 . . . . . . . . . . . . . . . . . . . . . . . . 2761
Q̂z, �̂z symmetric matrices, equation (1.17) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2761
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1.3. The optimal stationary distribution. Recall the function V̄ defined in Hy-
pothesis 1.1. Since ∇V̄ is Lipschitz, �V̄ is bounded and thus (1.5) implies that
with

Lε
0f (x) := ε2ν

2
�f (x) + 〈

m(x),∇f (x)
〉 ∀x ∈ R

d, f ∈ C2(
R

d),
we have

Lε
0V̄(x) ≤ γ0 − γ |x| ∀ε ∈ (0,1),

for some positive constants γ and γ0. This Foster–Lyapunov condition implies in
particular that the process X with U = 0 has a unique invariant probability measure
ηε

0, and

(1.6) lim
T →∞

1

T
E

[∫ T

0
|Xt |dt

]
=
∫
Rd

|x|ηε
0(dx) ≤ γ0

γ
∀ε ∈ (0,1).

Since � is Lipschitz, (1.6) implies that there exists a constant c̄� independent of ε

such that

(1.7)
∫

�dηε
0 ≤ c̄�.

Moreover, from Biswas and Borkar (2009) there exists a unique Lipschitz contin-
uous function Z ≥ 0, such that minRd Z = 0, Z(x) → ∞ as |x| → ∞, and

Z(x) = inf
φ : φ(t)→xi,xi∈S

[
1

2

∫ ∞
0

∣∣φ̇(s) + m
(
φ(s)

)∣∣2 ds + Z(xi)

]
, φ(0) = x.

In addition, if �ε
0 denotes the density of ηε

0, then −ε2ν ln�ε
0(x) → Z(x) uniformly

on compact subsets of Rd as ε ↘ 0. The function Z is generally referred to as the
quasi-potential, and plays a key role in the study of ηε

0.
However, for the model in (1.1) under the optimal control criterion in (1.3),

the standard method of analysis using quasi-potentials no longer applies. The first
important step is to characterize the stationary probability distributions of the con-
trolled diffusion under optimal controls. It is evident that optimal controls belong
to the class Û defined by

(1.8) Û :=
{
U ∈ U : E

[∫ t

0
|Us |2 ds

]
< ∞ for all t ≥ 0

}
.

We state the following result concerning the existence of solutions to (1.1). Its
proof as well as the proof of Theorem 1.4 which appears later in this section can
be found in the Supplementary Material [Arapostathis, Biswas and Borkar (2018)].

LEMMA 1.3. Under any U ∈ Û, the diffusion in (1.1) has a unique strong
solution.
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1.3.1. The convex analytic approach. In studying this problem, it is of course
of paramount importance to assert the existence of an optimal stationary distribu-
tion, and ideally, to also prove that it is unique.

A proper framework for this study is to consider the class Pε of infinitesimal
ergodic occupation measures, that is, measures π ∈ P(Rd ×R

d) which satisfy

(1.9)
∫
Rd×Rd

Lε[f ](x, u)π(dx,du) = 0 ∀f ∈ C∞
c
(
R

d),
where C∞

c (Rd), as defined in Section 1.2, denotes the class of real-valued smooth
functions with compact support. The operator Lε : C2(Rd) → C(Rd ×R

d) in (1.9)
is defined by

(1.10) Lε[f ](x, u) := ε2ν

2
�f (x) + 〈

m(x) + εu,∇f (x)
〉

for f ∈ C2(Rd). We adopt the usual relaxed control framework, where an admissi-
ble control is realized as a P(Rd)-valued measurable function [for details see Ara-
postathis, Borkar and Ghosh (2012), Section 2.3]. Thus if we disintegrate π ∈ Pε

as π(dx,du) = η(dx)v(du|x), and denote this as π = η � v, then v is a relaxed
Markov control, and η ∈ P(Rd) is an invariant probability measure for the cor-
responding controlled process, provided that the diffusion under the control v in
(1.1) has a unique weak solution for all t ∈ [0,∞) which is a Feller process.

Define

Jε
π :=

∫
Rd×Rd

R(x, u)π(dx,du), π ∈ Pε.

For a control U ∈ U under which the diffusion has a unique weak solution we
define the collection of mean empirical measures �U

t ∈ P(Rd ×R
d) by

(1.11)
∫
Rd×Rd

f (x,u)�U
t (dx,du) = 1

t
E

[∫ t

0
f (Xs,Us)ds

]
for all f ∈ Cb(R

d ×U).
Recall that a continuous function f : Rm → R is called inf-compact if the set

{x ∈ R
m : f (x) ≤ C} is compact (or empty) for every C ∈ R. Suppose that the er-

godic cost Jε(U) defined in (1.3) is finite. Then the inf-compactness of R(x, u) im-
plies that the collection {�U

t , t > 0} is tight in P(Rd ×U). It is standard to show, by
following an argument similar to the proof of Lemma 3.4.6 in Arapostathis, Borkar
and Ghosh (2012), that any limit point π ∈ P(Rd × U) of �U

t is an infinitesimal
ergodic occupation measure. Moreover, Jε(U) ≥ infπ∈Pε Jε

π [Arapostathis, Borkar
and Ghosh (2012), Theorem 3.4.6]. It is natural then to consider the convex mini-
mization problem

(1.12) Jε∗ := inf
π∈Pε

Jε
π,
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since Jε∗ provides a lower bound for Jε(U). This constitutes the primal problem.
Since R(x, u) is inf-compact, π �→ Jε(π) is lower semi-continuous, and Jε

π is finite
for at least one π ∈ Pε by (1.7), it follows that there exists some πε∗ ∈ Pε which
attains the infimum in (1.12). If the disintegration of an optimal ergodic occupation
measure results in a Markov control under which (1.1) has a solution, then of
course this infimum is attained for the ergodic control problem. This is indeed the
case, for a large class of problems where the control takes values in a compact
space. For general results concerning this approach see Bhatt and Borkar (1996)
and Kurtz and Stockbridge (1998). However, for problems when the control lives
in R

d , as is the case in the present setup, it is in general difficult to show that under
the Markov control associated with πε∗ the diffusion has a solution.

The dual of the infinite dimensional linear program in (1.12) consists of a max-
imization over subsolutions of a HJB equation Bhatt and Borkar (1996). We say
that we have strong duality if the optimal values of the primal and the dual prob-
lems are equal. To the best of our knowledge, there are no strong duality results
for the ergodic control problem of diffusions when the control lives in R

d . In the
next section, we study the HJB equation and establish strong duality for the prob-
lem at hand. Moreover, we establish the unicity of the optimal ergodic occupation
measure πε∗ = ηε∗ � vε∗. This of course implies that there exist a unique “optimal”
stationary distribution ηε∗ and an a.e. unique optimal stationary Markov control,
and it turns out from the study of the HJB that this control is smooth.

1.3.2. The HJB equation for the ergodic control problem. Recall that a precise
stationary Markov control is specified as Ut = v(Xt) for a measurable function
v : Rd → R

d . We identify the stationary Markov control with the function v. Let
USM denote the class of stationary Markov controls which are locally bounded and
under which (1.1) has a unique strong solution for all t ∈ [0,∞). Parenthetically,
we note that, under a locally bounded stationary Markov control, (1.1) has a unique
solution up to explosion time, and it is strong Feller [Krylov and Röckner (2005),
Theorem 2.5]. Linear growth of |v| is a sufficient condition for the existence of a
unique strong solution for all t ∈ [0,∞). We let Ev

x denote the expectation oper-
ator on the canonical space of the process controlled by v ∈ USM, and starting at
X0 = x. We say that v ∈ USM is stable if the controlled process under v is positive
recurrent, and we let Uε

SSM ⊂ USM denote the set of stable controls in USM. Parts
(a)–(b) of the following theorem essentially follow from Ichihara (2011), Theo-
rem 2.2.

THEOREM 1.4. There exists a critical value βε∗ ∈ R such that the HJB equa-
tion for the ergodic control problem, given by

(1.13)
ε2ν

2
�V ε + min

u∈Rd

[〈
m + εu,∇V ε〉+ � + 1

2
|u|2

]
= βε,
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has no solution if βε > βε∗ , while if βε < βε∗ , then for any such solution V ε the dif-
fusion in (1.1) under the control v = −ε∇V ε is transient. Moreover, the following
hold.

(a) If V ε ∈ C2(Rd) is any solution of (1.13), then |∇V ε(x)| has at most affine
growth in x.

(b) If βε = βε∗ , then (1.13) has a unique solution V ε ∈ C2(Rd) satisfying
V ε(0) = 0. The Markov control vε∗ := −ε∇V ε is stable, and if ηε∗ ∈ P(Rd) de-
notes the invariant probability measure of the diffusion under the control vε∗, then

(1.14) βε∗ =
∫
Rd

R
(
x, vε∗(x)

)
ηε∗(dx).

(c) (strong duality) Jε∗ = βε∗ .
(d) With Û as defined in (1.8), the following optimality property holds:

lim inf
T →∞ inf

U∈Û
1

T
E

[∫ T

0
R(Xs,Us)ds

]
≥ βε∗ .

(e) (uniqueness of optimal stationary distribution) An ergodic occupation
measure π = η � v ∈ Pε is optimal if and only if v agrees with vε∗ a.e. in R

d .
In particular, there exists a unique optimal invariant probability measure ηε∗.

For a stationary Markov control v, we define the extended generator of (1.1) by

(1.15) Lε
vf (x) := ε2ν

2
�f (x) + 〈

m(x) + εv(x),∇f (x)
〉
, x ∈R

d,

for f ∈ C2(Rd). It follows from (1.13) that

(1.16)
ε2ν

2
�V ε + 〈m,∇V ε〉− ε2

2

∣∣∇V ε
∣∣2 + � = βε∗ .

Theorem 1.4 shows that βε∗ = Jε∗, and this value is attained at an a.e. unique
vε∗ ∈ Uε

SSM and is independent of the initial condition X0. Given these uniqueness
properties, we refer to ηε∗ as the optimal invariant probability measure, or as the
optimal stationary distribution, and we let �ε∗ denote its density. We also refer to
vε∗ as the optimal stationary Markov control, and to βε∗ as the optimal value for the
ergodic problem.

REMARK 1.5. Due to the smoothness of coefficients, every weak solution
in V ε ∈ W

1,∞
loc (Rd) of (1.13) is automatically in Ck(Rd) for any k ∈ N. In the

interest of notational economy, we often refer to any such V ε as a solution, without
specifying the function space it belongs to.

REMARK 1.6. Existence and uniqueness of the solution to (1.13) is well
known [see Bensoussan and Frehse (1992, 2002)], and in fact, the results in
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Bensoussan and Frehse (2002) hold for a more general class of HJB equations.
However, we were not able to find any reference that establishes the verification of
optimality results in Theorem 1.4, or strong duality.

Note also that Theorem 1.4(d) asserts a much stronger optimality property than
the usual one. This can be in fact strengthened to pathwise optimality, and assert
that the most “pessimistic” pathwise performance under vε∗ is no worse than the
most “optimistic” pathwise performance under any control in Û. The proof of this
fact is identical to the proofs of Lemma 3.4.6 and Theorem 3.4.7 in Arapostathis,
Borkar and Ghosh (2012).

Recent work as in Ichihara (2012) and Ichihara and Sheu (2013) which investi-
gates the optimal control problem, does not exactly fit our model. A strict growth
condition for � is imposed in Assumption (H2) of Ichihara (2012), which we do not
require here. On the other hand, in Ichihara and Sheu (2013) where convergence of
the Cauchy problem is investigated, and therefore optimality for the ergodic con-
trol problem is addressed, a more stringent condition is imposed [see Hypothesis
(A3)′] which, for a Hamiltonian that is quadratic in the gradient like ours, amounts
to geometric ergodicity under the uncontrolled dynamics.

The existence of a critical value for βε for (1.13) and the behavior of the so-
lutions above or below this critical value are studied in detail in Ichihara (2011).
However, the critical value is not necessarily the optimal value. We refer the reader
to Ichihara (2015) for some recent work on the relation of the critical value of an
elliptic HJB equation of the ergodic type and the optimal value of the control prob-
lem.

1.4. Main results. In this section we summarize the main results of the paper.
We start with the following definition.

DEFINITION 1.7. Let Ss ⊂ S denote the set of stable equilibria of (1.4), that
is, the set of points z ∈ S for which the eigenvalues of Dm(z) have negative real
parts.

We say that a set K ⊂ R
d is stochastically stable (or that ηε∗ concentrates on K)

if it is compact, and for any open neighborhood N ⊃ K we have limε↘0 ηε∗(N ) =
1. If H denotes the class of stochastically stable sets, and S :=⋂

K∈H K , then S

is stochastically stable (Remark 1.8). We refer to S as the minimal stochastically
stable set.

REMARK 1.8. It is straightforward to show that S in Definition 1.7 is stochas-
tically stable. This goes as follows. For a set K ⊂ R

d , and δ > 0, let Kδ denote the
open δ-neighborhood of K , that is, Kδ := {x ∈ R

d : d(x,K) < δ}, where d(·, ·) is
the Euclidean distance. Since the collection H consists of compact sets, it follows
there exists a finite subcollection Kδ

1 , . . . ,Kδ
n whose intersection lies in S2δ . Then

ηε∗((S2δ)c) ≤⋃n
i=1 ηε∗((Kδ

i )c), from which it follows, since δ > 0 is arbitrary, that
S is stochastically stable.



CONTROLLED EQUILIBRIUM SELECTION 2761

The behavior of ηε∗ for small ε depends crucially on the parameter ν. We dis-
tinguish three regimes: The supercritical regime (ν > 1), the subcritical regime
(ν < 1), and the critical regime (ν = 1). Roughly speaking, the control “exceeds”
the noise level in the supercritical regime, while the opposite is the case in the
subcritical regime. In the critical regime, which is the most interesting and more
difficult to study, the control and noise levels are equal. The main results can be
grouped in three categories: (1) characterization of the minimal stochastically sta-
ble set S and asymptotic estimates of βε∗ for small ε in the three regimes (Theo-
rem 1.11), (2) concentration bounds for ηε∗ (Theorem 1.12), and (3) convergence
of �ε∗, under appropriate scaling, to a Gaussian density (Theorem 1.13).

DEFINITION 1.9. For a square matrix M ∈ R
d×d , let Λ+(M) denote the sum

of its eigenvalues that lie in the open right half complex plane. For z ∈ S , and with
Mz := Dm(z), where as defined earlier Dm(z) is the Jacobian of m at z, we let Q̂z

and �̂z be the symmetric, nonnegative definite, square matrices solving the pair of
equations

MT
z Q̂z + Q̂zMz = Q̂2

z,

(Mz − Q̂z)�̂z + �̂z(Mz − Q̂z)
T = −I.

(1.17)

By Theorem 1.19, which appears in Section 1.5, there exists a unique pair
(Q̂z, �̂z) of symmetric positive semidefinite matrices solving (1.17). It is also ev-
ident by (1.17) that �̂z is invertible.

In order to state the main results, we need the following definition.

DEFINITION 1.10. We define the optimal control effort Gε∗ by

(1.18) Gε∗ := 1

2

∫
Rd

∣∣vε∗
∣∣2 dηε∗, ε > 0.

In addition, we define

Zc := Arg min
z∈S

{
�(z) + Λ+(Dm(z)

)}
, Jc := min

z∈S
[
�(z) + Λ+(Dm(z)

)]
,

Zs := Arg min
z∈Ss

{
�(z)

}
, Js := min

z∈Ss

[
�(z)

]
,

Z := Arg min
z∈S

{
�(z)

}
, J := min

z∈S
[
�(z)

]
,

Z̃ := Arg min
z∈Z

{
Λ+(Dm(z)

)}
, J̃ := min

z∈Z
[
Λ+(Dm(z)

)]
.

Recall the definition of O(·) in Section 1.2. The following theorem provides a
comprehensive characterization of the minimal stochastically stable set.
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THEOREM 1.11. The minimal stochastically stable set S is a subset of S for
all ν > 0. In addition, the set S, the optimal value βε∗ , and the optimal control
effort Gε∗ depend on ν as follows.

(i) For ν > 1 (“supercritical” regime), we have S⊂ Z̃ . In addition, if J= Js,
then

O
(
ε2∧ν)≤ βε∗ − J≤O

(
ε2ν) and Gε∗ ∈O

(
εν∧2),

and if J < Js, then

O
(
ε2∧ν)≤ βε∗ − J≤ ε2ν−2J̃+O

(
ε2ν) and Gε∗ ∈O

(
ε(2ν−2)∧2).

(ii) For ν < 1 (“subcritical” regime), we have S ⊂ Zs, and

(1.19) O
(
εν)≤ βε∗ − Js ≤O

(
εν∨(4ν−2)), Gε∗ ∈O

(
εν).

(iii) For ν = 1 (“critical” regime), we have S ⊂ Zc, βε∗ ≤ Jc + O(ε2), and
limε↘0 βε∗ = Jc. Moreover, if Jc = Js, then the lower bound in (1.19) holds.

It is not hard to show that the optimal invariant measures ηε∗ concentrate on
S as ε ↘ 0 (see Lemma 3.1). In Theorem 1.11, we distinguish the three regimes
corresponding to different values of ν, and provide asymptotic bounds for βε∗ for
small ε. For ν > 1, one can find a control U under which the invariant measure
of the dynamics (1.1) concentrates on a point in S . Construction of invariant mea-
sures with similar properties is also possible for z ∈ Ss when ν < 1. The important
difference is that for ν < 1 the optimal invariant measure ηε∗ cannot concentrate
on S \ Ss (see Lemma 3.6). To show this fact we construct a suitable energy func-
tion for the Morse–Smale dynamics (see Theorem 2.2). The analysis in the critical
regime ν = 1 turns out to be more subtle than the other two regimes. To facilitate
the study of the critical regime, we identify an important property which concerns
a singular ergodic control problem for Linear Quadratic Gaussian (LQG) systems
(Theorem 1.19). This plays a crucial role in showing that S⊂ Zc.

To guide the reader, we indicate the results presented in Sections 3–4 which
comprise the proof of Theorem 1.11.

PROOF OF THEOREM 1.11. That S ⊂ S is the statement of Lemma 3.1. Note
that if J = Js, then J̃ = minz∈Z [Λ+(Dm(z))] = 0 by the definition of �+. Thus
upper bounds of βε∗ −J in part (i) follow by the first inequality in (3.17), while the
lower bounds are in Corollary 4.2(b). The statements concerning Gε∗ in part (i) are
in (4.4).

That S ⊂ Zs in the subcritical regime is in the statement of Lemma 3.6. The
upper bound of βε∗ − Js in part (ii) is the combination of the two separate up-
per bounds given in Lemma 3.5(ii), for ν ∈ (0, 2

3) and ν ∈ [2
3 ,1), while the lower

bound is in Corollary 4.6(b), where we also find the assertion that Gε∗ ∈ O(εν).
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We now turn to the proof of part (iii). The inequality βε∗ ≤ Jc +O(ε2) is the sec-
ond inequality in (3.17). That limε↘0 βε∗ = Jc is in the statement of Theorem 5.4,
while S⊂ Zc is equivalent to limε↘0 ηε∗(Bc

r (Zc)) = 0, which is asserted in (5.12).
Lastly, that βε∗ − Js ≥O(ε) when Jc = Js is in Remark 4.7. �

The next theorem provides concentration bounds for the optimal stationary dis-
tribution in terms of moments. Let dist(x,S) denote the Euclidean distance of
x ∈ R

d from the set S , and Br(S) := {y ∈ R
d : dist(y,S) < r}.

THEOREM 1.12. For any k ∈ N and r > 0, there exist constants, κ̂0 =
κ̂0(k, r, ν), and κ̂i = κ̂i(k), i = 1,2, such that with r̂(ε) := κ̂2ε

ν∧1 we have∫
Br(S)

(
dist(x,S)

)2
ηε∗(dx) ≤ κ̂0ε

2(ν∧2) ∀ν > 0,∫
Bc

r̂(ε)
(S)

(
dist(x,S)

)2k
ηε∗(dx) ≤ κ̂1ε

2(ν∧1) ∀ν ∈ (0,2],
(1.20)

for all ε ∈ (0,1).
Moreover, if D is any open set such that Ss ⊂ D, then

ηε∗
(
Dc) ∈ O

(
ε2ν∧(2−ν)),

provided ν < 1, or Jc = Js and ν = 1, or J= Js and ν ∈ (1,2).

PROOF. The first inequality in (1.20) is the same as (4.1), while the second is
established in Proposition 4.5.

That ηε∗(Dc) ∈ O(ε2ν∧(2−ν)) when J = Js and ν ∈ (1,2), or when ν < 1 is as-
serted in Corollary 4.6, and that the same inclusion holds when Jc = Js and ν = 1
is explained in Remark 4.7. �

Exploiting the results in Theorem 1.12, we scale the space suitably and show
that the resulting invariant measures are also tight. In particular, we examine the
asymptotic behavior of ηε∗ and show that under an appropriate spatial scaling it
“converges” to a Gaussian distribution in the vicinity of the minimal stochastically
stable set. This is the subject of the next theorem.

THEOREM 1.13. Assume ν ∈ (0,2). Let z ∈ S , and N an open neighborhood
of z whose closure does not contain any other elements of S . Suppose that along
some sequence εn ↘ 0 we have lim infεn↘0 η

εn∗ (N ) > 0. Then along this sequence
it holds that

(1.21)
ενd�ε∗(ενx + z)

ηε∗(N )
−−→
ε↘0

1

(2π)
d
2 |det �̂z| 1

2

exp
(
−1

2

〈
x, �̂−1

z x
〉)

,

uniformly on compact sets, where “det” denotes the determinant, and �̂z is given
by (1.17).
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PROOF. This follows from Theorems 5.3 and 5.7. �

We present a simple example to demonstrate the results.

EXAMPLE 1.14. Let m be a vector field in R of the form m = −∇F , with
F a “double well potential” given by F(x) := x4

4 − x3

3 − x2 on [−10,10], with
F suitably extended so that it is globally Lipschitz and does not have any critical
points outside the interval [−10,10]. Then ∇F vanishes at exactly three points:
−1,0,2. Of these, 0 is a local maximum, and therefore, it is an unstable equilib-
rium for the o.d.e. ẋ(t) = m(x(t)), and both −1 and 2 are local minima, hence
stable equilibria thereof. Let �(x) = c|x|2 on [−10,10] for a suitable c > 0, modi-
fied suitably outside [−10,10] to render it globally Lipschitz. Note that F(0) = 0,
F(−1) = − 5

12 , F(2) = −8
3 . Thus x = 2 is the unique global minimum of F . Since

�(0) = 0, and Dm(0) = 2, the results of Theorem 1.11 indicate that for ε small
enough the following hold:

• in the supercritical regime S= {0}, and βε∗ ≈ �(0) = 0;
• in the subcritical regime S = {−1}, βε∗ ≈ �(−1) = c;
• in the critical regime, we have S = {0} if c > 2, with βε∗ ≈ �(0) + Dm(0) = 2,

and S = {−1} if c < 2, with βε∗ ≈ �(−1) = c.

Next, we change the data so that

F(x) := x6

6
− x5

5
− 7x4

4
+ x3

3
+ 3x2 on [−10,10].

Then ∇F vanishes at exactly five points, and S = {−2,−1,0,1,3}. Of these,
−1 and 1 are local maxima of F , hence unstable equilibria for the o.d.e. ẋ(t) =
m(x(t)), while the rest are stable equilibria. Hence, Ss = {−2,0,3}. Let �(x) =
5x4 − x3 − 20x2 + 16 on [−10,10]. The critical point z = 3 is the unique global
minimum for F , which means that it is stochastically stable for the uncontrolled
dynamics. Calculating the values of � at S we obtain �(−2) = 24, �(−1) = 2,
�(0) = 16, �(1) = 0, and �(3) = 214. Also, we have Dm(−1) = 8, Dm(1) = 12.
By Theorem 1.11, we have the following:

• in the supercritical regime, S= {1}, and βε∗ ≈ �(1) = 0 for ε small;
• in the critical regime, S= {−1}, and βε∗ ≈ �(−1) + Dm(−1) = 10 for ε small;
• in the subcritical regime, S= {0}, βε∗ ≈ �(0) = 16 for ε small.

Note that in this example the stochastically stable sets are distinct in the three
regimes.

REMARK 1.15. Theorems 1.11–1.12 suggest that ν = 2 is a critical value. We
present an example with linear drift and quadratic penalty, so that explicit calcu-
lations are possible, to show that indeed ν = 2 is a critical value. Consider a one-
dimensional model with data m(x) = x and �(x) = (x + 1)2. Direct substitution
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shows that the solution of the HJB equation [see (1.16)] is

V ε(x) = 1 + √
1 + 2ε2

2ε2

(
x + 2ε2

(1 + √
1 + 2ε2)

√
1 + 2ε2

)2
,

βε∗ = 1

1 + 2ε2 + ε2ν−2 1 + √
1 + 2ε2

2
.

The closed loop drift is

x − ε2∇V ε(x) = −
√

1 + 2ε2x − 2ε2
√

1 + 2ε2
(1.22)

= −
√

1 + 2ε2
(
x + 2ε2

1 + 2ε2

)
.

Thus, the optimal stationary distribution ηε∗ is Gaussian with variance (σε∗)2 and
mean mε∗ given by

(1.23)
(
σε∗
)2 := ε2ν

2
√

1 + 2ε2
, mε∗ := − 2ε2

1 + 2ε2 .

Consider the scaled distribution η̂ε∗ with density εν�ε∗(ενx + z). Let N(m,σ2) de-
note the Normal distribution with mean m and variance σ2. We have:

• For ν ∈ (0,2), η̂ε∗ converges to N(0, 1
2).

• For ν = 2, η̂ε∗ converges to N(−2, 1
2).

• For ν > 2, we have mε∗
σε∗

→ −∞, and thus η̂ε∗ does not converge as ε ↘ 0.

Thus (1.21) does not hold for ν ≥ 2.
A simple calculation also shows that the optimal control effort is given by

Gε∗ = ε−2

2

(
1 +

√
1 + 2ε2

)2(
σε∗
)2

+ ε−2

2

(
1 +

√
1 + 2ε2

)2( 2ε2

(1 + √
1 + 2ε2)

√
1 + 2ε2

+mε∗
)2

= ε2ν−2 (1 + √
1 + 2ε2)2

4
√

1 + 2ε2
+ 2ε2

(1 + 2ε2)2 .

Thus Gε∗ ∈ O(ε(2ν−2)∧2), which matches the estimate in Theorem 1.11(i).
A better understanding of this can be reached by considering the limit ν → ∞,

in which case the dynamics are deterministic. A simple calculation shows that

x̄ := arg min
x

{
�(εx) + 1

2
|x|2

}
= − 2ε2

1 + 2ε2 .
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Thus for a feedback control to be optimal, the point x̄ should be asymptotically
stable for the closed loop system. As a result, for the LQG problem, the optimal
stationary distribution is centered at the point x̄ for all values of ν. The criticality at
ν = 2 is generic, since in the vicinity of an equilibrium z, solving the minimization
problem we have x̄ ≈ ε2∇�(z).

There is a similar behavior if the drift is stable. Let m(x) = −x. We obtain

V ε(x) = −1 + √
1 + 2ε2

2ε2

(
x + 2ε2

(−1 + √
1 + 2ε2)

√
1 + 2ε2

)2
,

βε∗ = 1

1 + 2ε2 + ε2ν−2 −1 + √
1 + 2ε2

2

= 1 − 2ε2

1 + 2ε2 + ε2ν 1

1 + √
1 + 2ε2

.

The closed loop drift, variance, and mean are as in (1.22)–(1.23). Using the identity

−1 + √
1 + 2ε2

2ε2 = 1

1 + √
1 + 2ε2

,

the optimal control effort takes the form

Gε∗ = 2(σε∗)2

(1 + √
1 + 2ε2)2

+ 2ε2

(1 + √
1 + 2ε2)2

(
1 + √

1 + 2ε2
√

1 + 2ε2
+mε∗

)2

= ε2ν

(1 + √
1 + 2ε2)2

√
1 + 2ε2

+ 2ε2

(1 + 2ε2)2 .

Thus Gε∗ ∈O(ε2ν∧2).

1.5. A property of LQG systems. As mentioned earlier, the study of the criti-
cal regime, and also the proof of Theorem 1.13 rely on an important property of
LQG systems which we describe next. A matrix M ∈R

d×d is called exponentially
dichotomous if it has no eigenvalues on the imaginary axis. Consider the diffusion

(1.24) dXt = (
MXt + v(Xt)

)
dt + dWt,

with M ∈ R
d×d exponentially dichotomous.

DEFINITION 1.16. Let USSM denote the class of locally bounded stationary
Markov controls v, under which the diffusion in (1.24) has a unique strong solu-
tion, is positive recurrent, and satisfies

(1.25) E(v) := 1

2

∫
Rd

∣∣v(x)
∣∣2μv(dx) < ∞,

where μv denotes the associated invariant probability measure.
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As Theorem 1.19 below asserts, the minimal control effort, defined by

E∗ := inf
v∈USSM

E(v),

which is required to render the diffusion positive recurrent by controls in USSM,
equals the trace of the unstable spectrum of the matrix M , which was denoted as
Λ+(M) in Definition 1.9. This result is related to classical results in determin-
istic linear control systems and the Riccati equation Kučera (1972), Mȧrtensson
(1971), Willems (1971), but since we could not locate it in this form in the litera-
ture, a proof is included in the Supplementary Material [Arapostathis, Biswas and
Borkar (2018)], where the proof of the following auxiliary lemma is also located.

LEMMA 1.17. Provided M is exponentially dichotomous, there exists a con-
stant C̃0 depending only on M such that∫

Rd
|x|2μv(dx) ≤ C̃0

(
1 +

∫
Rd

∣∣v(x)
∣∣2μv(dx)

)
∀v ∈ USSM.

Recall that a real square matrix is called Hurwitz if its eigenvalues lie in the
open left half complex plane. We need the following definition.

DEFINITION 1.18. Let M ∈ R
d×d be fixed. Let G(M) denote the collection

of all matrices G ∈ R
d×d such that M − G is Hurwitz. For G ∈ G(M), let �G

denote the (unique) symmetric solution of the Lyapunov equation

(1.26) (M − G)�G + �G(M − G)T = −I,

and define

JG(M) := 1

2
trace

(
G�GGT),

J∗(M) := inf
G∈G(M)

JG(M).
(1.27)

Let vG(x) = −Gx for some G ∈ R
d×d . It is clear that for the diffusion in (1.24)

to be positive recurrent under the linear control vG, it is necessary that M − G be
Hurwitz. If so, then the invariant probability distribution of the controlled diffu-
sion is Gaussian with covariance matrix �G given by (1.26). It is clear then that
the control effort E(vG) defined in (1.25) satisfies E(vG) = JG(M). Therefore,
provided the infimum in (1.27) is attained, J∗(M) is the minimal control effort,
as defined by (1.25), required to render (1.24) positive recurrent using a linear sta-
tionary Markov control. Theorem 1.19 asserts that the infimum in (1.27) is indeed
attained and that J∗(M) = Λ+(M). Moreover, linear stationary Markov controls
are optimal for this task within the class USSM.
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THEOREM 1.19. Suppose that M ∈ R
d×d is exponentially dichotomous. Then

the following hold.

(a) There exists a unique positive semidefinite symmetric solution Q of the ma-
trix Riccati equation MTQ + QM = Q2, satisfying

(1.28) (M − Q)� + �(M − Q)T = −I

for some symmetric positive definite matrix �. Moreover, A = M − Q attains the
infimum in (1.27) subject to (1.26), and it holds that

J∗(M) = Λ+(M) = 1

2
trace(Q).

(b) With μv denoting the invariant probability measure of (1.24) under a con-
trol v ∈ USSM, we have

(1.29) inf
v∈USSM

∫
Rd

1

2

∣∣v(x)
∣∣2μv(dx) = Λ+(M).

In addition, any control v∗ ∈ USSM which attains the infimum in (1.29) satisfies
v∗(x) = −Qx for almost all x in R

d .
(c) Let β̄ ∈ R. The equation

(1.30)
1

2
�V̄ (x) + 〈

Mx,∇V̄ (x)
〉− |∇V̄ (x)|2

2
= β̄

has no solution if β̄ > Λ+(M). If β̄ = Λ+(M), then V̄ (x) = 1
2〈x,Qx〉 is the

unique solution of (1.30) satisfying V̄ (0) = 0. If β̄ < Λ+(M) and V̄ is a solu-
tion of (1.30), then the diffusion in (1.24) under the control v = −∇V̄ is transient.

REMARK 1.20. Optimality and uniqueness of the optimal control v(x) =
−Qx in Theorem 1.19(b) hold over a larger class of Markov controls. Indeed
combining the results of Bogachev, Röckner and Shaposhnikov (2012), Krylov
and Röckner (2005), we can replace “locally bounded” in the definition of USSM
by v ∈ L

p
loc(R

d) for some p > d . Then the results of Theorem 1.19(b) hold for this
class of controls.

2. Gradient-like flows and energy functions.

2.1. Gradient-like Morse–Smale dynamical systems. It is well known in the
theory of dynamical systems that if the set of nonwandering points of a flow on a
compact manifold consists of hyperbolic fixed points, then the associated vector
field is generically gradient-like (see Definition 2.1 and Theorem 2.2 below). This
is also the case under Hypothesis 1.1, since the “point at infinity” is a source for
the flow of m.
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Recall that the index of a hyperbolic critical point z ∈ R
d of a smooth vector

field is defined as the dimension of the unstable manifold Wu(z). This agrees with
the number of eigenvalues of Dm(z) which have positive real parts. The theorem
below is well known Meyer (1968), Smale (1961). What we have added in its
statement is the assertion that the energy function can be chosen in a manner that
its Laplacian at critical points of the vector field with positive index is negative.

We start with the following definition.

DEFINITION 2.1. We say that V ∈ C∞(Rd) is an energy function if it is inf-
compact, and has a finite set S = {z1, . . . , zn} of critical points, which are all non-
degenerate. A C∞ vector field m on R

d is called gradient-like relative to an energy
function V provided that every point in S is a hyperbolic critical point of m, and〈

m(x),∇V(x)
〉
< 0 ∀x ∈ R

d \ S.

If m satisfies these properties, we also say that m is adapted to V .

THEOREM 2.2. Suppose that m is a smooth vector field in R
d for which Hy-

pothesis 1.1 holds. Let G be any domain of Rd of the form {x ∈ R
d : V̄ < c} for

some c ∈ R, satisfying G ⊃ K, and let {az : z ∈ S} be any set of distinct real num-
bers such that if z and z′ are the α- and ω-limit points of some trajectory, respec-
tively, then az > az′ . Then there exists a function V̂ ∈ C∞(Ḡ) with the following
properties.

(i) 〈m(x),∇V̂(x)〉 < 0 for all x ∈ Ḡ \ S .
(ii) For each z ∈ S , there exist a neighborhood Nz of z and a symmetric matrix

Qz ∈ R
d×d such that V̂(x) = az +〈x − z,Qz(x − z)〉+ o(|x − z|2) for all x ∈ Nz.

(iii) �V̂(z) < 0, for all z ∈ S \ Ss, where Ss, as defined earlier, denotes the
stable equilibria of the flow of m.

(iv) There exists a constant C0 > 0 such that

C0
(
dist(x,S) ∨ ∣∣∇V̂(x)

∣∣)2 ≤ ∣∣〈m(x),∇V̂(x)
〉∣∣

(2.1)
≤ C−1

0

(
dist(x,S) ∧ ∣∣∇V̂(x)

∣∣)2
for all x ∈ G.

PROOF. Since m is smooth and bounded, and m(z) = 0 for z ∈ S , there exists
a constant C̃m > 0 such that

(2.2)
∣∣Mzx − m(x)

∣∣≤ C̃m|x|2 ∀x ∈ R
d,∀z ∈ S.

Let z ∈ S be a critical point of m of index q ≥ 0. Translating the coordinates we
may assume that z = 0. Since m(0) = 0, then by (2.2), m(x) takes the form

m(x) = Mx +O
(|x|2)
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locally around x = 0, where M = Dm(0). By hypothesis M has exactly q (d − q)
eigenvalues in the open right half (left half) complex space. Therefore, since the
corresponding eigenspaces are invariant under M , there exists a linear coordinate
transformation T such that, in the new coordinates x̃ = T (x), the linear map x �→
Mx has the matrix representation M̃ = T MT −1 and M̃ = diag(M̃1,−M̃2), where
M̃1 and M̃2 are square Hurwitz matrices of dimension d −q and q respectively. By
the Lyapunov theorem, there exist positive definite matrices Q̃i , i = 1,2, satisfying

M̃T
1 Q̃1 + Q̃1M̃1 = −Id−q,

M̃T
2 Q̃2 + Q̃2M̃2 = −Iq,

(2.3)

where Id−q and Iq are the identity matrices of dimension d −q and q , respectively.
Suppose q > 0, and let θ > 1 be such that

(2.4) θ trace
(
T T diag(0, Q̃2)T

)
> trace

(
T T diag(Q̃1,0)T

)
,

and define V̂ in some neighborhood of 0 by

(2.5) V̂(x) := a + 〈
x,T T diag(Q̃1,−θQ̃2)T x

〉
,

where a is a constant to be determined later. By (2.4), we obtain �V̂(0) < 0, and
thus (iii) holds.

Using (2.2), we have〈
m(x),∇V̂(x)

〉= xT[MTT T diag(Q̃1,−θQ̃2)T

+ T T diag(Q̃1,−θQ̃2)T M
]
x +O

(|x|3).
Expanding this, we obtain

T T diag(Q̃1,−θQ̃2)T M = T T diag(Q̃1,−θQ̃2)T T −1M̃T

= T T diag(Q̃1M̃1, θQ̃2M̃2)T .

By (2.3), we obtain〈
m(x),∇V̂(x)

〉= −〈x,T T diag(Id−q, θIq)T x
〉+O

(|x|3).
Therefore, since θ > 1, we have

(2.6) −θ |T x|2 +O
(|x|3)≤ 〈m(x),∇V̂(x)

〉≤ −|T x|2 +O
(|x|3).

As shown in Smale (1961) one can select any real numbers ai and define V̂ on
S by setting V̂(zi) = ai as long as the following consistency condition is met. If zi

and zj are the α- and ω-limit points of some trajectory, then ai > aj . Thus V̂ can
be defined in nonoverlapping neighborhoods of the critical points by (2.5) so as to
satisfy (2.6) and parts (i)–(iii) of the theorem. Since G is positively invariant under
the flow of m, the stable and unstable manifolds of S intersect transversally by Hy-
pothesis 1.1(2), and m is transversal to the boundary of ∂G by Hypothesis 1.1(3b),
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this function can then be extended to Ḡ by the handlebody decomposition tech-
nique introduced by Smale. For details see Smale (1961), Theorem B, and Meyer
(1968), Theorem 1.

It is clear by (2.5)–(2.6) that (2.1) holds in some open neighborhood of each z ∈
S , and thus, S being a finite set, it also holds in some neighborhood N of S . Since
〈m,∇V̂〉 is strictly negative on the compact set Ḡ \N and 〈m(x),∇V̂(x)〉 < 0 for
all x /∈ S , a constant C0 can be selected so that (2.1) holds on G. This completes
the proof. �

The function V̂ in Theorem 2.2 can be extended to R
d , and constructed in a

manner so that it agrees, outside some ball, with the Lyapunov function V̄ in Hy-
pothesis 1.1. This is stated in the following lemma.

LEMMA 2.3. Under the assumptions of Theorem 2.2 the vector field m is
adapted to an energy function V which satisfies V = V̄ on the complement of some
open ball which contains S . In addition, parts (i)–(iv) of Theorem 2.2 hold, and
for every bounded domain G there exists a constant C0 = C0(G) such that (2.1)
holds for all x ∈ G. Moreover, there exists a constant C0 > 0 such that with

V(x) := max
{(

dist(x,S)
)2 ∧ dist(x,S),

∣∣∇V(x)
∣∣2 ∧ ∣∣∇V(x)

∣∣},
V(x) := min

{(
dist(x,S)

)2 ∧ dist(x,S),
∣∣∇V(x)

∣∣2 ∧ ∣∣∇V(x)
∣∣},

we have

(2.7) C
−1
0 V(x) ≤ ∣∣〈m(x),∇V(x)

〉∣∣≤ C0V(x) ∀x ∈ R
d .

PROOF. Select c ∈ R such that G1 := {x ∈ R
d : V̄ < c} is a domain which con-

tains K. Let G2 := {x ∈ R
d : V̄ < 2c}. By Theorem 2.2 there exists V̂ ∈ C∞(G2)

with the properties stated. Without loss of generality, we can assume that V̂ = 2c

on ∂G2 [Smale (1961), Theorem B]. Let c1 := supG1
V̂ . It follows that c1 < 2c by

the positive invariance of G2, and the property 〈m,∇V̂〉 < 0 in G2 \ G1. We write
A � B to indicate that Ā ⊂ B . Let

G̃ :=
{
x ∈ R

d : V̂ <
(c1 + 2c)

2

}
,

and c2 := sup
G̃
V̄ . Then we have G1 � G̃ � G2, and c < c2 < 2c by construction.

Let ψ : R → R be a smooth nondecreasing function such that ψ(t) = t for
t ≤ 1

2(c1 + 2c), ψ(t) = 2c for t ≥ 2c, and whose derivative is strictly positive on
the interval [1

2(c1 + 2c),2c). Similarly, let ψ̄ : R → R be another smooth nonde-
creasing function such that ψ̄(t) = 0 for t ≤ −c, and ψ̄(t) = t for t ≥ c2 − 2c.
Define

V := ψ ◦ V̂ + ψ̄ ◦ (V̄ − 2c).
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By construction, V agrees with V̂ on G1 and with V̄ on Gc
2. It can also be easily

verified that supG2\G1
〈m,∇V〉 < 0. Thus, V ∈ C∞(Rd) is an energy function, and

m is adapted to V according to Definition 2.1.
Since 〈m(x),∇V(x)〉 < 0 for all x /∈ S , and V agrees with V̂ on K, parts (i)–(iv)

of Theorem 2.2 clearly hold. Also, since (2.7) holds in some neighborhood of S
by (2.5)–(2.6), then, in view of the linear growth of 〈m(x),∇V̄(x)〉 �= 0 in (1.5),
and the assumptions on the growth of V̄ in Hypothesis 1.1, the inequalities in (2.7)
have to hold on R

d . �

3. Minimal stochastically stable sets. Recall that βε∗ denotes the optimal
value of (1.3), ηε∗ denotes the stationary distribution of the process X under the
optimal stationary Markov control vε∗, and �ε∗ denotes its density. These defini-
tions are fixed throughout the rest of the paper. Recall also the definition of the
extended generator in (1.15), and the definition of R in (1.2). For a stationary
Markov control v, we use the notation

(3.1) R[v](x) := R
(
x, v(x)

)= �(x) + 1

2

∣∣v(x)
∣∣2.

Throughout the rest of the paper, V is a smooth function which satisfies (i)–(iv)
in Theorem 2.2 and agrees with V̄ in Hypothesis 1.1 on the complement of some
open ball which contains S (Lemma 2.3). We refer to V as the energy function.

We start the analysis with the following lemma which asserts that ηε∗ concen-
trates on S as ε ↘ 0.

LEMMA 3.1. The family {ηε∗, ε ∈ (0,1)} is tight, and any sub-sequential limit
as ε ↘ 0 has support on S .

PROOF. Recall that ηε
0 denotes the invariant probability measure of (1.1) under

the control U = 0. Define

βε
0 :=

∫
Rd

�(x)ηε
0(dx).

By (1.7) we have

(3.2)
∫
Rd

�(x)ηε∗(dx) ≤ βε∗ ≤ βε
0 ≤ c̄� ∀ε ∈ (0,1).

Since � is inf-compact, (3.2) implies that {ηε∗, ε ∈ (0,1)} is tight. Let φt(x) denote
the solution of (1.4) starting at x ∈R

d at t = 0, that is, φ0(x) = x. If Cm denotes a
Lipschitz constant of m and X0 = x, we have

(3.3)
∣∣Xt − φt(x)

∣∣≤ Cm

∫ t

0

∣∣Xs − φs(x)
∣∣ds + ε

∫ t

0

∣∣vε∗(Xs)
∣∣ds + εν |Wt |.

Hence, applying Gronwall’s inequality, we obtain from (3.3) that

(3.4) sup
s∈[0,t]

∣∣Xs − φs(x)
∣∣≤ eCmt

(
ε

∫ t

0

∣∣vε∗(Xs)
∣∣ds + εν sup

s≤t
|Ws |

)
.
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In turn, for any δ > 0, (3.4) implies that

Px

(∣∣Xt − φt(x)
∣∣≥ δ

)≤ Px

(∫ t

0

∣∣vε∗(Xs)
∣∣ds ≥ δe−Cmt

2ε

)

+ Px

(
sup
s≤t

|Ws | ≥ δe−Cmt

2εν

)
for t > 0. By Jensen’s inequality we obtain

Px

(∫ t

0

∣∣vε∗(Xs)
∣∣ds ≥ δe−Cmt

2ε

)
≤ Px

(∫ t

0

∣∣vε∗(Xs)
∣∣2 ds ≥ δ2e−2Cmt

4tε2

)

≤ 4tε2

δ2 e2Cmt
Ex

[∫ t

0

∣∣vε∗(Xs)
∣∣2 ds

]
.

Therefore, for any compact set K ⊂ R
d we have∫

K
Px

(∣∣Xt − φt(x)
∣∣≥ δ

)
ηε∗(dx) ≤ 4t2ε2

δ2 e2Cmt
∫
Rd

∣∣vε∗(x)
∣∣2ηε∗(dx)

(3.5)

+ sup
x∈K

Px

(
sup
s≤t

|Ws | ≥ δ

2εν
e−Cmt

)
.

It is clear that the right-hand side of (3.5) tends to 0 as ε ↘ 0. Thus, for any
compact set K ⊂ R

d , and any Lipschitz function f ∈ Cb(R
d) it holds that

(3.6)
∫
K

∣∣Evε∗
x

[
f (Xt)

]− f
(
φt (x)

)∣∣ηε∗(dx) −−→
ε↘0

0.

On the other hand, since ηε∗ is an invariant probability measure, we have

(3.7)
∫
Rd

E
vε∗
x

[
f (Xt)

]
ηε∗(dx) =

∫
Rd

f (x)ηε∗(dx) ∀f ∈ Cb

(
R

d),∀t ≥ 0.

Let η̄ ∈ P(Rd) be any limit of ηε∗ along some sequence {εn}, with εn ↘ 0 as
n → ∞. By (3.6)–(3.7), the tightness of {ηε∗, ε ∈ (0,1)}, and a standard triangle
inequality, we obtain

(3.8)
∫
Rd

f
(
φt (x)

)
η̄(dx) =

∫
Rd

f (x)η̄(dx) ∀t ≥ 0,

for all Lipschitz functions f ∈ Cb(R
d). Since the ω-limit set of any trajectory of

(1.4) is contained in S , equation (3.8) shows that η̄ has support on S . This com-
pletes the proof. �

3.1. Two lemmas concerning the case ν ≥ 1. For z ∈ S , let v̄ε
z for ε ∈ (0,1),

denote the stationary Markov control defined by

(3.9) v̄ε
z (x) := (Mz − Q̂z)(x − z) − m(x)

ε
, t ≥ 0,
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where Mz and Q̂z are as in Definition 1.9. The controlled process is then governed
by the diffusion

(3.10) dXt = (Mz − Q̂z)(Xt − z)dt + εν dWt.

Since Mz − Q̂z is Hurwitz by Theorem 1.19, the diffusion has a stationary proba-
bility distribution μ̄ε

z , which is Gaussian with mean z and covariance matrix ε2ν�̂z,
with �̂z given in (1.17).

We start with the following lemma.

LEMMA 3.2. Suppose that ν ≥ 1 and z ∈ S . Let v̄ε
z be the stationary Markov

control in (3.9), and μ̄ε
z the invariant probability measure of the diffusion governed

by (3.10). Then∫
Rd

1

2

∣∣v̄ε(x)
∣∣2μ̄ε

z(dx) = ε2ν−2Λ+(Dm(z)
)+O

(
ε4ν−2),∫

Rd
�(x)μ̄ε

z(dx) = �(z) +O
(
ε2ν).(3.11)

PROOF. Without loss of generality, we assume that z = 0, and simplifying the
notation, we let M = Mz, Q = Q̂z, � = �̂z, and μ̄ε = μ̄ε

z . Then we have

(3.12)
∣∣(M − Q)x − m(x)

∣∣2 = |Qx|2 + 2
〈
Qx,Mx − m(x)

〉+ ∣∣Mx − m(x)
∣∣2.

Since by Taylor’s theorem it holds that〈
Qx,Mx − m(x)

〉= 〈
Qx,F(x)

〉+O
(|x|4),

with

F(x) := (
F1(x), . . . ,Fd(x)

)
and Fi(x) := 1

2

〈
x,∇2mi(0)x

〉
,

using (2.2) and (3.12) we obtain

(3.13)
∣∣(M − Q)x − m(x)

∣∣2 = |Qx|2 + 2
〈
Qx,F(x)

〉+O
(|x|4).

As mentioned in the paragraph preceding the lemma, μ̄ε is Gaussian, with zero
mean, and covariance matrix ε2ν�, where � is the solution of (1.28). Since
〈Qx,F(x)〉 is a homogeneous polynomial of degree 3, it has zero mean under
the Gaussian. It is also the case that the fourth moments of μ̄ε are of order ε4ν . It
then follows by the estimate in (3.13) and Theorem 1.19(b) that

1

2

∫
Rd

∣∣v̄ε(x)
∣∣2μ̄ε(dx) =

∫
Rd

1

2ε2 |Qx|2μ̄ε(dx) +O
(
ε4ν−2)

(3.14)
= ε2ν−2Λ+(M) +O

(
ε4ν−2).

To prove the second equation in (3.11), we use the bound

(3.15)
∣∣�(x) − �(z) − D�(z)(x − z)

∣∣≤ C̃�|x − z|2 ∀x ∈R
d,∀z ∈ S,
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for some constant C̃�, and since μ̄ε has zero mean, we obtain

(3.16)
∣∣∣∣∫

Rd

(
�(x) − �(0)

)
μ̄ε(dx)

∣∣∣∣≤ ε2νC̃� trace(�).

By combining (3.14) and (3.16), we obtain (3.11). The proof is complete. �

Recall the notation in Definition 1.10. Lemma 3.2 in conjunction with Lem-
ma 3.1 leads to the following.

LEMMA 3.3. It holds that

βε∗ ≤ J+ ε2ν−2 min
z∈Z Λ+(Dm(z)

)+O
(
ε2ν) if ν > 1,

βε∗ ≤ Jc +O
(
ε2) if ν = 1.

(3.17)

Moreover, if ν > 1, then

(3.18) lim
ε↘0

βε∗ = J,

and S⊂ Z .

PROOF. Recall the function R[v] defined in (3.1). By Lemma 3.2, we have

βε∗ ≤
∫
Rd

R
[
v̄ε
z

]
(x)μ̄ε

z(dx)

≤ �(z) + ε2ν−2Λ+(Dm(z)
)+O

(
ε2ν) ∀z ∈ S, ν ≥ 1.

(3.19)

Since �(z) = J for all z ∈ Z̃ ⊂ Z , the first and the second inequalities in (3.17)
follow by evaluating (3.19) at a point z ∈ Z̃ , and z ∈ Zc, respectively.

Since

(3.20) lim
ε↘0

βε∗ ≥ J

for all ν > 0 by Lemma 3.1, equation (3.18) follows by (3.17) and (3.20) when
ν > 1, and clearly then, in this case we have S⊂ Z . �

REMARK 3.4. It is worth mentioning here that if z ∈ Ss, then a control that
renders {z} stochastically stable can be synthesized from the energy function V .
Note that by Theorem 2.2(ii), V can be selected so that V(z) = 0 and V(z′) > 0 for
all z′ ∈ S \ {z}. Consider the control

v̆ε(x) := −1

ε

(
m(x) + ∇V(x)

)
, t ≥ 0.

Then X is given by

dXt = −∇V(Xt)dt + εν dWt, t ≥ 0.
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Let μ̆ε denote its unique invariant probability measure. Recall the definition in
(1.15). Since

Lε
v̆εV ≤ ε2ν

2
‖�V‖∞ − |∇V|2,

it follows that

2
∫
Rd

|∇V|2 dμ̆ε ≤ ε2ν‖�V‖∞.

Note that μ̆ε has density �ε(x) = C(ε)e
− 2V(x)

ε2ν , where C(ε) is a normalizing con-
stant. Thus, we obtain∫

Rd

∣∣v̆ε(x)
∣∣2μ̆ε(dx) ≤ 2

∫
Rd

(∣∣m(x)
∣∣2 + ∣∣∇V(x)

∣∣2)ε−2μ̆ε(dx)

≤ 2
∫
Rd

ε−2∣∣m(x)
∣∣2μ̆ε(dx) + ε2ν−2‖�V‖∞

≤O
(
ε2ν−2)+ ε2ν−2‖�V‖∞.

For the last inequality, we use the fact that m is bounded, m(z) = 0, and that V is
locally quadratic around z.

3.2. Results concerning stable equilibria. Recall that Ss is the collection of
stable equilibrium points, and Js = minz∈Ss{�(z)}. The following lemma holds for
any ν > 0. It shows that if z ∈ Ss, then there exists a Markov stationary control vε

with invariant measure με satisfying
∫
Rd |vε(x)|2με(dx) ∈ O(εn) for any n ∈ N,

under which {z} is stochastically stable.

LEMMA 3.5. The following hold.

(i) For any ν > 0 and z ∈ Ss there exists a Markov control v̌ε , and constants
ε0 = ε0(ν) > 0, and c0 > 0 independent of ν, with the following properties. With
μ̌ε denoting the invariant probability measure of (1.1) under the control v̌ε , it
holds that ∫

|x−z|≥ε
ν
2
|x − z|2μ̌ε(dx) ≤ ε2ν

c0(1 − εν)
e−c0ε

−ν

,

∫
Rd

∣∣v̌ε(x)
∣∣2μ̌ε(dx) ≤ ε2(ν−1)

c0(1 − εν)
e−c0ε

−ν

,

(3.21)

for all ε < ε0, and

(3.22) ε−ν

∣∣∣∣∫
Rd

�(x)μ̌ε(dx) − �(z)

∣∣∣∣−−→
ε↘0

0.

In particular, we have

lim sup
ε↘0

1

εn

∫
Rd

∣∣v̌ε(x)
∣∣2μ̌ε(dx) = 0 ∀n ∈ N.
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(ii) It holds that βε∗ ≤ Js + o(εν) for ν ∈ (0, 2
3), and βε∗ ≤ Js + O(ε4ν−2) for

ν ∈ [2
3 ,1).

PROOF. In order to simplify the notation, we translate the origin so that z = 0,
and we let M := Dm(0). Let R−1 be the symmetric positive definite solution to the
Lyapunov equation MR−1 + R−1MT = −4I . Thus, MTR + RM = −4R2. Since
scaling R by multiplying it with a positive constant smaller than 1 preserves the
inequality

(3.23) MTR + RM ≤ −4R2,

we may assume that trace(R) ≤ 1 and (3.23) holds. The sole purpose of this scaling
is to simplify the calculations in the proof. We define the control v̌ε by

v̌ε(x) :=
{
ε−1(Mx − m(x)

)
if |Rx| ≥ ε

ν
2 ,

0 otherwise.

We apply the function F(x) := ε2ν exp(ε−2ν〈x,Rx〉) to Lε
v̌ε , which is defined

in (1.15). By (3.23), and since trace(R) ≤ 1, we obtain

Lε
v̌εF (x) = (

ε2ν trace(R) + 2|Rx|2 + 〈x,
(
MTR + RM

)
x
〉)

e
〈x,Rx〉

ε2ν

≤ (ε2ν − 2|Rx|2)e 〈x,Rx〉
ε2ν if |Rx| ≥ ε

ν
2 .

(3.24)

If |Rx| < ε
ν
2 , then v̌ε = 0, and we obtain

Lε
v̌εF (x) = (

ε2ν trace(R) + 2|Rx|2 + 2
〈
m(x),Rx

〉)
e

〈x,Rx〉
ε2ν

≤ (ε2ν − 2|Rx|2 + 2
∣∣Mx − m(x)

∣∣|Rx|)e 〈x,Rx〉
ε2ν(3.25)

≤ (ε2ν − |Rx|2)e 〈x,Rx〉
ε2ν

provided that |Rx| < ε
ν
2 ∧ 1

2‖R−1‖−2C̃−1
m , where in the first inequality we use

(3.23), and in the second we use (2.2). Thus, selecting ε0 as

ε0 := 1 ∧
(

1

2

∥∥R−1∥∥−2
C̃−1

m

) 2
ν

,

then, provided that ε < ε0, (3.25) holds for all x such that |Rx| < ε
ν
2 . It follows by

(3.24) and (3.25) that Lε
v̌εF (x) ≤ 0 if |Rx| ≥ εν , and

(3.26) sup
{
Lε

v̌εF (x) : |Rx| ≤ εν, ε < ε0
}≤ e‖R−1‖ε2ν ∀ε < ε0.

Thus, by (3.24), (3.25), and (3.26), we obtain

(3.27) Lε
v̌εF (x) ≤ e‖R−1‖ε2ν1{|Rx|≤εν} − (|Rx|2 − ε2ν)e 〈x,Rx〉

ε2ν 1{|Rx|≥εν}
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for all x ∈ R
d and ε < ε0. Note that (3.27) is a Foster–Lyapunov equation and F is

inf-compact. It follows that v̌ε is a stable Markov control with invariant measure
μ̌ε . Thus, integrating (3.27) with respect to the invariant probability measure μ̌ε ,
we obtain

(3.28)
∫
{|Rx|≥εν}

(|Rx|2 − ε2ν)e 〈x,Rx〉
ε2ν μ̌ε(dx) ≤ e‖R−1‖ε2ν ∀ε < ε0.

For any a ∈ (0,1), we have

(3.29) |y|2 ≤ |y|2 − a4

1 − a2 if |y| ≥ a.

Thus, using (3.28), and applying (3.29) with a = ε
ν
2 , and the inequality 〈x,Rx〉 ≥

‖R‖−1|Rx|2, we obtain∫
|Rx|≥ε

ν
2
|Rx|2μ̌ε(dx)

≤
∫
|Rx|≥ε

ν
2

|Rx|2 − ε2ν

1 − εν
e−‖R‖−1ε−ν

e
〈x,Rx〉

ε2ν μ̌ε(dx)

≤ 1

1 − εν
e−‖R‖−1ε−ν

∫
|Rx|≥εν

(|Rx|2 − ε2ν)e 〈x,Rx〉
ε2ν μ̌ε(dx)

≤ e‖R−1‖ ε2ν

1 − εν
e−‖R‖−1ε−ν ∀ε < ε0.

(3.30)

Similarly, by (3.28), and using the inequality(
N2 − 1

)|y|2 ≤ N2(|y|2 − ε2ν) for |y| ≥ Nεν,

and for any N ≥ 2, we obtain

(3.31)
∫
|Rx|≥Nεν

|Rx|2μ̌ε(dx) ≤ e‖R−1‖ N2ε2ν

N2 − 1
e−N−2ε−2ν‖R‖−1

for all ε < ε0.
In addition, since v̌ε = 0 for |Rx| ≤ ε

ν
2 by definition, and |v̌ε(x)| ≤ C̃m

|x|
ε

by
(2.2), it follows by (3.30) that

(3.32)
∫
Rd

∣∣v̌ε(x)
∣∣2μ̌ε(dx) ≤ ∥∥R−1∥∥2 C̃2

m

1 − εν
e‖R−1‖ε2ν−2e−‖R‖−1ε−ν

for all ε < ε0. Then (3.21) follows from (3.30) and (3.32), by choosing a common
constant c0.

Consider the “scaled” diffusion

dX̂t = b̂ε(X̂t )dt + dWt, t ≥ 0,
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where

b̂ε := m(ενx) + εv̌ε(ενx)

εν
,

and let μ̂ε denote its invariant probability measure. With �̌ε and �̂ε denoting the
densities of μ̌ε and μ̂ε , respectively, we have ενd �̌ε(ενx) = �̂ε(x) for all x ∈ R

d .
Substituting x = ενy in (3.28), we deduce that the family of probability measures
{μ̂ε : ε ∈ (0,1)} is tight. At the same time, the (discontinuous) drift b̂ε converges
to Mx as ε ↘ 0, uniformly on compact sets. We claim that �̂ε converges, as ε ↘
0, to the Gaussian density ρ� with mean 0 and covariance matrix �, given by
M� + �MT = −I , that is, � = 1

4R−1, uniformly on compact sets. Indeed, since

b̂ε is locally bounded uniformly in ε ∈ (0,1), and the family {μ̂ε, ε ∈ (0,1)} is
tight, the densities �̂ε of μ̂ε are locally Hölder equicontinuous [see Lemma 3.2.4
in Arapostathis, Borkar and Ghosh (2012)]. Let �̂ be any limit point of �̂εn in
C(Rd) along some sequence εn ↘ 0. Since {μ̂ε : ε ∈ (0,1)} is tight, it follows that
�̂εn also converges in L1(Rd), as n → ∞, and hence

∫
Rd �̂(x)dx = 1. With

L̂ε := 1

2
� + 〈b̂ε,∇ 〉 and L̂0 := 1

2
� + 〈Mx,∇〉,

and since
∫
Rd L̂εf (x)�̂ε(x)dx = 0 for all f ∈ C∞

c (Rd), we have∫
Rd

L̂0f (x)�̂(x)dx =
∫
Rd

(
L̂0f (x) − L̂εf (x)

)
�̂(x)dx

(3.33)
+
∫
Rd

L̂εf (x)
(
�̂(x) − �̂ε(x)

)
dx

for all f ∈ C∞
c (Rd). It is clear that both terms on the right-hand side of (3.33)

converge to 0 as ε = εn ↘ 0. This implies that �̂ is the density of the invariant
probability measure of the diffusion dXt = MXt dt + dWt , which is Gaussian as
claimed.

Since the Gaussian density ρ� has zero mean, then by the uniform integrability
property, implied by (3.31), we have

(3.34) ε−ν
∫
Rd

(
D�(0)x

)
μ̌ε(dx) −−→

ε↘0
0.

On the other hand, it follows by (3.31) that for some constant κ1 > 0 we have∫
Rd |x|2μ̌ε(dx) < κ1ε

2ν for all ε < ε0. Thus, using (3.15), we obtain

(3.35) ε−ν
∫
Rd

∣∣�(x) − �(0) − D�(0)x
∣∣μ̌ε(dx) ≤ κ1C̃�ε

ν.

Combining (3.34)–(3.35), we obtain (3.22).
Next, we turn to part (ii). Consider the control vε(x) = ε−1(Mx − m(x)) for

x ∈ R
d . Then m(x) + εvε(x) = Mx, and the associated invariant measure με is
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Gaussian with mean 0 and covariance matrix ε2ν�. Using the bound in (2.2), we
obtain ∫

Rd

∣∣vε
∣∣2 dμε ≤

∫
Rd

C̃2
mε−2|x|4με(dx) ∈ O

(
ε4ν−2).

Since με has zero mean, using a triangle inequality and (3.15), as in the proof of
Lemma 3.2, we obtain∣∣∣∣∫

Rd

(
�(x) − �(0)

)
με(dx)

∣∣∣∣≤ ε2νC̃� trace(�).

Since 4ν −2 < 2ν for ν < 1, we obtain βε∗ ≤ Js +O(ε4ν−2). On the other hand, by
part (1) we already know that βε∗ ≤ Js + o(εν). To complete the proof, we observe
that ν ≤ 4ν − 2 for ν ≥ 2

3 , and ν > 4ν − 2 for ν < 2
3 . �

3.3. Results concerning the subcritical regime. By Lemma 3.5, we can always
find a stable admissible control such that the corresponding invariant probability
measure concentrates on a stable equilibrium point as ε ↘ 0, while keeping the
ergodic cost in (1.3) bounded, uniformly in ε ∈ (0,1). Now we proceed to show
that for ν < 1, ηε∗ concentrates on Ss.

LEMMA 3.6. Suppose ν < 1. Then

ηε∗(S \ Ss) −−→
ε↘0

0 and lim
ε↘0

βε∗ = Js.

PROOF. We argue by contradiction. Suppose that

lim sup
ε↘0

ηε∗
(
Br(z)

)
> 0

for some r > 0 and z /∈ Ss. In Theorem 2.2, we may select az such that az �=
a′
z for z �= z′. Thus, by Theorem 2.2(ii), there exists δ > 0 such that the interval

(V(z) − 3δ,V(z) + 3δ) contains no other critical values of V other than V(z). Let
ϕ ∈ C2(R) be such that:

(a) ϕ(V(z) + y) = y for y ∈ (V(z) − δ,V(z) + δ);
(b) ϕ′ ∈ [0,1] on (V(z) − 2δ,V(z) + 2δ);
(c) ϕ′ = 0 on (V(z) − 2δ,V(z) + 2δ)c.

Select r > 0 such that

(3.36) sup
x∈Br(z)

∣∣�V(x) − �V(z)
∣∣< 1

2

∣∣�V(z)
∣∣.

Note that by Theorem 2.2 and Lemma 2.3, the function V takes distinct values
on S . Therefore, we may also choose the radius r small enough so that

Br(z) ⊂ {
x : ∣∣V(x) − V(z)

∣∣≤ δ
}⊂ Bc

r

(
S \ {z}).
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By the infinitesimal characterization of an invariant probability measure we
have ∫

Rd
Lε

vε∗(ϕ ◦ V)(x)ηε∗(dx) = 0,

which we write as

ε2ν

2

(∫
Rd

ϕ′(V)�V dηε∗ +
∫
Rd

ϕ′′(V)|∇V|2 dηε∗
)

(3.37)
+ ε

∫
Rd

ϕ′(V)
〈
vε∗,∇V

〉
dηε∗ +

∫
Rd

ϕ′(V)〈m,∇V〉dηε∗ = 0.

Recall the definition of the optimal control effort Gε∗ in (1.18), and also define

ζ ε :=
(∫

Rd
ϕ′(V)|∇V|2 dηε∗

) 1
2
,

ξ ε
1 := 1

2

∫
Rd

ϕ′(V)�V dηε∗, ξ ε
2 := 1

2

∫
Rd

ϕ′′(V)|∇V|2 dηε∗,
(3.38)

and ξε := ξε
1 + ξε

2 . By the Cauchy–Schwarz inequality we have

(3.39)
∣∣∣∣∫

Rd
ϕ′(V)

〈
vε∗,∇V

〉
dηε∗

∣∣∣∣≤ ∥∥√ϕ′∥∥∞√2Gε∗ζ ε ≤
√

2Gε∗ζ ε.

By Theorem 2.2(iv), we have C0(ζ
ε)2 ≤ − ∫

Rd ϕ′(V)〈m,∇V〉dηε∗. Therefore,
by (3.37) and (3.39) we obtain

(3.40) C0
(
ζ ε)2 − ε

√
2Gε∗ζ ε − ε2νξε ≤ 0.

We write

(3.41) ξε
1 =

∫
Br(z)

ϕ′(V)�V dηε∗ +
∫
Bc

r (z)
ϕ′(V)�V dηε∗.

Since V is inf-compact, it follows that ϕ ◦ V is constant outside a compact set.
Therefore, the support of ϕ′(V(·)) is compact, and as a result �V is bounded on
this set. By (3.36), (3.41), Theorem 2.2(iii), and since ηε∗(Bc

r (S)) ↘ 0 as ε ↘ 0
(by Lemma 3.1), we obtain

(3.42) lim sup
ε↘0

(−ξε
1
)≥ −1

2
�V(z) lim sup

ε↘0
ηε∗
(
Br(z)

)
> 0.

On the other hand, since ϕ′′(V) = 0 on some open neighborhood of S , it follows
that ξε

2 → 0 as ε ↘ 0. Therefore, we have lim supε↘0(−ξε) > 0. However, since
the discriminant of (3.40) must be nonnegative, we obtain

(3.43) ε2Gε∗ ≥ −2C0ε
2νξε,
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which leads to a contradiction. Hence, ηε∗(S \ Ss) −−→
ε↘0

0. This implies that

lim infε↘0 βε∗ ≥ Js, which combined with Lemma 3.5(ii), establishes the second
claim of the lemma. �

We revisit the subcritical regime in Corollary 4.2 to obtain a lower bound for βε∗ .
It is worthwhile to present at this point the following one-dimensional example,

which shows how the value of βε∗ for small ε bifurcates as we cross the critical
regime.

EXAMPLE 3.7. Let d = 1, m(x) = Mx, and �(x) = 1
2Lx2, with M > 0 and

L > 0. Then the solution to (1.16) takes the form

V ε = M + √
M2 + Lε2

2ε2 x2,

βε∗ = ε2ν−2

2

(
M +

√
M2 + Lε2

)
.

Note that βε∗ → �(0) = 0, βε∗ → M , and βε∗ → ∞, as ε ↘ 0, when ν > 1, ν = 1,
and ν < 1, respectively.

4. Concentration bounds for the optimal stationary distribution. We start
with the following lemma, which is valid for all ν.

LEMMA 4.1. For any bounded domain G there exists a constant κ̂0 =
κ̂0(G, ν) such that

(4.1)
∫
G

(
dist(x,S)

)2
ηε∗(dx) ≤ κ̂0ε

2(ν∧2) ∀ν > 0,∀ε ∈ (0,1).

PROOF. We fix some bounded domain G which without loss of generality
contains S , and choose some number δ such that δ ≥ supx∈G V(x). Without loss
of generality, we assume that �(x) > J for all x ∈ Gc; otherwise we enlarge G. Let
ϕ̃ : R →R be a smooth function such that:

(a) ϕ̃(y) = y for y ∈ (−∞, δ);
(b) ϕ̃′ ∈ (0,1) on (δ,2δ);
(c) ϕ̃′ = 0 on [2δ,∞);
(d) ϕ̃′′ ≤ 0.

Define ζ̃ ε , ξ̃ ε
1 , and ξ̃ ε

2 , as in (3.38) by replacing ϕ with ϕ̃, and let ξ̃ ε := ξ̃ ε
1 + ξ̃ ε

2 . As
in (3.40) we obtain

(4.2) C0
(
ζ̃ ε)2 − ε

√
2Gε∗ζ̃ ε − ε2ν ξ̃ ε ≤ 0.
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By Theorem 2.2(iv), we have

(4.3)
∫
{x : V(x)≤δ}

(
dist(x,S)

)2
ηε∗(dx) ≤ C−1

0

(
ζ̃ ε)2.

By an application of Young’s inequality to (4.2), we obtain

C0

2

(
ζ̃ ε)2 − 1

C0
ε2Gε∗ − ε2ν ξ̃ ε ≤ 0,

and hence we have ζ̃ ε ∈ O(εν∧2). Thus (4.1) follows by (4.3). �

COROLLARY 4.2. Suppose ν ≥ 1. Then following hold.

(a) The optimal control effort Gε∗ satisfies

Gε∗ ∈O
(
εν∧2) if J= Js, ν > 1, or if Jc = Js, ν = 1,

Gε∗ ∈O
(
ε(2ν−2)∧2) if J< Js and ν > 1

(4.4)

and

(4.5) lim inf
ε↘0

1

ε2ν−2G
ε∗ > 0 if J< Js and ν > 1.

(b) βε∗ − J≥O(εν∧2) for ν > 1.

PROOF. Select a domain G as in the proof of Lemma 4.1. Define ζ̃ ε , ξ̃ ε
1 , and

ξ̃ ε
2 as in (3.38) by replacing ϕ with ϕ̃, and let ξ̃ ε := ξ̃ ε

1 + ξ̃ ε
2 . Then (4.2) holds,

and thus ζ̃ ε ∈ O(εν∧2). Recall the notation in Definition 1.10. With C� a Lipschitz
constant for �, and some fixed z̄ ∈ Z , we have

�(x) − J= (
�(x) − �(z)

)+ (�(z) − �(z̄)
)≥ −C�|x − z| ∀z ∈ S,∀x ∈ R

d,

since �(z) − �(z̄) ≥ 0 for all z ∈ S . Therefore, we obtain

(4.6) �(x) − J≥ −C� dist(x,S) ∀x ∈ R
d,

and using the Cauchy–Schwarz inequality, and the assumption that �(x) > J on
Gc, we deduce from (4.6) and Theorem 2.2(iv) that

(4.7)
∫
Rd

�dηε∗ − J≥
∫
G

(
�(x) − J

)
dηε∗ ≥ − C�√

C0
ζ̃ ε.

Thus by (4.7) and the nonnegativity of Gε we have

(4.8) − C�√
C0

ζ̃ ε ≤ βε∗ − J.
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By (4.7)–(4.8), we obtain

Gε∗ ≤ βε∗ −
∫
Rd

�dηε∗

≤ βε∗ − J+ J−
∫
Rd

�dηε∗(4.9)

≤ βε∗ − J+ C�√
C0

ζ̃ ε.

An application of Young’s inequality to (4.2), results in

C0

2

(
ζ̃ ε)2 − 1

C0
ε2Gε∗ − ε2ν ξ̃ ε ≤ 0,

and thus

(4.10) ζ̃ ε ≤
√

2

C0
ε
√
Gε∗ +

√
2√
C0

εν
√∣∣ξ̃ ε

∣∣.
Combining (4.9)–(4.10), and using again Young’s inequality in the form

C�√
C0

√
2

C0
ε
√
Gε∗ ≤ C2

�

C3
0

ε2 + 1

2
Gε∗,

and rearranging terms, we have

(4.11)
1

2
Gε∗ ≤ βε∗ − J+ C2

�

C3
0

ε2 +
√

2C�

C0
εν
√∣∣ξ̃ ε

∣∣.
By Lemma 3.3 and (4.11), we obtain Gε∗ ∈ O(εν∧2) if J = Js for ν > 1, or if

Jc = Js and ν = 1. We also obtain Gε∗ ∈ O(ε2∧(2ν−2)) if J < Js and ν > 1. Thus
(4.4) holds.

If J< Js and ν > 1, then Z ⊂ S \Ss and S ⊂ Z by Lemma 3.3. Fix some z ∈ S.
Then lim infε↘0 ηε∗(Br(z)) > 0 for any r > 0. Also, �V(z) < 0 by Theorem 2.2.
Therefore, (3.42) holds, with “lim inf” replacing the “lim sup”. Expanding ξ̃ ε

1 as in
(3.41), and arguing as in Lemma 3.6 it follows that (3.42) with “lim inf” also holds
for ξ̃ ε . In fact, it easily follows that for some constant κ1, we have

(4.12) lim inf
ε↘0

(−ξ̃ ε)≥ min
z∈Z κ1

(
−1

2
�V(z)

)
.

The discriminant of the quadratic polynomial in (4.2) is nonnegative and this im-
plies that

(4.13) ε2Gε∗ ≥ −2C0ε
2ν ξ̃ ε,

in direct analogy with (3.43). Thus, (4.5) follows by (4.12) and (4.13). This com-
pletes the proof of part (a).
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Since ζ̃ ε ∈ O(εν∧2), we obtain βε∗ − J≥O(εν∧2) by (4.8). This proves part (b),
and completes the proof. �

We define the following scaled quantities.

DEFINITION 4.3. For z ∈ S , and V ε as in Theorem 1.4, we define

V̂ ε
z (x) := V ε(ενx + z

)
, x ∈ R

d

and

Ṽ ε := ε2V ε, V̆ ε
z := ε2(1−ν)V̂ ε

z .

We also define the “scaled” vector field and penalty by

m̂ε
z(x) := m(ενx + z)

εν
and �̂ε

z(x) := �
(
ενx + z

)
,

respectively.

The next lemma provides estimates for the growth of ∇V̂ ε
z and ∇Ṽ ε .

LEMMA 4.4. Assume ν ∈ (0,2], and let V̂ ε
z , Ṽ ε , and V̆ ε

z , be as in Defini-
tion 4.3. We have the following.

(a) Under the restriction that z ∈ Z when ν ∈ (1,2], there exists a constant c̆0
such that

(4.14)
∣∣∇V̆ ε

z (x)
∣∣≤ c̆0

(
1 + |x|) ∀ε ∈ (0,1),∀x ∈ R

d .

(b) The bound in (4.14) also holds for Ṽ ε for all ν ∈ (0,2], with no restrictions
on z.

PROOF. By (1.16), the function V̆ ε
z satisfies

(4.15)
1

2
�V̆ ε

z (x) + 〈m̂ε
z(x),∇V̆ ε

z (x)
〉− 1

2

∣∣∇V̆ ε
z (x)

∣∣2 = ε2(1−ν)(βε∗ − �̂ε
z(x)

)
.

Since � is Lipschitz, the gradient of the map x �→ ε2(1−ν)(�̂ε
z(x)−�(z)) is bounded

in R
d , uniformly in ε ∈ (0,1), and ν ∈ (0,2]. Similarly, |m̂ε

z(x)|, ‖Dm̂ε
z(x)‖, and

‖D2m̂ε
z(x)‖, are bounded in R

d , uniformly in ε ∈ (0,1) and ν ∈ (0,2]. By Theo-
rem 1.11(i), which is established in Corollary 4.2, the constants ε2(1−ν)(βε∗ − �(z))

are bounded uniformly in ε ∈ (0,1), and ν ∈ (1,2] for z ∈ Z . Applying Metafune,
Pallara and Rhandi (2005), Lemma 5.1 to (4.15) it follows that V̆ ε

z satisfies (4.14)
if ν ∈ (1,2] and z ∈ Z . On the other hand, if ν ∈ (0,1], then the gradient of the
right-hand side of (4.15) is bounded in R

d , uniformly in ε ∈ (0,1), and the restric-
tion z ∈ Z is not needed. This completes the proof of part (a).
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We next show that (4.14) holds for Ṽ ε . Fix an arbitrary z ∈ Z . We have

∇xV
ε(x + z) = ε−ν∇yV̂

ε
z (y)|y=ε−νx

≤ ε−ν

ε2(1−ν)
c̆0
(
1 + ∣∣ε−νx

∣∣)= c̆0

ε2

(
εν + |x|),

where in the inequality we use the identity V̂ ε
z = ε2(ν−1)V̆ ε

z and (4.14). Since Ṽ ε =
ε2V ε , this establishes part (b) and completes the proof. �

We continue with a version of Lemma 4.1 for unbounded domains.

PROPOSITION 4.5. Let ν ∈ (0,2]. Then for any k ∈ N and r > 0, there exist
constants and κ̂1 = κ̂1(k) and κ̂2 = κ̂1(k) such that with r̂(ε) := κ̂2ε

ν∧1 we have∫
Bc

r̂(ε)
(S)

(
dist(x,S)

)2k
ηε∗(dx) ≤ κ̂1ε

2(ν∧1) ∀ε ∈ (0,1).

PROOF. Let Ṽ ε := ε2V ε . Since V ε(0) = 0, the function Ṽ ε = ε2V ε is locally
bounded, uniformly in ε > 0, by Lemma 4.4. Applying the operator

Lε∗ := ε2ν

2
� + 〈m − ε2∇V ε,∇ 〉

to the function V2keṼ ε
and using the identity Lε∗[Ṽ ε] = ε2(βε∗ − �) − 1

2 |∇Ṽ ε|2,
and rearranging terms, we obtain

Lε∗
[
V2keṼ ε ]
= V2kLε∗

[
eṼ ε ]+ eṼ εLε∗

[
V2k]+ 2kε2νV(2k−1)eṼ ε 〈∇Ṽ ε,∇V

〉
= V2keṼ ε

(
ε2(βε∗ − �

)+ ε2ν − 1

2

∣∣∇Ṽ ε
∣∣2)+ eṼ ε (

kε2νV2k−1�V

+ k(2k − 1)ε2νV2k−2|∇V|2 + 2kV2k−1〈m − ε2∇V ε,∇V
〉)

+ 2kε2νV(2k−1)eṼ ε 〈∇Ṽ ε,∇V
〉

(4.16)

= V2keṼ ε
[
ε2(βε∗ − �

)+ kε2ν �V
V − 1 − ε2ν

2

∣∣∇Ṽ ε
∣∣2

− 2k(1 − ε2ν)

V
〈∇Ṽ ε,∇V

〉+ 2k
〈m,∇V〉

V + k(2k − 1)ε2ν |∇V|2
V2

]

= V2keṼ ε
[
ε2(βε∗ − �

)+ kε2ν �V
V − 1 − ε2ν

2

(
∇Ṽ ε + 2k

∇V
V

)2

+ 2k
〈m,∇V〉

V + k
(
2k − ε2ν) |∇V|2

V2

]
.
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By (2.7), and since V̄ has strict quadratic growth and ∇V̄ is Lipschitz by Hypothe-

sis 1.1, and V agrees with V̄ outside a compact set, it follows that |∇V|2
V is bounded

on R
d . Therefore, in view of the bounds in (2.1) and (2.7), we can add a positive

constant to V so that

(4.17) 2
〈m,∇V〉

V + (
2k − ε2ν) |∇V|2

V2 ≤ 〈m,∇V〉
V on R

d,∀ε > 0.

This constant may be selected so that V ≥ 1 on R
d . Define

Gε
0 := ε2−2∧2ν(βε∗ − �

)− 1 − ε2ν

2ε2∧2ν

∣∣∣∣∇Ṽ ε + 2k
∇V
V

∣∣∣∣2.
Since � is inf-compact, there exists r0 > 0 such that Gε

0 ≤ 0 on Bc
r0

. We may choose
r0 large enough so that S ⊂ Br0 . Let κ0 be a bound of βε∗ − � on Br0 . Using this
bound and (4.16)–(4.17), we obtain

1

ε2∧2ν
Lε∗
[
V2keṼ ε ]

(x)

(4.18)

≤ V2k(x)eṼ ε(x)

[
κ01Br0

(x) + k

ε2∧2ν

ε2ν�V(x) + 〈m(x),∇V(x)〉
V(x)

]
for all x ∈ R

d , and all ε ∈ (0,1). By (2.1) we have

(4.19) ε2ν�V(x) + 〈m(x),∇V(x)
〉≤ 1

2

〈
m(x),∇V(x)

〉
for all x ∈ R

d such that dist(x,S) ≥ κ1ε
ν , with κ1 :=

√
2C−1

0 ‖�V‖∞. Using (2.1)

once more, if we define κ2 := (4k−1C−1
0 κ0 supBr0

V)
1
2 , then we have

(4.20) ε2∧2νκ0 + k〈m(x),∇V(x)〉
4V(x)

≤ 0

in {x ∈ Br0 : dist(x,S) ≥ κ2ε
1∧ν}. Combining (4.18), (4.19), and (4.20), we obtain

(4.21)
1

ε2∧2ν
Lε∗
[
V2keṼ ε ]

(x) ≤ k

4ε2∧2ν
V2k−1(x)eṼ ε(x)〈m(x),∇V(x)

〉
for all x ∈ R

d such that dist(x,S) ≥ r̂(ε) := (κ1 ∨ κ2)ε
ν∧1. Let κ3 be a bound

of the right-hand side of (4.18) on Br̂(ε)(S). This bound does not depend on ε,
since Ṽ ε is locally bounded, uniformly in ε ∈ (0,1). Then, by (4.18) and (4.21)
we obtain

1

ε2∧2ν
Lε∗
[
V2keṼ ε ]

(x)

(4.22)

≤ κ3 + k

4ε2∧2ν

〈
m(x),∇V(x)

〉
V2k−1(x)eṼ ε(x)1Bc

r̂(ε)
(S)(x)

for all x ∈ R
d , and ε ∈ (0,1).
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By the strong maximum principle, V ε attains its infimum in R
d in the set

{x ∈ R
d : �(x) ≤ βε∗}. Therefore, Ṽ ε is bounded below in R

d , uniformly in ε, by
Lemma 4.4. Thus, from (4.22) we obtain

(4.23)
∫
Bc

r̂(ε)
(S)

|〈m(x),∇V(x)〉|
ε2∧2ν

V2k−1(x)ηε∗(dx) ≤ 4κ3

k(infRd eṼ ε
)

for all ε ∈ (0,1). By the strict quadratic growth of V mentioned earlier, together
with (2.7) and (4.23), there exists a constant κ4, such that∫

Bc
r̂(ε)

(S)

1

ε2∧2ν

(
dist(x,S)

)4k−1
ηε∗(dx) ≤ κ4 ∀ε ∈ (0,1).

This, together with Lemma 4.1 finishes the proof. �

COROLLARY 4.6. Let D be any open set such that Ss ⊂ D. The following
hold.

(a) If J= Js, then ηε∗(Dc) ∈ O(ε2−ν) for all ν ∈ (1,2).
(b) If ν ∈ (0,1), then

(4.24) Gε∗ ∈ O
(
εν), βε∗ − J≥O

(
εν) and ηε∗

(
Dc) ∈ O

(
ε2ν∧(2−ν)).

PROOF. Since 2−ν < 2(ν ∧1) for ν ∈ [1,2), then, in view of Proposition 4.5,
it suffices to prove that ηε∗(Br(z)) ∈ O(ε2−ν) for a bounded open neighborhood
Br(z) of z ∈ S \ Ss. Let ϕ be as in the proof of Lemma 3.6, and ξε

i , i = 1,2, as
defined in (3.38). By Proposition 4.5, we have

ξε
2 ∈ O

(
ε2(ν∧1)) and

∫
Bc

r (S)
ϕ′(V)�V dηε∗ ∈O

(
ε2(ν∧1)).

Thus

(4.25) ξε ≤ 1

2
�V(z)ηε∗

(
Br(z)

)+O
(
ε2(ν∧1)), z ∈ S \ Ss,

by (3.36) and (3.41). In addition, we have Gε∗ ∈ O(εν∧2) by Corollary 4.2(a), and
−C0ξ

ε ≤ 1
2ε2−2νGε∗ by (3.43). We combine these with (4.25) for ν ∈ (1,2) to ob-

tain

−C0�V(z)ηε∗
(
Br(z)

)+O
(
ε2)≤ ε2−2νGε∗ ∈ O

(
ε2−ν).

Thus, ηε∗(Br(z)) ∈O(ε2−ν) for ν ∈ (1,2). This completes the proof of part (a).
The proof of part (b) is divided in two steps.
Step 1. Suppose J = Js. Then (4.8)–(4.11) hold with J replaced by Js. By

Lemma 3.5(ii) we have βε∗ − Js ≤ O(εν∨(4ν−2)). It follows that Gε∗ ∈ O(εν) by
(4.11), and thus ζ̃ ε ∈O(εν) by (4.10). Hence, βε∗ − Js ≥O(εν) by (4.8).

By (4.25) and (3.43), and since ν ∈ (0,1), we obtain

−C0�V(z)ηε∗
(
Br(z)

)+O
(
ε2ν)≤ ε2−2νGε∗.
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As already shown, Gε∗ ∈ O(εν). Combining these estimates with Proposition 4.5,
we obtain ηε∗(Dc) ∈ O(ε2ν∧(2−ν)).

Step 2. Suppose J < Js. By Theorem 2.2(ii), we may construct V such that
V(z) > 5 maxSs V for all z ∈ S \ Ss. Let

G :=
{
x ∈ R

d : V(x) < 2 max
Ss

V
}
,

and ϕ̃ be as in the proof of Lemma 4.1, with δ = 2 maxSs V . We have

Js − �(x) ≤ �(z) − �(x) ≤ C�|x − z| ∀z ∈ Ss, and x ∈ R
d .

Thus

�(x) − Js ≥ max
z∈Ss

{−C�|x − z|}= −C� dist(x,Ss) ∀x ∈ R
d .

By Proposition 4.5, for some positive constants r and κ1 we obtain∫
Gc

(
�(x) − Js

)
dηε∗ ≥ −κ1

∑
z∈S\Ss

ηε∗
(
Br(z)

)+O
(
ε2ν).

Therefore, splitting the integral over G and Gc, we obtain as in (4.7) that∫
Rd

�dηε∗ − Js ≥ −κ1
∑

z∈S\Ss

ηε∗
(
Br(z)

)+O
(
ε2ν)− C�√

C0
ζ̃ ε,

and since ζ̃ ε ∈O(εν), following the steps in (4.8)–(4.11) we have

(4.26) −κ1
∑

z∈S\Ss

ηε∗
(
Br(z)

)−O
(
ε2ν)− C�√

C0
ζ̃ ε ≤ βε∗ − Js,

and

1

2
Gε∗ ≤ βε∗ − Js + C�

C3
0

ε2 +
√

2C�

C0
εν
√∣∣ξ̃ ε

∣∣
(4.27)

+ κ1
∑

z∈S\Ss

ηε∗
(
Br(z)

)+O
(
ε2ν).

Consider now a point z ∈ S \ Ss, and let ϕ be the function constructed in
Lemma 3.6 relative to z. Recall the definitions in (3.38). It is a direct consequence
of (3.43) and (4.25) that

(4.28)
∑

z∈S\Ss

ηε∗
(
Br(z)

)≤ κ2
(
ε2−2νGε∗ + ε2ν)

for some positive constant κ2. Since βε∗ − Js ≤ O(εν∨(4ν−2)) by Lemma 3.6, and
ν < 1, combining (4.27) and (4.28) we obtain Gε∗ ∈ O(εν). Therefore, by (4.28),
we obtain ηε∗(Br(z)) ∈ O(ε2ν∧(2−ν)) for all z ∈ S \ Ss. In turn, βε∗ − J ≥ O(εν) by
(4.26). This completes the proof. �
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REMARK 4.7. If ν = 1 and Jc = Js, then following the argument in Step 2
of the proof of Corollary 4.6 we obtain the same estimates as in (4.24). In this
case, we do not estimate Gε∗ from (4.27), but rather use Corollary 4.2(a) which
asserts that Gε∗ ∈ O(ε). Thus ηε∗(Br(z)) ∈ O(ε) by (4.28), which, in turn, implies
that βε∗ − Js ≥O(ε) by (4.26).

5. Convergence of the scaled optimal stationary distributions. We need
the following definition.

DEFINITION 5.1. For the rest of the paper {Bz : z ∈ S} is some collection of
nonempty, disjoint balls, with each Bz centered around z, and we define BS :=⋃

z∈S Bz.
Recall V̂ ε

z from Definition 4.3. For z ∈ S , we define the “scaled” density
�̂ε

z(x) := ενd�ε∗(ενx + z), and denote by η̂ε
z the corresponding probability mea-

sure in R
d . We also define the “normalized” probability density ◦

�ε
z supported on

ηε∗(Bz) by

◦
�ε

z(x) :=
⎧⎪⎨⎪⎩

�̂ε
z(x)

ηε∗(Bz)
if ενx + z ∈ Bz,

0 otherwise,

and let ◦
ηε

z(dx) = ◦
�ε

z(x)dx.

Section 5.1 which follows concerns the critical regime. The subcritical and su-
percritical regimes are treated in Section 5.2.

5.1. Convergence to a Gaussian in the critical regime. Recall the notation in
Definitions 1.9 and 1.10, and the scaled quantities in Definition 4.3. We start with
the following lemma.

LEMMA 5.2. Assume ν = 1. Fix any z ∈ S . Then every sequence εn ↘ 0 has
a subsequence along which V̂ ε

z (x) − V̂ ε
z (z) converges to some V̄z ∈ C2(Rd) uni-

formly on compact subsets of Rd , and βε∗ converges to some constant β̄∗, and these
satisfy

(5.1)
1

2
�V̄z(x) + 〈

Mzx,∇V̄z(x)
〉− 1

2

∣∣∇V̄z(x)
∣∣2 = β̄∗ − �(z).

Moreover, for some constant ĉ0 we have

(5.2)
∣∣∇V̄z(x)

∣∣≤ ĉ0
(
1 + |x|) ∀ε ∈ (0,1),∀x ∈R

d

and

(5.3) β̄∗ ≤ Λ+(Mz) + �(z).
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PROOF. If ν = 1, then by (4.15) we obtain

(5.4)
1

2
�V̂ ε

z + 〈
m̂ε

z,∇V̂ ε
z

〉− 1

2

∣∣∇V̂ ε
z

∣∣2 + �̂ε
z = βε∗ .

By applying Metafune, Pallara and Rhandi (2005), Lemma 5.1 to (5.4) and using
the assumptions on the growth of m and �, it follows that there exists a constant ĉ0
such that

(5.5)
∣∣∇V̂ ε

z (x)
∣∣≤ ĉ0

(
1 + |x|) ∀ε ∈ (0,1),∀x ∈ R

d .

It follows by (5.4) and the bound in (5.5) that V̂ ε
z is locally bounded in C2,α(Rd)

for any α ∈ (0,1). It is also clear that m̂ε
z(x) → Mzx and �̂ε

z(x) → �(z), as ε ↘ 0,
uniformly over compact sets. Thus, taking limits in (5.4) along some sequence
εn ↘ 0, we obtain a function V̄z ∈ C2(Rd) and a constant β̄∗ which satisfy (5.1).
The bound in (5.2) follows by (5.5), while the bound in (5.3) follows by applying
Theorem 1.19(c) to (5.1), with β̄ = β̄∗ − �(z). �

We fix some notation. The function V̄z for z ∈ S denotes the limit obtained in
Lemma 5.2. The associated “diffusion limit”, takes the form

(5.6) dX̄t = (
MzX̄t − ∇V̄z(X̄t )

)
dt + dW̄t ,

and its extended generator is denoted by

(5.7) L̄z := 1

2
� + 〈

Mzx − ∇V̄z(x),∇ 〉.
Since (5.3) holds for all z ∈ S , then we must have β̄∗ ≤ Jc, and Lemma 5.2 pro-

vides an alternate proof of the upper bound lim supε↘0 βε∗ ≤ Jc, which was already
shown in Lemma 3.3. In the next theorem we show that if lim infεn↘0 η

εn∗ (Bz) > 0
over some sequence {εn}, then the diffusion in (5.6) is positive recurrent.

THEOREM 5.3. Assume ν = 1, and let {Bz : z ∈ S} be as in Definition 5.1. Let
εn ↘ 0 be any sequence satisfying lim infn→∞ η

εn∗ (Bz) = θz > 0 for some z ∈ S ,
and let (V̄z, β̄∗) ∈ C2(Rd) × R be any limit point of (V̂ ε

z (x) − V̂ ε
z (z), βε∗) along

some subsequence of {εn} (see Lemma 5.2). Recall Definition 1.9. Then the follow-
ing hold.

(a) The diffusion in (5.6) is positive recurrent with invariant probability mea-
sure η̄z, and the density

◦
�ε

z in Definition 5.1 converges to the density �̄z of η̄z,
uniformly on compact subsets of Rd .

(b) The invariant probability measure η̄z has finite second moments.
(c) It holds that β̄∗ = �(z) + Λ+(Mz).
(d) We have

(5.8) V̂z(x) = 1

2
〈x, Q̂zx〉,

and that �̄z is the density of a Gaussian with mean 0 and covariance matrix �̂z.
Here, (Q̂z, �̂z) are the pair of matrices which solve (1.17).
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(e) It holds that

lim inf
εn↘0

∫
Bz

(
�(x) + 1

2

∣∣vεn∗ (x)
∣∣2)ηεn∗ (dx) ≥ θz

(
�(z) + Λ+(Mz)

)
.

PROOF. In order to show that the diffusion in (5.6) is positive recurrent, we
examine the scaled diffusion

(5.9) dXt = (
m̂ε

z(Xt ) − ∇V̂ ε
z (Xt )

)
dt + dWt.

Recall from Definition 5.1 that η̂ε
z and �̂ε

z denote the invariant probability measure
of the diffusion in (5.9) and its density, respectively. Let

L̂ε
z := 1

2
� + 〈m̂ε

z − ∇V̂ ε
z ,∇ 〉

denote the extended generator of (5.9). It follows by Lemma 4.1 and the Markov
inequality that ηε∗(Bz \ Bnε(z)) ≤ κ̂0

n2 for all n ∈ N. Therefore, { ◦
η

εn
z : n ∈ N} is a

tight family of measures. By the Harnack inequality the family {�̂εn
z : n ∈ N} is

locally bounded, and locally Hölder equicontinuous, and the same of course ap-
plies to { ◦

�
εn
z : n ∈N}. Moreover, the tightness of { ◦

η
εn
z : n ∈ N} implies the uniform

integrability of { ◦
�

εn
z : n ∈ N}. Select any subsequence, also denoted by {εn}, along

which ◦
�

εn
z converges locally uniformly, and denote the limit by �̄z. By uniform in-

tegrability, ◦
�

εn
z also converges in L1(Rd), as n → ∞, and hence

∫
Rd �̄z(x)dx = 1.

Therefore, η̄z(dx) := �̄z(x)dx is a probability measure. Let f be a smooth func-
tion with compact support, and L̄z be as in (5.7). Then∣∣∣∣∫

Rd
L̂εn

z f (x)
◦
�εn

z (x)dx −
∫
Rd

L̄zf (x)�̄z(x)dx

∣∣∣∣
≤
∣∣∣∣∫

Rd
L̂εn

z f (x)
( ◦
�εn

z (x) − �̄z(x)
)

dx

∣∣∣∣(5.10)

+
∣∣∣∣∫

Rd

(
L̂εn

z f (x) − L̄zf (x)
)
�̄z(x)dx

∣∣∣∣.
Since ◦

�
εn
z → �̄z in L1(Rd), the first term on the right-hand side of (5.10) tends to 0

as n → ∞. Similarly, since m̂
εn
z (x) → Mzx and ∇V̂

εn
z → ∇V̄z uniformly on com-

pact subsets of Rd , the second term also tends to 0. Since η̂ε
z is an invariant proba-

bility measure of (5.9), by the definition of ◦
�

εn
z we have

∫
Rd L̂εn

z f (x)
◦
�

εn
z (x)dx = 0,

for all large enough n, which implies that
∫
Rd L̄zf (x)�̄z(x)dx = 0. Hence, η̄z is

an infinitesimal invariant probability measure of (5.6), and since the diffusion is
regular, it is also an invariant probability measure. This proves part (a).

Since the diffusion in (5.6) has an invariant probability measure, it follows that
it is positive recurrent. By Lemma 4.1, we have

sup
ε∈(0,1)

∫
{ενx+z∈Bz}

|x|2η̂ε
z(dx) < ∞,
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which implies by Fatou’s lemma that
∫
Rd |x|2η̄z(dx) < ∞. In addition, by Theo-

rem 1.4 and Theorem 1.19(c) we must have β̄∗ − �(z) = Λ+(Mz). This completes
the proof of parts (b) and (c).

By part (c) and Theorem 1.19(c), the solution of (5.1) is unique and is given
by (5.8). That �̄z is Gaussian with covariance matrix �̂z follows by the second
equation in (1.17). This proves part (d).

Since V̄z has at most quadratic growth by (5.5), we have∫
Rd

∣∣V̄z(x)
∣∣η̄z(dx) < ∞.

Therefore, with Ex denoting the expectation operator for the process governed by
(5.6), it is the case that Ex[V̄z(Xt )] converges as t → ∞ [Ichihara (2012), Theo-
rem 4.12]. Integrating both sides of (5.1) with respect to η̄z, we deduce that

(5.11)
∫
Rd

1

2

∣∣∇V̄z(x)
∣∣2η̄z(dx) = β̄∗ − �(z).

Using Fatou’s lemma, we obtain by part (d) that

lim inf
εn↘0

∫
Bz

R
[
vεn∗
]
(x)ηεn∗ (dx)

= lim inf
εn↘0

∫
{ενx+z∈Bz}

(
�̂εn
z (x) + 1

2

∣∣∇V̂ εn
z (x)

∣∣2)η̂εn
z (dx)

≥ lim
R→∞ lim inf

εn↘0

∫
{|x|≤R}

(
�̂εn
z (x) + 1

2

∣∣∇V̂ εn
z (x)

∣∣2)ηεn∗ (Bz)
◦
ηεn

z (dx)

≥ θz

(
Λ+(Mz) + �(z)

)
,

where in the second inequality we use (5.11), along with the hypothesis that
η

εn∗ (Bz) → θz > 0. This proves part (e) and thus completes the proof. �

Part of the statement in Theorem 1.11(iii) follows from the following result.

THEOREM 5.4. Recall the definition of Jc from Theorem 1.11. We assume ν =
1. Then, it holds that limε↘0 βε∗ = Jc. In addition, β̄∗ in (5.1) equals Jc. Moreover,
for any r > 0 we have

(5.12) lim
ε↘0

ηε∗
(
Bc

r (Zc)
)= 0 and lim

ε↘0

∫
Bc

r (Zc)

∣∣vε∗(x)
∣∣2ηε∗(dx) = 0.

PROOF. Since the collection {Bz} used in Theorem 5.3 was arbitrary, without
loss of generality, we may let Bz = Br(z). Let εn ↘ 0 be any sequence such that
η

εn∗ (Br(z)) → θz as n → ∞, for all z ∈ S , and define So := {z ∈ S : θz > 0}. Since
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S is stochastically stable as shown in Theorem 1.11, we have
∑

z∈So
θz = 1. By

Theorem 5.3(e) we have

lim inf
n→∞ βεn∗ ≥ ∑

z∈So

∫
Br(z)

(
�(x) + 1

2

∣∣vεn∗ (x)
∣∣2)ηεn∗ (dx)

≥ ∑
z∈So

θz

(
�(z) + Λ+(Dm(z)

))≥ Jc.

(5.13)

Since lim supε↘0 βε∗ ≤ Jc by Lemma 3.3, (5.13) implies that limε↘0 βε∗ = Jc. By
Lemma 5.2, we have lim infε↘0 βε∗ ≤ β̄∗, and β̄∗ ≤ Jc by (5.3). Therefore, β̄∗ = Jc.

Given any sequence εn ↘ 0, we can extract a subsequence also denoted by {εn}
along which limn→∞ η

εn∗ (Br(z)) → θz for all z ∈ S . Then (5.13) holds. In addition,
by Proposition 4.5, we have

∫
Bc

r (z) �(x)ηε∗(dx) → 0 as ε ↘ 0. It is then clear that
both assertions in (5.12) follow by (5.13). �

It is interesting to note that, even if limε→0 η
εn∗ (Bz) = 0, equation (5.8) still

holds for any z ∈ Zc. This is part of the corollary that follows.

COROLLARY 5.5. Suppose ν = 1. Then for any z ∈ Zc, we have

V̂ ε
z (x) − V̂ ε

z (z) −−→
ε↘0

1

2
〈x, Q̂zx〉,

uniformly on compact sets. In addition, unless z ∈ Zc, the family { ◦
ηε

z : ε ∈ (0,1)}
is not tight.

PROOF. Since β̄∗ in (5.1) equals Jc by Theorem 5.4, then, provided z ∈ Zc,
the right-hand side of (5.1) equals Λ+(Mz). The first assertion then follows by
Theorem 1.19(c).

If the family { ◦
ηε

z : ε ∈ (0,1)} is tight, then it follows from the proof of Theo-
rem 5.3 that the diffusion limit in (5.6) is positive recurrent. However, if z /∈ Zc,
then β̄∗ −�(z) = Jc −�(z) < Λ+(Mz), and by the results of Theorem 1.4 and The-
orem 1.19(c), the diffusion in (5.6) has to be transient. Therefore, { ◦

ηε
z} cannot be

tight. �

REMARK 5.6. It is worth examining the diffusion in (5.6) in the context of
Example 1.14. Consider the example with the first set of data, and let c = 5. Then
S = {0} and Jc = 2. Thus, for z = 0, we have V̄z = V̄0 = 2x2, and the drift in
(5.6) equals −2X̄t . For z = −1, we have �(−1) = 5, Dm(−1) = −3, and direct
substitution shows that V̄−1 = −3x2 solves (5.1). The associated diffusion in (5.6)
has drift 3X̄t , and thus it is transient.
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5.2. Convergence to a Gaussian in the subcritical/supercritical regime. We
return to the analysis of the subcritical and supercritical regimes in order to de-
termine the asymptotic behavior of the density of the optimal stationary dis-
tribution in the vicinity of the stochastically stable set. In these regimes there
are two scales. If we center the coordinates around a point in S, then we have
V ε(x) ∈ O(ε−2|x|2), and − log�ε∗(x) ∈O(ε−2ν |x|2). To avoid this incompatibility
we use the function V̆z(x) = ε2(1−ν)V ε(ενx) in the analysis, which scales correctly
in space for all ν. We have the following result.

THEOREM 5.7. Assume ν ∈ (0,2) and let {Bz : z ∈ S} be as in Definition 5.1.
The following hold.

(a) Suppose that for some z ∈ S and a sequence εn ↘ 0 it holds that
lim infn→∞ η

εn∗ (Bz) > 0. Then the density
◦
�

εn
z in Definition 5.1 converges as

n → ∞ (uniformly on compact sets) to the density of a Gaussian with mean 0
and covariance matrix �̂z given in (1.17).

(b) If ν ∈ (1,2) and z ∈ S \ Z̃ , then limε↘0 ηε∗(Bz) = 0.

PROOF. The proof closely follows those of Lemma 5.2 and Theorem 5.3. Only
the scaling differs. We summarize the essential steps.

First, suppose ν < 1. Since lim infn→∞ η
εn∗ (Bz) > 0, then necessarily z ∈ Ss by

Lemma 3.6. We scale the space as 1
εν , and use (4.15) which we write again here as

1

2
�V̆ ε

z (x) + 〈
m̂ε

z(x),∇V̆ ε
z (x)

〉− 1

2

∣∣∇V̆ ε
z (x)

∣∣2
(5.14)

= ε2(1−ν)(βε∗ − �̂ε
z(x)

)
.

By Lemma 4.4, ∇V̆ ε
z = ε2(1−ν)∇V̂ ε

z is locally bounded and has at most linear
growth. We write (5.14) as a HJB equation in the form

1

2
�V̆ ε

z (x) + min
ŭ∈Rd

[〈
m̂ε

z(x) + ŭ,∇V̆ ε
z (x)

〉+ 1

2
|ŭ|2

]
(5.15)

= ε2(1−ν)(βε∗ − �̂ε
z(x)

)
.

The associated scaled controlled diffusion is

(5.16) dX̂t = (
m̂ε

z(X̂t ) − Ŭt

)
dt + dŴt .

Taking limits in (5.15) along some subsequence εn ↘ 0, we obtain a function V̄z ∈
C2(Rd) of at most quadratic growth, satisfying

(5.17)
1

2
�V̄z(x) + min

ū∈Rd

[〈
Mzx + ū,∇V̄z(x)

〉+ 1

2
|ū|2

]
= 0.

The associated diffusion limit is

(5.18) dX̄t = (
MzX̄t − ∇V̄z(X̄t )

)
dt + dW̄t .
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As in Section 5.1, η̂ε∗ denotes the invariant probability measure of (5.16) under
the control Ŭt = −∇V̆ ε

z (Xt ), and �̂ε∗ its density. Following the proof of Theo-
rem 5.3, and using Lemma 4.1, we deduce that the density ◦

�ε
z in Definition 5.1

converges as εn ↘ 0 to the density �̄z of the invariant probability measure of
(5.18). However, since Mz is Hurwitz, then �+(Mz) = 0, and by Theorem 1.19
we obtain V̄z ≡ 0. So in this case (5.17) is trivial, and the covariance matrix �̂z of
the Gaussian is the solution of (1.17) with Q̂z = 0.

Next, we assume ν ∈ (1,2), and we use the same scaling and definitions as for
the subcritical regime, except that z ∈ Z . It is clear that

ε2(1−ν)(�̂ε
z(x) − �(z)

)≤ C�ε
2(1−ν)εν |x| −−→

ε↘0
0,

where C� denotes a Lipschitz constant of �. We have Gε∗ ∈ O(ε2ν−2) by Corol-
lary 4.2. In addition, by Lemma 4.1 and Proposition 4.5, and since ν ∈ (1,2), we
obtain ∣∣∣∣∫

Rd
�dηε∗ − �(z)

∣∣∣∣ ∈O
(
εν).

It follows that the constants ε2(1−ν)(βε∗ − �(z)) are bounded, uniformly in ε ∈
(0,1). Therefore, as argued in the proof of Theorem 5.3, for every sequence εn ↘
0, there exists a subsequence, also denoted as {εn} along which ε

2(1−ν)
n (βε∗ − �(x))

converges to a constant β̂ , and V̆ ε
z (·) − V̆ ε

z (z) converges to some V̄z ∈ C2(Rd),
uniformly on compact sets. Taking limits in (5.15) along this subsequence, we
obtain

(5.19)
1

2
�V̄z(x) + min

ū∈Rd

[〈
Mzx + ū,∇V̄z(x)

〉+ 1

2
|ū|2

]
= β̂.

Recall the notation Z̃ and J̃ in Definition 1.10. By Lemma 3.3, we have

(5.20) β̂ ≤ J̃= min
z∈Z Λ+(Dm(z)

)
.

Following exactly the same steps as in the proof of Theorem 5.3, we deduce
that the diffusion in (5.18) is positive recurrent, with an invariant probability mea-
sure η̄z that has finite second moments, and that the density ◦

�ε
z in Definition 5.1

converges as εn ↘ 0 to the density �̄z of η̄z. Therefore,

(5.21) Λ+(Dm(z)
)= β̂

by Theorem 1.19(c). Thus we obtain β̂ = J̃ = Λ+(Dm(z)) by (5.20)–(5.21). This
shows that unless z ∈ Z̃ , the hypothesis lim infn→∞ η

εn∗ (Bz) > 0 cannot hold, thus
establishing part (b) of the theorem.

With z ∈ Z̃ , and β̂ = J̃, equation (5.19) has a unique solution by Theo-
rem 1.19(c), and we obtain V̄z(x) = 1

2〈x, Q̂zx〉, and that �̄z is the density of a
Gaussian with mean 0 and covariance matrix �̂z, where (Q̂z, �̂z) is the pair of
matrices which solve (1.17). This completes the proof. �
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6. Concluding remarks. In general, Morse–Smale flows may contain hyper-
bolic closed orbits, and it would be desirable to extend the results of the paper
accordingly. An energy function V as in Theorem 2.2 may be constructed to ac-
count for critical elements that are closed orbits Meyer (1968), Smale (1961). Note
that under the control used in Remark 3.4, the optimal stationary distribution con-
centrates on the minimum of V . In the case that z ∈ R

d belongs to a stable periodic
orbit with period T0, we can construct V so that it attains its minimum on this
closed orbit. In this manner, if φt denotes the flow of the vector field m, it then
follows by (3.8) that under the control used in Remark 3.4, we obtain∫

Rd
�(x)με(dx) −−→

ε↘0

1

T0

∫ T0

0
�
(
φt(z)

)
dt.

The same can be accomplished for the subcritical regime, by modifying the proof
of Lemma 3.5, and using instead the approach in Remark 3.4. We leave it up to the
reader to verify that Lemma 3.1 still holds if the set of critical elements S contains
hyperbolic closed orbits. Let us define

◦
�(z) := 1

T0

∫ T0

0
�
(
φt(z)

)
dt,

when z belongs to a closed orbit, and
◦
�(z) = �(z), when m(z) = 0. Then, provided

Arg minz∈S
◦
�(z) contains only stable critical elements, then the support of the limit

of the optimal stationary distribution lies in Ss, and this is true in any of the three
regimes. However, the full analysis when unstable closed orbits are involved seems
to be more difficult.
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KUČERA, V. (1972). A contribution to matrix quadratic equations. IEEE Trans. Automat. Control

AC-17 344–347.
KURTZ, T. G. and STOCKBRIDGE, R. H. (1998). Existence of Markov controls and characterization

of optimal Markov controls. SIAM J. Control Optim. 36 609–653.
LINDNER, J. F., BENNETT, M. and WIESENFELD, K. (2006). Potential energy landscape and finite-

state models of array-enhanced stochastic resonance. Phys. Rev. E 73 031107.
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