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Abstract—TIn this paper, we propose a scalable and configurable
decomposition framework for solving large-scale transmission ca-
pacity expansion planning with security constraints under un-
certainties. This framework is capable of using both progressive
hedging and Benders decomposition algorithms to decompose and
parallelize a large-scale problem both vertically and horizontally.
A scenario bundling method is also developed to create bundles
through three steps, i.e., classification, clustering, and grouping
with the objective of maximizing similarity between bundles. This
bundling method can improve both quality of results (decreasing
optimality gap) and performance (reducing computational time)
of the proposed framework. To verify capabilities of the proposed
method, it is applied to a reduced ERCOT system with 3179 buses,
4458 branches, and 10 scenarios. The numerical result for this
case study shows that the proposed framework can make solving
large-scale problems tractable, and provides high quality results
(with less than 1% optimality gap) in a reasonable time (around
2.8 days).

Index Terms—Benders decomposition, progressive hedging, se-

1635
A Generalized Decomposition Framework for
Large-Scale Transmission Expansion Planning
, Student Member, IEEE, and Ross Baldick ', Fellow, IEEE
Q: Set of scenarios; index w
I Set of classes
Z;: Set of scenarios in class ¢
St Set of clusters for class ¢
Sj Set of scenarios in cluster j for class ¢
B: Set of bundles
B;: Set of scenarios in bundle 7
| I: Size of a set
Parameters:
q;: Per MWh load shedding penalty at bus ¢
Vg Per MWh wind curtailment penalty for wind
farm g
Coy: Per MWh generation cost for generator g
G Annual cost of line [ construction
d: Demand at bus &
B: Diagonal matrix of line suseptance

curity, stochastic programming, transmission expansion planning.
NOMENCLATURE

Sets and Indices:

Ny Set of buses; index k, n

Ny: Set of all generators; index g

Nygy:  Setof all wind generators; index g

N, Set of all lines (existing and candidate); index [, m

N,: Set of all existing lines; index [, m

N,,: Set of all candidate lines; index [, m

Ly Set of lines connected to bus &

Gy: Set of all generators connected to bus k

P Set of lines with violated post-contingency flows under
outage of line [ in scenario w

NY Set of system operation states under scenario w; index ¢
(¢ = 1 represents the normal operation condition)

ICL¥: Set of important lines for contingency analysis in
scenario w

v: Superscript/index for iteration number
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P;“a"‘/Pgmi“: Maximum/Minimum capacity of generator g

max/ fmin. Maximum/Minimum capacity of line [

Cc¥: Matrix of contingencies (operation states) that
specifies the status of lines under different con-
tingencies (1 for in service and O for out of service
lines) for scenario w; index ¢

| R Magnitude of violation in flow of line m when
line [ is on outage in scenario w

CIIp: Contingency identification index for outage of

line [ in scenario w

o Line capacity modification factor for con-
tingency conditions (Emergency capacity
Rating = (14+«) x Normal capacity Rating)

9 Variable freezing parameter

oI Penalty factor for line [ in PH algorithm

K Size of each bundle

A: Clustering attributes matrix

d: Size of a TEP optimization problem

SC:

Number of structural constraints for a TEP
problem
cV: Number of continues variables for a TEP problem
BV: Number of binary variables for a TEP problem

Random Variables:

£l: load in MW
&%:  Available wind output in MW

Decision Variables:

T Load curtailment at bus k& under operating state c
CW,: Wind curtailment for wind farm g
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Py Output power of generator g

fie Power flow in line [ under operation state ¢

0. Voltage angle at bus 7 under operating state c. Af; . is
voltage angle difference across line [ under operating
state c. A0 .= 0. — 0, for line [ from bus £ to bus
n.

x: Binary decision variable for line [

xv: Binary decision variables vector for scenario w

a8  Binary decision variables vector for bundle B;

W, :  Multiplier vector for bundle 5; in PH algorithm

Z: Binary variables matrix for clustering

H: Binary variables matrix for bundling

1. INTRODUCTION

ITH increasing interest in building large-scale solar

parks and wind farms and the implementation of new
environmental regulations such as the “clean power plan” that
will result in retirement of some conventional power plants, the
need for building new transmission network is inevitable even
in places in which the demand growth is not significant [1].

A. Overview

The Transmission Expansion Planning (TEP) optimization
problem has a long history that we briefly overview in this
section. For a comprehensive overview of literature in this area,
please read [2] and [3].

1) Solution Methods: Transmission planning methods can
be divided into two main categories i.e., optimization-based,
and heuristic models.

In optimization-based methods, which is the main focus of
this paper, a mathematical formulation for TEP is developed
and the problem is solved using classical optimization program-
ming techniques. Several methods are proposed to formulate
TEP problem. In [4] and [5], transmission planning is formu-
lated as a linear optimization problem with continuous variables.
Mixed-integer programming is another model that is widely
used for TEP modeling ([6]-[9] for example). A nonlinear model
for TEP is developed in [10]. A complex mathematical model
for centralized transmission planning and decentralized gener-
ation expansion planning is developed in [11]. Decomposition
techniques like Benders decomposition [12]-[17], cutting-plane
method [18], and Progressive Hedging [19] are also used to solve
the TEP optimization problem.

In heuristic models, the TEP problem is solved through sev-
eral steps of generating, evaluating, and selecting expansion
plans, with or without the user’s help [2]. One of the common
heuristic methods is to use sensitivity analysis to select addi-
tional circuits [20]-[23]. MISO [24], ERCOT [25], and CAISO
[26] are three examples of independent system operators in the
US that use different heuristic methods for TEP. As discussed
in [2] and [27], existing optimization-based methods are com-
putationally very expensive making them mainly impractical for
large-scale TEP problems.

2) Power System Modeling: To model power flow analysis,
either DC or AC models are used. Although AC models [28]-
[30] are more accurate for power flow analysis, their nonlinear
nature makes them less popular for long-term TEP problems
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compared to DC models [4], [6], [7], [31]. Linear approxima-
tion of network losses, reactive power and voltage magnitude
are also integrated into the DC model to improve its perfor-
mance for TEP analysis [32]-[34]. N — 1 contingency analysis
required by NERC for power system planning and operation [35]
is integrated into TEP in [7], [9], [33], [36].

3) Uncertainties: Fasttechnology changes, new policies, in-
creasing the penetration of mobile/flexible demand along with
intermittent nature of renewable resources make it hard to accu-
rately predict future generation mix/location and demand; there-
fore, these uncertainties should be explicitly modeled/evaluated
in TEP process by system planners. Developing a single ex-
pansion plan that considers these uncertainties using methods
that heavily depend on engineering judgment can be costly and
inefficient. Authors in [8], [37] evaluated the impact of ignoring
uncertainties on transmission planning. Authors in [38] used
Information-Gap Decision Theory to model load uncertainties
for a multi-stage transmission expansion planning problem.

The TEP optimization problem can be formulated as a two-
stage stochastic resource allocation problem (a class of mixed-
integer stochastic programming) to explicitly model uncertain-
ties using a finite set of scenarios [39]. In this formulation, in
the first stage, a decision about building a new transmission
line is made, and the impact of this decision on power system
operation under different scenarios is evaluated in the second
stage. Although formulating TEP as a two-stage stochastic op-
timization problem provides a strong modeling capability [13],
[14], [19], [36], solving the extensive form (EF) of this problem
is not tractable even for medium size problems specially when
N — 1 contingency analysis is added to the problem. There-
fore, decomposition and heuristic techniques should be used for
solving TEP for medium to large-scale systems.

Robust optimization is another method to integrate uncertain-
ties into the TEP formulation. In robust optimization, uncertain-
ties are represented using a range for each uncertain parameter
instead of developing scenarios (as used by stochastic optimiza-
tion), and it finds a plan that is robust for the worst case scenario.
In this case, the final result is usually too conservative motivates
an Adaptive Robust Optimization [40] formulation with budget
constraint limits to mitigate the level of robustness (conserva-
tiveness of results). Authors in [18], [41], [42] formulated the
TEP as an adaptive robust optimization problem.

In this paper, we use stochastic optimization formulation to
model uncertainties in TEP, corresponding to uncertainties with
well-defined probability distributions.

B. Decomposition Techniques

Horizontal or Vertical decomposition techniques can be used
to decompose a two-stage stochastic TEP optimization problem
for large systems. Benders decomposition (BD) [43] is one of
the widely used horizontal decomposition techniques for solv-
ing two-stage stochastic optimization problems. It divides the
original problem into two parts i.e., master and subproblem and
uses “cuts” from dual of the subproblem to model its constraints
in the master problem [12]. References [12]-[17] applied BD to
solve TEP optimization problem.

Although in several papers it is claimed that BD is easily scal-
able (for TEP) and can be used for real-size problems, authors
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in [44] showed that even for medium size networks when the
number of scenarios is large (50 or more), an optimality gap be-
tween 3% to 6% would need to be accepted in the BD algorithm
to get the result in a reasonable time. For large-scale problems,
the subproblem itself will be hard to solve, and a large number
of iterations between master and subproblem is required to meet
optimality gap requirements. This problem worsens when reli-
ability constraints are added to the TEP problem, in which sub-
problems should be solved for normal and under contingency
operation states for all scenarios. The column-and-constraint
generation method (also called cutting-plane method) is an-
other horizontal decomposition technique that can be used to
decompose a two-stage problem. In this method, primal “cuts”
are used to represent the subproblem constraints in the master
problem instead of dual cuts used by BD. Convergence guaran-
tees and other properties of this method are explained in [45]
and [46]. Authors in [18] deployed this decomposition technique
for solving robust TEP.

Progressive Hedging (PH) [47] is aimed at decomposing a
two-stage stochastic resource allocation problem vertically by
solving the problem for each scenario separately, and adding
nonanticipativity constraints to couple the first stage decision
variables (standard PH). PH method for mixed-integer problems
is a heuristic method that finds an upper bound answer for the
optimization problem; however, authors in [48] developed a
method to calculate a lower bound for results of the PH algorithm
in order to quantify the quality of results. One drawback of
standard PH algorithm is that for problems with a large number
of scenarios and integer variables, it may need a large number of
iterations to satisfy nonanticipativity constraints (and sometimes
it may never converge if no heuristic action is taken inside the
algorithm). Stochastic unit commitment [49], and transmission
planning [19] are examples in power system in which standard
PH is applied. Authors in [50] used PH for commodity network
design, and in [51], PH algorithm is used for solving multi-stage
stochastic mixed integer problems.

A decision regarding the type of decomposition technique
i.e., Horizontal versus Vertical is usually made in advance (be-
fore problem formulation/modeling). However, depending on
the size of the problem (either the network size or the number
of scenarios) and the machine that is used to run the simulation,
different decomposition techniques might be appropriate. For
example, if the size of the network is large and a personal com-
puter (PC) is used for simulation, probably using PH algorithm
will not be a good choice because solving the extensive form of
this problem for a single scenario by itself will be challenging,
but moving from a PC to a workstation may change the situation.
The same can be correct for BD when the model is developed
for a problem with a small number of scenarios, and later a
large number of scenarios is used to capture uncertainties. It can
easily convert an efficient BD to an inefficient decomposition
technique. Therefore a configurable framework is desirable.

In this paper, a generalized decomposition framework is
developed that not only provides this opportunity to use ei-
ther BD or HP but also makes it possible to use both
decomposition techniques (hybrid), and takes advantages of
both BD and PH for solving the same problem. Decompos-
ing the problem by bundles of scenarios instead of each indi-
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vidual scenario will decrease the number of iterations in PH.
But for large-scale problems, solving the extensive form (EF)
of the bundled PH can be computationally expensive and even
intractable. Instead of EF, we can use BD (as an efficient al-
gorithm for problems with small/medium number of scenarios)
to solve these bundled subproblems. In this way, a large-scale
problem can be decomposed/parallelized both vertically and
horizontally, and we can benefit from advantages of both de-
composition techniques.

Our contributions in this paper are as follows:

1) Developing a scalable and configurable decomposition
framework that makes it possible to use BD and PH tech-
niques for solving large-scale problems

2) Proposing a bundling algorithm to effectively bundle
scenarios for bundled PH

The proposed method is applied to two case studies i.e.,

a 13-bus system with 100 scenarios and a reduced ERCOT
system with 3179 buses and 4458 branches with 10 scenarios.
The results are also compared with standard PH, randomly
bundled PH, and developed method in [36] to evaluate different
aspects of the proposed framework. For the 13-bus case, the
framework found the optimal answer (with 0.24% optimality
gap) in 15 minutes, compared to the standard PH that found
an answer (with 29.5% optimality gap) in more than 2 hours.
For the ERCOT case study, the proposed framework found
the expansion plan with 0.97% optimality gap after 2.78 days
while the proposed method in [36] could not find a feasible
solution after 15 days.

II. THE PROPOSED FRAMEWORK
A. Framework Overview

The proposed framework is designed to be flexible and con-
figurable for different problem sizes on different machines. It
can be configured to solve a problem in extensive form (EF), or
using PH, BD, and Hybrid techniques that provides more flexi-
bility from the modeling perspective. The proposed framework
can be summarized as follows:

Phase 0: Data preparation
Step 1: Input data and set parameters
Input data includes base network, scenarios, and
candidate lines list. In this step, the planner con-
figures the framework by setting parameters; i.e.,
the number of scenarios in each bundle (k) and
the type of decomposition technique that should
be used (PH, BD or Hybrid) for phases I and II.
Settings for phase II can be modified later in step 4
if it is necessary.
Phase I: TEP without contingency analysis
Step 2: Scenario bundling
In this step, OPF for the base (existing) network
is solved, and calculated load shedding and wind
curtailment will be used to develop an attribute for
scenario bundling. After developing appropriate
criteria, scenarios are distributed between groups
using the developed scenario bundling method (see
Section II-B).



1638

Step 3: Solving TEP
In this step, based on inputs from step 1 and bun-
dles from step 2, TEP for normal operation states
is solved. This step can be parallelized.
Phase II: TEP with contingency analysis
This phase is run if contingency analysis should be integrated
in TEP process.
Step 4: Scenario Bundling
Based on parameter settings, the scenario bundling
method (see Section II-B for more detail) is used to
bundle scenarios. The VCL algorithm [9] is used
to develop bundling criteria for this step.
Solving TEP with contingency analysis
In this step, TEP with contingency analysis is
solved. Based on framework’s setting, either PH,
BD, or hybrid may be used for solving this large-
scale optimization problem. This step can be paral-
lelized if PH and/or BD are selected as the solving
algorithm.
Phase I1I: Quantifying the quality of results
Step 6: Calculating a lower bound answer
If PH or hybrid is selected for phase I and/or II,
then finding a lower bound answer is necessary
to quantify the quality of results. In this step, the
proposed lower bound formulation for PH in [48]
is used to calculate a lower bound.
Calculate optimality gap
The optimality gap (¢) can be calculated using the
upper bound from step 5 (or step 3 in case of TEP
without contingency analysis) and the lower bound
from step 6. The selected plan is € — suboptimal.

Step 5:

Step 7:

The proposed framework is summarized in the flowchart in
Fig. 1.

B. Developed Scenario Bundling Method

In this section, a heuristic method is developed to bundle sce-
narios. The main purpose of this method is to create heteroge-
neous groups of scenarios with minimum dissimilarity between
them (based on selected attributes/criteria) and with relatively
the same computational burden. Having similar bundles will im-
prove the performance of PH algorithm by facilitating conver-
gence of nonanticipativity constraints, as for a set of identical
groups of scenarios, PH only needs one iteration to converge
(although this choice of bundling does not necessarily reduce
computational time). In contrast with clustering in which the
objective is to minimize dissimilarity within groups, scenario
bundling tries to minimize dissimilarity between groups (math-
ematical formulation is provided in Section III-D). Developed
groups partition the scenarios, and their size (k) is constant for
each phase. The proposed method bundles scenarios through
three steps i.e., classification, clustering, and grouping. These
steps are explained in the following sections. It should be noted
that scenario bundling is required only if 1 < k < |Q2], where
is the set of all scenarios and |{2| represents the size of this set.

1) Classification: In classification, a model or classifier is
constructed to predict class labels such as “safe” or “risky”
for bank loan application, or “light” and “heavy” loading con-
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Flowchart of the proposed framework.

Fig. 1.

ditions for electric networks. There are different classification
methods such as Decision Tree Induction, Bayes Classification
methods, and Rule-Based classification [52]. We use the Rule-
Based method, because its structure allows us to easily integrate
expert knowledge into the bundling process. It has the following
structure:

IF Condition THEN Conclusion (D
For our banking example, it can be written as

IF age <25 AND student THEN Safe
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For electric network example, we can have
IF averagelineloading > 50% THEN Heavily loaded

Rule-based classification will partition the original sce-
nario set €2 into a finite number of non-empty classes 7 =
{Th,...,1,}.

Different classification rules can be defined depending on the
purpose of a study. For numerical analysis in Section V, we
used the number of important lines for contingency analysis
(ICLs) as a classifier in step 4. By using this classifier we may
need to adjust the number of scenarios in classes (those that are
close to boundaries) for feasibility of clustering in the next step.
Classification is an optional step in the bundling process, and
if there is no classifier, then there will be only one class that
includes all scenarios (Z = {Z; }).

2) Clustering: Clustering is the process of grouping a set
of objects in a way that objects within a cluster have the high-
est similarity. In this step, similar scenarios in each class (Z;)
are clustered based on selected attribute/developed criteria, and
form the set S = {8}, ..., S’ }. Without loss of generality, sce-
narios are clustered in groups with the same size in this paper,
and the size of each cluster (Cy) can be calculated from the
following equation.

2

where we assume that |Q| is dividable by k.

Itis important to choose an attribute/criteria that is appropriate
for the purpose of the study and provides insight for grouping in
the next step. For example, bundles from step 2 of the proposed
framework are used for solving TEP in step 3. Load shedding
and wind curtailment (under normal operation condition) are
highly penalized (compared to generation operation cost) in the
TEP objective function (10); therefore, load (and wind) will
be curtailed only if there is not enough transmission capacity
to supply them (and transfer their output), which is a signal
for a need for transmission expansion (resource adequacy is an
implicit assumption for TEP studies). Therefore, we used these
two components in the objective function to form a clustering
attribute for phase I. A weighted sum of load shedding and wind
curtailment (LW) is defined as a clustering attribute for this
step. For step 4 of the framework, selected lines for contingency
analysis for each scenario (/C'L¥s) is used as an attribute for
scenario clustering because TEP with contingency analysis is
solved in step 5, and /C'L¥s can significantly affect the selected
expansion plan [9].

Partitioning method is used to create clusters by minimizing
distance between different attributes of objects (scenarios here).
For step 2, scenarios with closest LW values are clustered to-
gether, and for step 4, the objective of clustering optimization
problem is to maximize similarity of /C'L“s within each clus-
ter. It creates a good “base” for grouping in the next step. An
integer programming problem is solved to cluster scenarios in
each step (see Section III-C for mathematical formulation).

3) Grouping into Bundles: In the last step of the proposed
scenario bundling method, members of each cluster are dis-
tributed between groups (bundles) with the objective of mini-
mizing dissimilarity between groups. For the scenario set €, a
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bundle set B = {By, ..., By} of non-empty and mutually exclu-
sive subsets (Vi # j, B;(\B; = 0 and J; B; = Q) is formed.
As scenarios in each cluster share some similar characteris-
tics, one way is to distribute members of each cluster randomly
between groups. It is also possible to define new criteria for
grouping in this step. For developing new criteria, two main
points should be noticed: first, the criteria should be at the group
level rather than the scenario level because increasing similarity
between groups is the purpose of this step. Second, the new
criteria should not be significantly different compared to clas-
sification/clustering criteria, because the implicit assumption in
this step is that scenarios in each cluster share similar attributes,
and this assumption is mainly valid for the attributes used in
previous steps. Ignoring these points may decrease similarity
between formed groups.

For step 2, scenarios are distributed between groups so that
groups have relatively the same aggregated LW value (LW3,)
because of its major contribution in the TEP objective function
in step 3. For step 4, total number of /C'Ls in each group is used
as a criteria for distributing scenarios between bundling groups.
This attribute will result in forming groups with relatively the
same number of operation states, which will have a huge im-
pact on computational time. Combining this criteria with the
one used for clustering will result in creating groups that have
relatively the same impact on optimal result (because of similar
lines for contingency analysis) and requires relatively the same
computational burden (number of operation states).

As a separate stochastic TEP is solved for each bundle in PH
algorithm, the probability of each scenario should be updated
based on (3) and (4):

Pg, =Y PY VB eB 3)
WGB,‘
o P

Pu¥ = — VwGBi,VBiGB “4)
Py

Q=Y 18, )
BieB

> P =1 (6)

B;eB

where, P“ is the original probability of scenario w, Pp, is prob-
ability of bundle B; in set of bundles 5, and Pu® is updated
probability of scenario w as a member of bundle B;. Equations
(5) and (6) enforce scenario bundling to be mutually exclusive.

Authors in [49] suggested that forming bundles with two sce-
narios may improve the performance of the PH algorithm for
stochastic unit commitment problem, but they did not discuss
how bundles should be formed. In [50], authors proposed a
scenario grouping method for commodity transportation net-
work planning, in which the objective of grouping is to maximize
dissimilarity within groups (replacing minimization in (28) with
maximization). Compared to [50], the proposed method in this
paper minimizes dissimilarity between groups (using the ob-
jective function (37)), take into account the existing hardware
infrastructure to control the size of each bundle, and forms bun-
dles with relatively the same size to improve the performance
of parallelizing (see Section IV-G for more details).
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Fig. 2. An example for explaining different steps of the bundling method (a)
A set of scenarios (b) Classification (c¢) Clustering (d) Grouping.

C. A Descriptive Example

In this section, a descriptive example is used to explain im-
plementation of all steps of the developed scenario bundling
method (from Section II-B). Fig. 2(a) shows a set of 16 scenar-
ios (|| = 16) that are created to capture uncertainties in wind,
load, and future market regulation on C'O emission for trans-
mission planning purposes. The target is to bundle scenarios
into groups of 4 (k = 4) with the objective of minimizing the
dissimilarity between groups (37). Shape (rectangular for high
load and circle for high wind uncertainties), design (dashed lines
represent the future market with CO, penalty, and solid lines for
a future without C'O5 penalty), number of dots (shows the num-
ber of overloaded lines in the base case), and colors (the level
of overload in lines) are used to visualize different attributes of
scenarios. In the first step, scenarios are classified based on the
number overloaded lines using the following rule:

IF number of overloaded lines > 5

THEN Heavly loaded network
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In Fig. 2(b), the vertical brown line separates scenarios into
two classes (Z = {Z;,Z,}) based on their impact on network
loading.

In the next step, scenarios in each class Z; and Z, are clustered
based on similarity in uncertainties that they represent (their
shapes). Based on (2), the size of clusters is equal to 4 (Cs = 4).
As the number of scenarios in each class is 8 (|Z1| = |Z2]| = 8)
and clustering with C; = 4 is feasible for each class, we do not
need to modify the size of classes for this case. In Fig. 2(c),
clusters are separated with blue lines (S! = {S{,81},8% =
{82,852 }). In the last step, scenarios in clusters are distributed
between our 4 target groups (]3| = 4) with the criteria that the
number of overloaded lines and their level of overload (color
here) have the most similarity (shown in Fig. 2(d)), and forming
B = {B, B, Bs, B, }. Now we have 4 groups of scenarios, each
including 2 high load scenarios and 2 high wind scenarios with
16 overloaded lines in each (7 at white level, 7 at red level, and
2 at green level).

It should be noted that similarity between these groups is
only valid for attributes used in the bundling process. For ex-
ample, the impact of having or not having C'O, penalty (dashed
versus solid lines) is considered as an attribute in neither of
three bundling steps, and results (Fig. 2(d)) show that there is
no similarity between groups for this attribute. These bundles
of scenarios may not improve the performance of bundled PH
algorithm if C'O, penalty significantly affects the selected lines
for transmission expansion (for example in systems with high
penetration of cheap coal power plants).

III. PROBLEM FORMULATION
A. Two-Stage Stochastic TEP Formulation

Stochastic programming is one of the widely used methods to
model uncertainties (by developing different scenarios) in deci-
sion making process for resource allocation problems. Uncer-
tainties in long-term transmission expansion can be categorized
as macro uncertainties such as changes in market rules, environ-
mental constraints or new technologies, and micro uncertainties
such as hourly wind/solar and load variations [36]. To cap-
ture these uncertainties, different scenario generation/reduction
methods might be used. The quality of scenarios is critical and
can significantly affect the selected expansion plan. For exam-
ple, in ERCOT, historical data along with workshops with stake-
holders are used to develop scenarios for long-term TEP [53].
For a given scenario set, we develop a framework to efficiently
solve this optimization problem; therefore, the nature of uncer-
tainty and the origin of scenarios is not our concern in this work.
It should be mentioned that minimizing the expected value is a
better criterion for micro uncertainties. The two-stage stochastic
TEP is formulated as follows:

Z* =min("z + E[Q(z, §)] 7
st. x e {0,1}M] (3)

E[Q(z, €)] represents the expected value of operation costs in-
cluding load shedding and wind curtailment penalty and gener-
ation costs for TEP problem formulation. This expected value
is approximated with a weighted sum of a limited number of



MAIJIDI-QADIKOLAI AND BALDICK: GENERALIZED DECOMPOSITION FRAMEWORK FOR LARGE-SCALE TEP

scenarios as follows [54]:

E[Q@, )]~ Y P“Qx,¢) ©)

Q

where Q(x, £) is the optimal value of power system operation
for a given scenario w [36].

Q(z,§) = minz (Z q”’mc) + Z Y CWy + Z Cogpy
N Ng

Ny Nb wyg
(10)
st =Y fret Y Py +rhe = di (11)
Ly G

- Ml(l - Cl,cxl) < flA,(: - Bl,1A917(: (12)
M1 =Cyexy) > fie — BiaAb . (13)
CW, > (P™ —p,) (14)
(Cl,(:xl) Zmin S flA,c S flmax(cl,(:-rl) (15)
Pgmin Spg < Pymax (16)
0 S Tk.e S dk (17)

™ ™
<o, <= 18
5 SOhe =35 (18)
CW, >0 (19)
@ =1, VleN, (20)
2 €{0,1}, VIeN, @1

In (10), load shedding is penalized over all operating states
(Ns) to satisfy the N — 1 criterion (no load shedding is
accepted during both normal and under single contingency
states). Equation (11) enforces power balance at each bus.
Equations (12) and (13) show DC representation of flow in
transmission lines with big-M technique. Equation (14) mea-
sures wind curtailment at each bus. Equation (15) shows flow
in all lines should always be between their maximum and mini-
mum capacity limits. These limits will be modified based on the
given value for o for emergency conditions (contingency in the
network). Equations (16)—(18) enforce power plants’ dispatch,
load shedding and voltage angles to be between their minimum
and maximum limits. Equation (19) enforces non-negativity of
wind curtailment. Equation (20) sets decision variables for exist-
ing lines to 1. Equation (21) enforces that x; is a binary decision
variable for transmission lines (x; = 1 when line [ is built and
x; = 0 when line [ is not built).

Constraints (11)-(19) represents lossless DC power flow
model. Authors in [5] and [55] showed that DC model is accu-
rate enough for long-term planning purpose because of the large
level of simplifications in other aspects, but network losses, re-
active power and voltage magnitude might be critical in some
networks. Authors in [32]-[34], [56], [57] provide models to im-
prove the performance of DC model by adding linear approx-
imation of reactive power, network losses, and voltage mag-
nitudes. As these models all preserve linearity of power flow
model, they can be added to the model in this paper.
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Depending on the size of the network and the number of
scenarios, solving the extensive form of problem (7) can be ex-
tremely computationally expensive. Therefore, decomposition
techniques are used to find a near-optimal answer for large-scale
problems. In the next section, PH with bundled scenarios is ex-
plained as the base for steps 3 and 5 in our proposed framework.
Details on BD technique is not in the scope of this paper and
can be found in [58].

B. Progressive Hedging Algorithm With Bundled Scenarios

Progressive Hedging [47] is one of the decomposition tech-
niques that can be used for solving two-stage (or multi-stage)
stochastic mixed-integer optimization problems. The standard
PH algorithm separates the problem vertically for each scenario.
The TEP problem (7) can be rewritten as the following so-called
scenario formulation:

7 = minZP“’ [T + Q(x",&Y)] (22)
Q

st. x e {0,1}M (23)

ol g (24)

A copy of decision variable vector x* is created for each sce-
nario w in €2 that allows solution of the TEP problem for each
scenario independently, and nonanticipativity constraints (24)
are added to couple first stage solutions and guarantee that the
final expansion plan does not depend on scenarios.

Instead of decomposing the problem for each individual
scenario, it is possible to use bundles of scenarios (B =
{Bi,...,By}) for decomposition. Equations (22)—(24) can be
rewritten for bundled PH as follows:

Z'=min Y|P (CTz%) + ) PuQ(a® )| (29
B B;

st. @ e {0,1}M] (26)
B = =P (27)
In this case, a copy of decision variable vector % is created

for all 3;s in B. Nonanticipativity constraints (27) are explicitly
modeled for scenario bundles, and they are implicitly modeled
for scenarios within each bundle (s scenarios in bundle 5;
already have the same first stage decision variable %) that
usually reduces the number of iterations for convergence
compared to standard PH.

Through an iterative process, PH will converge to a unique
answer for the first stage decision variables by penalizing de-
viations of nonanticipative variables from their mean values.
The PH algorithm with bundled scenarios is shown in Fig. 3.
In the first line, the initial value of the iteration counter (v),
and multiplier vector (W'j; ) is set. From line 2—4, the TEP op-
timization problem for each bundle is solved separately (that
can be parallelized). In line 5, the weighted sum of individual
expansion plans (25 Vs) is calculated. Line 6 calculates the de-
viation (Err) from averaged expansion plan (£"). Lines 7-15
cover the main iterative part of the bundled PH algorithm. In line
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1: Initialization: v <— 1, Wj; < 0VB; € B
2: for VB; € B do
3: 2B« argmin {TxB + Y PuvQ(xB ¢)
weBb;
: end for

4
5: Aggregation: " + > P, aPi

6: Err < 3. Pg,||xBv — &

7: while Err > € do

8 viv+1

9: Wi, < W%Zl + pT(xBov=1 — g1
10: for VB, € B do

11: Biv «— argmin (TxBi+ Y PurQ(xB €Y) +
. weB;
Wi Tabi + - (zB — gV ")?
12: end for
13: Aggregation: 2" > P, b
14: Err < Pg, |8 — &V

15: end while

Fig. 3. Progressive hedging algorithm with bundled scenarios.

8, the value of counter is updated. Line 9 updates the value of
multiplier vector by using penalty vector p. Lines 10—12 solve
an updated TEP formulation with multiplier and penalizing de-
viation from average value of first stage decision variables. This
optimization problem is solved for each bundle independently,
so they can be solved in parallel. Lines 13 and 14 update the
calculated average value for « and Err, respectively.

C. Clustering Algorithm

As defined in [52], “cluster analysis or clustering is the pro-
cess of partitioning a set of data objects (or observations) into
subsets. Each subset is a cluster such that objects in a cluster
are similar to one another, yet dissimilar to objects in other
clusters.” Major fundamental clustering methods can be classi-
fied into four categories i.e., Partitioning methods, Hierarchical
methods, Density-based methods, and Grid-based methods. A
detailed discussion on each category can be found in [52].

A partitioning method can be used to find mutually exclusive
clusters based on distances between their elements. For a finite
setof scenarios (forexample, Z; = Q),asetS' = {S},...,S!}
of non-empty subsets of S} is a partition if Vk # j, St S} =
(¢ and | ! S} = 7,. Partitioning can be formulated as an integer
programming problem in which the objective is to minimize the
distance (Euclidean distance here) between members of each
cluster based on selected attribute(s).

min > Y NN A Zik — A ZikllF (28)
m=1k=1i=1 j=1
LY Zip=1, Viel (29)
k=1
Ng
Y Ziy=C VkeS' (30)

i=1

where A is attribute matrix ([ns x n,]) for set Z; , n,. is the
number of clusters (n. = |S'|), ny is the number of scenarios
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in set 77 (ns = |Z1]), n, is the number of attributes, C; is the
number of scenarios in each cluster (Cs = Z—( equivalent to (2)),
and Z is the binary decision variables matrix ([ns x n.]) that
assigns scenarios to clusters.

Zl.l Zl,n,n

Zns.l Zn,;,nn

Equation (29) enforces that each scenario can only be a member
of one cluster. Equation (30) enforces that all scenarios should
be assigned to clusters and the size of all clusters is equal to
Cs. This is designed based on the assumption that we made in
this paper. However, to have a flexible cluster size, (30) can be
replaced with (31) and (32):

Ne Ny

SNz =, G1)
k=11i1=1
Z,.>1 Vked! 32)
>z

=1

Equation (32) guarantees that there will be no empty cluster.
The objective function (28) is nonlinear. As Z is a matrix
of binary decision variables, for all ¢ = j the nonlinear term
Z; 1,Z; i can be replaced with Z; .. For i # j, the nonlinear
term Z; ;. Z; ;. can be replaced with a new binary variable J,,
and constraints (33)—(35) should be added to the I P problem:

Ve < Zi (33)
Y. < Zj (34)
Vo2 Zik+Zjr—1 (35

The size of matrix Y ([n, x n.]) for a scenario set of n,
scenarios is equal to:

ng X (ng — 1)

2 (36)

ny =

It should be mentioned that for cases in which a very large
number of scenarios should be clustered, solving I P can be
computationally expensive. There are heuristics such as k-
means methods that can be used for partitioning. Details of
these methods are not in the scope of this paper and can be
found in [52].

D. Scenario Bundling Algorithm

As stated in Section II-B, the main goal of scenario bundling
is to maximize similarity (minimizing dissimilarity) between
bundles to improve the performance of bundled PH algorithm.
This problem can be formulated as an integer programming
problem. The mathematical formulation for scenario bundling
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is as follows.

Ng ny

min Z Z ||Qb,m - Qb’.m”2

m=1b,b'=1

(37)

st. @y, = mean <Z Ai.,,,I,HLb) ,Vbe B,vm e A (38)

i=1

ny
> Hip=1, VieQ (39)
b=1
> Hiv=r VbeB (40)

i=1

Where Q ,, is the average value of attribute m in bun-
dle b that can be calculated from (38), and H is the bi-
nary decision variable matrix for bundling. The objective func-
tion (37) maximizes the similarity between bundles by minimiz-
ing the distance between mean value of attributes of bundles.
Equation (39) enforces each scenario should be assigned to a
bundle, and (40) enforces the size of each bundle.

Solving this problem for a large set of scenarios can be compu-
tationally expensive; therefore, a heuristic method is developed
in Section II-B to solve this problem faster.

E. Variable Contingency List (VCL) Algorithm

Modified Line Outage Distribution Factors (LODFs) are used
to estimate post-contingency flow in transmission lines when
one line is on outage. The following equations (based on [9]) are
used to create important contingency lists for different scenarios:

w  __ fmax
wl:% Vm,leN,,VweQ (41
P ={meN, [T}, >a} Vi€ N,,VweQ (42)
Ses Doy
CIIY = { e i 19F[#0 43)
0, if |0 =0
ICLY ={l€ N, |CII¥ >a} ,VweQ, (44)

where (41) calculates over/under loading on line m when line [
is out. In this equation, f- ; represents the magnitude of post-
contingency flow in line m when line [ is on outage. Equa-
tions (42)—(43) are used to calculate Contingency Identification
Index (C'IT) for each scenario with « as the line capacity modifi-
cation factor during contingencies that accounts for emergency
or short-term rating of lines. Equation (44) creates important
contingency list (/CL) based on CII (see [9], [59] for more
details).

IV. MODEL PERFORMANCE DISCUSSION

A. Parameter Settings for the Framework

The size of each bundle (x) and the choice of a decomposition
method are set in step 1 in the framework (see Section II-A).
Table I shows different possible combinations for setting these
two parameters. For the PH algorithm, by setting x = 1 a stan-
dard PH is solved, 1 < k < || will result in a bundled PH,
and x = |Q] is equivalent to solving the extensive form (EF)
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TABLE I
FRAMEWORK PERFORMANCE UNDER DIFFERENT SETTINGS

PH BD Hybrid
k=1 PH  Heuristic  Hybrid
1<k<|Q PH Heuristic Hybrid
k=9 EF BD BD

of the optimization problem. If BD is selected as the solving
method, then for 1 < x < |{2|, the problem is solved separately
for each bundle, and a heuristic method should be used to se-
lect a unique first stage answer. For x = |Q], a standard BD is
solved. When Hybrid method is selected, for 1 < x < ||, both
PH and BD are used for solving the problem in steps 3 and/or
5 in the framework. This is discussed more in Section IV-C.
For x = ||, hybrid method will be the same as BD method. It
should be mentioned that these parameters can be set indepen-
dently for phases I and II providing more flexibility, potentially
improving the effectiveness of the proposed framework.

B. Factors Affecting the Choice of Parameters

The size of the problem, the design of decomposition algo-
rithms, existing hardware infrastructure, and solvers are critical
for making a decision about setting parameters for the proposed
framework. We briefly overview these factors in the following.

1) The Size of the Problem (d): The number of structural
constraints (SC'), (11)—(14), continuous (C'V') and binary (BV")
decision variables are main factors for the size of the TEP opti-
mization problem. For the extensive form of this TEP formula-
tion from Section III-A (depending on the choice and design of
decomposition algorithms, new variables and constraints may
be added), these values can be calculated from the following
equations:

d={SC,CV,BV} (45)
SC = (2% (INo] + [Ni|) x [NS| + [ Nugl) x [ (46)

CV = (2 [No| +[Ni]) > [N | + [ Ng| + [Nug ) <[]
(47)

BV =|N,| (48)

If no contingency reduction technique is used, then |[N¥| =
|N;| + 1 to model outage of each line. If the VCL algorithm is
used for contingency reduction, then |N¥| = [ICL¥| + 1.

2) Design of Decomposition Algorithms: PH and BD are
not black-box software packages with input and output vec-
tors. These algorithms are designed based on specific needs and
conditions. For BD, there are several different designs such as
standard BD [43], multi-cuts BD [60], and nested BD [61], and
each design can be configured differently. For PH, either the
standard form [47] or the bundled form [62] might be used.
Similar to BD, there are several internal settings for PH that can
affect the performance of this algorithm.

3) Existing Hardware Infrastructure: The machine that is
used to solve the TEP problem has an undeniable impact on the
choice of a decomposition algorithm and the size of each bundle
(k). Machines with high computing power are usually capable of
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solving larger problems that make it possible to choose bundled
PH with a large bundle size (x). In the case of using multiple
machines (or virtual machines for Cloud based workstations),
implemented parallel computation structure will be another key
factor.

4) Solvers: The main feature of a solver that affects the
choice of parameters for the framework is its capability to dis-
tribute computation over multiple cores of a CPU and use all
computing power of the machine. GUROBI and CPLEX are
examples of commercial solvers with this capability.

As discussed above, there are several factors that can affect
hardware and software design of this framework. For a designed
framework, running a few individual simulations can provide a
relatively good understanding about the performance of each
module, and help on setting parameters for the framework.

C. Linking PH and BD

Usually steps 3 and 5 are the most time consuming steps of the
proposed framework in Section II-A for large-scale problems.
These steps can be solved by either HP, BD or both (Hybrid).
The algorithm explained in Fig. 3 is used as the main structure
for solving TEP in steps 3 and 5. In the following, it is explained
how this algorithm is tailored for all combinations in Table I.
For PH (the second column of the table), the whole algorithm is
run and the extensive form of stochastic TEP is solved in lines
3 and 11 in Fig. 3. For BD (the third column of the table), BD
is used to solve TEP in line 3, and the algorithm is terminated
in line 4. For the hybrid case (the fourth column of the table),
the whole algorithm in Fig. 3 is run, and BD can be used to
solve TEP in lines 3 and/or 11. If the BD is not used, the EF of
TEP is solved. For x = |Q2|, Err in line 6 will be zero and the
algorithm will be terminated in line 6.

D. PH Performance Improvement

Several heuristics such as finding appropriate values for p,
variable freezing, cyclic behavior detection, and terminating
PH when the number of remaining unconverged variables is
small can be used to improve the performance of the PH al-
gorithm [63]. In the following we will discuss some of these
heuristic methods that are used in this paper.

1) Choice of p: A good approximation for p is important
for the PH algorithm to perform well. As shown in Fig. 3, the
value of multiplier vector (W) is updated using the penalty
vector p. An appropriate multiplier vector can affect the number
of required iterations for PH convergence, and the quality of the
lower bound answer [48]. In [63], different heuristic methods for
calculating effective values for p are proposed. Our experience
with those methods shows that for the TEP problem using the
following equation from [63] results in a better convergence rate.

G
PL= max __ ,.min 1 (49)
o Tt
where p; is the " element of vector p, and

max B,
T = maxx;" 50
! Bes ! (50)

min __ s B;
x; " = min x; (G20

B;eB
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For values of p close to the unit cost of its associated variable,
PH algorithm should have a better performance both from con-
vergence speed and quality of results. Selecting higher values for
p will improve the convergence rate but may negatively affect
the quality of results. On the other hand, very small values for
p can improve the quality of results (by decreasing optimality
gap), but can significantly increase the number of iterations.

2) Variable Freezing: To improve the convergence of PH
algorithm, the variable freezing technique can be used. Based
on this technique, first stage decision variables with values that
did not change over the past ¢ iterations are frozen for future
iterations. For example, for a case with 5 bundles and 9 =
4, the value of the decision variable z; is frozen if for all 5
bundles during 4 successive iterations, its value did not change

l,uo+1 5, v+4
(z, = =ux ).

The impact of freezing variables can be investigated from two
perspectives; i.e., its impact on simulation time and its impact
on the selected plan.

1) Impact on simulation time

By freezing binary variables, the total number of binary
variables is decreased as frozen variables will have fixed
values and no decision about them will be made in subse-
quent iterations. It improves the performance of the algo-
rithm by decreasing computational time for each iteration
(as a TEP optimization problem with fewer binary vari-
ables will typically solve faster) and reducing the number
of iterations (as a PH problem with fewer nonanticipativ-
ity constraints will typically converge faster).

2) Impact on the selected plan

When a decision variable is frozen, the implicit assump-
tion is that its value will not change during next iterations,
but this assumption may not always be valid. Therefore,
the selected plan might be negatively affected when vari-
able freezing technique is used, especially for small values
of ¥ like 1 or 2. By using more conservative values for v,
this effect can be mitigated.

The selected plan will be more sensitive to a small value for
¥ when there are several relatively similar candidate lines (in
terms of cost and/or electric parameters) in a geographically
limited area. For a large-scale network in which candidate lines
are widely spread, a smaller value for ¥ can be selected.

Using the variable freezing technique may result in situations
with only a very few unfrozen decision variables. Then PH can
be terminated (to decrease the number of iterations), and the
TEP with remaining binary variables solved in extensive form
or using the BD algorithm.

3) Identical Parallel Candidate Lines: We have also noticed
that having two (or more) identical parallel candidate lines can
result in an unnecessary non-zero values of Err on lines 6
and/or 14 in PH algorithm (Fig. 3) when only one of those
lines is selected as a part of expansion plan. We recommend to
slightly modify the investment cost for otherwise identical lines
to break the symmetry.

The above mentioned heuristic techniques can be used to im-
prove convergence of PH algorithm, but it may result in a higher
optimality gap in step 7. In many practical cases, it is critical
to get the result in a reasonable time; therefore a faster answer
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Fig. 4. The impact of different decomposition techniques, d“: size of the
problem for scenario w, s: the number of scenarios (6 for this example) (a)
Extensive Form (b) BD (c) Bundled PH (d) Hybrid.

with a slightly higher optimality gap is usually acceptable (see
Table III in Section V for numerical results).

E. Optimality Gap

The optimality gap is used as a measure for quantifying
the quality of results in an optimization-based TEP. Based on
Table I, the TEP problem is solved using one of these five meth-
ods i.e., heuristic, Extensive Form (EF), PH, BD, and hybrid.
For parameter settings that will result in a heuristic method, we
cannot calculate the optimality gap to quantify the quality of
results. For the EF method, the optimality gap of the final result
will be less than or equal to the solver’s setting for maximum
optimality gap. For BD, achieving the optimality gap is set as the
stopping criterion; therefore, for EF and BD methods, it is possi-
ble to guarantee a pre-defined optimality gap (assuming that the
algorithm successfully terminates). On the other hand, for PH
and hybrid methods, the optimality gap is calculated after the
algorithm is terminated to quantify the quality of final results,
and there is no guarantee that the final optimality gap will be less
than or equal to a pre-defined threshold. As discussed in Section
IV-D, using appropriate values for p and setting a conservative
value for ¥} can improve the optimality gap of the PH algorithm.

F. Scalability and Maintainability

Scalability is one of the main features of the proposed frame-
work. We use Fig. 4 to discuss different aspects of this feature.
Fig. 4(a) shows the size of the EF of a stochastic TEP problem
with security constraints. In this Fig., d* represents the size of
the TEP problem for scenario w (d¥ = {SC¥,CV¥, BV¥}),
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and s is the number of scenarios (s = [2]).
SC* = 2 x (INy| + INi[) X [N?| + Ny (52)
OV* = (2 % [Nyl + INi[) % [N| £ [N, + [Ny | (53)
BV® = |N,| (54

For a case system with 6000 buses, 8000 existing lines
and transformers, 500 conventional power plants, 100 wind
farms, 100 candidate lines and 10 scenarios, d¥ = {228.5M,
162.8M, 100} when | N¥ | = 8101 and s = 10. Total size of the
problem in Fig. 4(a) will be d = {2285M, 1628 M, 100}. This
problem is practically impossible to solve in the EF. There are
constraint reduction techniques [36], [64], [65] that can be used
to decrease the size of this problem. Let’s assume the VCL
algorithm (see Section III-E) is used, and the size of N is de-
creased form 8101 to 50. The size of the EF of this problem will
be d = {14M,10M,100}. Even after a massive problem size
reduction, solving the EF of the problem still remains computa-
tionally extremely expensive.

The BD algorithm (shown in Fig. 4(b)) moves binary deci-
sion variables to the master problem, and keeps all continu-
ous variables in the subproblem. As the subproblem is a linear
program, it is expected to be solved very fast; however, for
the network in this example, the size of the subproblem will
be {14M,10M,0} which is not easy to solve especially if it
should be solved in every iteration. Fig. 4(c) shows how bun-
dled PH algorithm will decompose the problem. By creating
bundles of two scenarios, the size of each subproblem for bun-
dled PH will be {2.8M,2.0M, 100} (or {1.4M,1.0M, 100} for
standard PH). Solving the extensive form of these subproblems
might still be hard because of the large number of binary vari-
ables. In Fig. 4(d), the hybrid methods is used to decompose the
problem both vertically and horizontally. By using this method,
the size of each problem that needs to be solved in EF can be
decreased up to {1.4M,1.0M,0}, which is a significant size
reduction compared to {140, 10M, 100} for Fig. 4(a).

The size of this base case study can be increased either by
increasing the number of candidate lines or the number of sce-
narios. The BD feature of the hybrid method will keep us away
from exponentially increasing computational time as a result
of adding new binary variables, and the bundled PH feature
will keep the size of each subproblem relatively unchanged
even if the total number of scenarios is increased significantly
(by increasing the number of bundles instead of increasing the
size of each bundle). Therefore the problem remains tractable,
demonstrating the scalability of the proposed framework.

Another important feature of this framework is its maintain-
ability. Because it is module based (BD algorithm, PH algo-
rithm, bundling algorithm), and each module can be easily and
(relatively) independently upgraded as technology improves.

G. Parallelizing

With proper hardware, parallelizing decreases computational
time for solving a series of independent simulations, and it
improves scalability of the framework. Simulations in steps 3
and 5 in the proposed framework can be parallelized, if PH,
BD (with special configurations), or hybrid is selected to reduce
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elapsed time for solving TEP optimization problem by starting
all independent simulations at the same time.

1) PH Algorithm: Based on PH algorithm for bundled sce-
narios shown in Fig. 3, lines 3 and 11 are run for each bundle (or
each scenario in case of standard PH) independently. Therefore,
we can parallelize both for loops (lines 2—4 and 10-12) in
this algorithm, and start all simulations in each loop at the
same time to decrease computational time. It should be noted
that lines 10—12 should be solved for each iteration of the PH
algorithm, and decreasing computational time here can be sig-
nificantly rewarding from performance improvement perspec-
tive. As shown in lines 5 and 13 in Fig. 3, the algorithm can
proceed to the next step when all parallelized simulations are
completed. In the bundling process, it should be considered to
develop bundles that need relatively similar computational time
(see Section II-B3); so that the framework can benefit the most
from parallelizing.

2) BD Algorithm: For standard BD, in which one cut is sent
to master problem in each iteration, the subproblem should be
solved in extensive form. For multi-cuts BD [60] and nested
BD, [61] and [16], it is possible to solve subproblems in parallel
that will decrease computational time.

3) Hybrid Method: As hybrid algorithm uses both PH and
BD to solve a problem, it can benefit from both vertical and hor-
izontal decomposition techniques and parallelize the problem
solving with both algorithms (if applicable). For example, by
using bundled PH, the problem will be vertically parallelized for
each bundle B;. A nested BD can be used to solve each bundle,
in which feasibility cuts for contingency operation states can be
created in parallel.

V. CASE STUDY AND NUMERICAL RESULTS

In this section, we run numerical analysis for two case studies
i.e., a 13-bus system with 100 scenarios and a reduced ERCOT
system with 10 scenarios. All simulations are done with a per-
sonal computer with 2.0-GHz CPU and 32 GB of RAM. The
proposed method is implemented in MATLAB R2014a [66] by
using YALMIP R20150626 package [67] as a modeling soft-
ware and GUROBI 5.6 [68] as a solver. To calculate the elapsed
“Simulation Time,” MATLAB built-in function tic toc is
used. Steps 3 and 5 are parallelized using MATLAB built-in
function parfor.

A. 13-Bus Test System

This case study contains 13 buses, 33 existing lines, 16 power
plants, 9 load centers, and 36 candidate lines with 100 scenarios
to capture uncertainties in wind and load [36]. This small case
study with a large number of scenarios is used to demonstrate
different steps of the proposed framework. The proposed method
in [36] is used for solving TEP subproblems in lines 3 and 11 of
the PH algorithm. To evaluate the performance of the proposed
method, this test system is solved with four different methods
that are explained in the following:

1) Case A: In case A, a standard PH (without bundling) is
used to solve TEP problem. This method is used by [19] to solve
TEP without contingency analysis. As stated before, MATLAB
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built-in function par for is used to parallelize solving TEP for
each scenario.

2) Case B: For case B, scenarios are bundled randomly us-
ing randperm function in MATLAB (instead of using the pro-
posed method in Section II-B) to show the impact of bundling
on performance of PH algorithm for TEP problem. The size of
bundles is selected based on the problem size and machine’s
configuration (x = 20).

3) Case C: This case solves the problem using the proposed
framework in this paper. To show the implementation of the
proposed framework, all steps are explained in detail.

Step 1: for phase I,  is set to 50 as TEP without contingency
analysis is solved, so a larger number of scenarios can be bundled
compared to TEP with contingency analysis. For phase II, s
is set to 20 to fairly compare the result of cases B and C.
Step 2: An OPF is solved for the base case to calculate LWW's
for bundling. Load shedding and wind curtailment penalties are
set to $9000/M W h and $500/M W h respectively. It will result
in the weight factor of 18 for load shedding (and 1 for wind
curtailment), and LW for each scenario is calculated as the
weighed sum of normalized wind and load curtailment in that
scenario. Based on (2), C; = 2 and scenarios are clustered with
the objective of minimizing the distance between LW values
in each cluster. In the last step, members of each cluster are
distributed between bundling groups to minimize the distance
between aggregated LW values (LWjp;s). Step 3: bundled PH
is used to solve TEP without contingency analysis in this step.
The final target is to solve TEP with contingency analysis, and
results of this step are used as inputs for step 4 (to calculate
a bundling attribute); therefore this step does not need to be
solved until optimality. If TEP without contingency analysis is
the final target, this step should be solved iteratively until the
stopping criteria is met.

Phase II, step 4: the VCL algorithm [9] is used to find impor-
tant lines for contingency analysis (/C'L“s) using results from
step 3. Scenarios are classified into 4 classes based on the size
of ICL¥s ([ICL¥|). Then, scenarios in each class are clustered
based on similarity/dissimilarity of their /C'L lists. It will result
in clusters having members with relatively similar /C'Ls. In the
last step of bundling, scenarios in each cluster are distributed
between target bundles to create groups with relatively the same
number of ICLs. This criterion tries to balance computational
burden between groups. The size of IC Ls in each group affects
the number of operation states and consequently computational
time. In step 5, bundled PH is solved iteratively until stopping
criteria is met.

Phase III, Step 6: A lower bound is calculated (based on the
proposed method by [48]) to quantify the quality of the result
from step 5. In step 7, optimality gap is calculated based on
upper and lower bounds from steps 5 and 6 respectively.

4) Case D: For this case, the proposed method in [36] is
used to solve the TEP problem.

5) PH Algorithm Settings: The values of p are calculated
based on (49). Freezing variables is one of the techniques that
is used to improve convergence of PH algorithm. Variables that
do not change over the most recent 4 iterations will be frozen
at their values (9 = 4). Moreover, if the number of remaining
binary variables is less than or equal to 3, the PH algorithm is
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TABLE II
SUMMARY OF RESULTS FOR 13-BUS SYSTEM

Case A CaseB CaseC CaseD

No. of added lines 21 17 16 16
Objective Function ($b) 5.58 4.94 4.89 4.89
Simulation Time (hrs) 2.05 1.28 0.25 0.42
Optimality Gap 29.5% 1.65%  0.24% 2.7%
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Fig. 5. Optimality gap and the ratio of simulation time.

terminated, and the extensive form of the problem is solved for
remaining decision variables. These settings are applied to three
cases A-C.

6) Model Performance Discussion: The simulation result
for these four cases is summarized in Table II. Standard PH
in case A needs more than 2 hours to solve this problem and
the final result is 29.5%-suboptimal. It shows that standard PH
will not have a good performance when the number of scenarios
is large. For Case B, bundling reduced computational time by
50% and optimality gap is dropped to 1.65%. For case D, the
TEP optimization problem is solved in 25 minutes with 2.7%
optimality gap. The proposed method in case C reduced com-
putational time to 15 minutes, and significantly improved the
quality of results by decreasing optimality gap to 0.24%. Fig. 5
shows how computational time (left axis-solid blue line) and
optimality gap (right axis-dashed orange line) are changed from
case A-D. Computational time is normalized based on total
time for case C. The proposed framework solved this problem
more than 8 times faster than standard PH and 5 times faster
than randomly bundled PH. It also found results with higher
quality (0.24% compared to 1.65% and 29.4% for randomly
bundled PH and standard PH respectively). From computa-
tional time perspective, cases C and D are relatively similar,
but the quantified quality of results is significantly different,
and case C provides a better optimality gap in somewhat less
time.

To investigate the impact of parallelizing and variable freezing
on computational time, we compared the performance of the
framework under the following three alternatives:

1) Alter. 1: With variable freezing and without parallelizing
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TABLE III
IMPACT OF PARALLELIZING AND VARIABLE FREEZING ON PERFORMANCE

Alter. 1 Alter.2  Alter. 3
Case A 29.5% 0.85% 29.5%
Optimality Gap Case B 1.65% 0.13% 1.65%
Case C 0.24% 0.12% 0.24%
Case A 93.92 185.23 2.05
Simulation Time  Case B 7.38 132.97 1.28
(hrs) Case C 7.16 82.7 0.25

2) Alter. 2: Without variable freezing and with parallelizing

3) Alter. 3: With variable freezing and with parallelizing

Table III summarizes the impact of these two factors on op-
timality gap and computational time for cases A-C under these
three alternatives.

The result from the second row shows that variable freezing
may negatively affect the quality of results and increases the op-
timality gap (Alfer. 2, in which variable freezing is ignored, has
the lowest optimality gap). As expected, parallelizing will not
affect the quality of results (similar optimality gaps for Alter. 1
and Alter. 3) The third row in Table III shows the computational
time for three alternatives. For Alter. 1, standard PH (Case A) is
affected the most (compared to cases B and C) when paralleliz-
ing is not used because each iteration includes running TEP
for all individual scenarios (simulation time increased from
2.05 to 92.38 hours). For bundled PH, both cases B and C
could solve the problem in relatively the same time showing
that when simulations are run sequentially (instead of in par-
allel), the impact of balancing computational burden between
bundles (that will result in an earlier termination for a paral-
lelized for loop) will be less effective. Variable freezing has
a significant impact on computational time as it will decrease
both the number of iterations and computational time for each
iteration. Comparing the computational time and optimality gap
for Alter. 2 and Alter. 3 shows the trade-off between quality
of results and computational time. For example, for case C,
the optimality gap is slightly increased from 0.12% to 0.24%;
however the computational time is decreased from 82.7 hours to
0.25 hours that demonstrates the effectiveness of the proposed
framework.

B. ERCOT Case Study

A reduced ERCOT network is developed with 3179 buses,
474 generation units, 3598 load centers, 123 wind farms and
4458 branches. All non-radial 138 kV and 345 kV lines in the
ERCOT network are explicitly modeled. Generators and loads
that were connected to lower voltage levels or radial network
are moved to nearby modeled buses. Ten different scenarios
are developed to model load and wind uncertainties (using his-
torical data) with 46 new lines as candidates for transmission
expansion. Similar to the 13-bus system, four cases A—D are
simulated to compare the results. For phase I in case C, k = 5
and for case B and phase II in case C, x = 2. The proposed
method in [36] is used to solve TEP in lines 3 and 11 of the
bundled PH algorithm (Fig. 3). The parameter 9J is set to 3. All
other parameters are set the same as the 13-bus system. Numer-
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TABLE IV
SUMMARY OF RESULTS FOR ERCOT SYSTEM

Case A CaseB CaseC CaseD

No. of added lines 6 9 4 -
Objective Function ($b) 8.102 8.230 8.007 -
Simulation Time (days) 9.2 14.9 2.78 15
Optimality Gap 3.1% 6.24% 0.97% -

ical result is given in Table IV. As the number of scenarios is
not large for this system, standard PH (case A) has a reasonable
performance; however, the elapsed time of over a week may
not be acceptable. For case B (randomly bundled scenarios),
simulation is terminated manually after 14.9 days and a lower
bound is calculated. The fourth column (case C) demonstrates
the impact of the proposed framework on improving quality
of results (decreasing optimality gap from 6.24% to 0.97%)
and reducing computational time (by more than 5.3 times) for
solving this large-scale problem. We could not get a feasible
solution for case D after 15 days, demonstrating the need for
decomposition-based methods for large-scale problems.

Results for this case demonstrates that bundling by itself may
not necessarily improve the performance of PH without careful
consideration of the choice of bundles. Because each iteration
for the PH algorithm is finished when TEP for all bundles are
completely solved (lines 5 and 13 in Fig. 3). This compari-
son also highlights the importance of the grouping step in the
proposed bundling method.

VI. CONCLUSION

In this paper, a generalized decomposition framework is de-
veloped for solving large-scale TEP problems. This framework
is easily scalable, and its flexible structure makes it possible
to configure it for problems with different sizes. It allows de-
composition of a problem both vertically and horizontally, us-
ing bundled PH and BD algorithms respectively. The designed
framework makes it possible to parallelize simulation and tract
solving TEP for large-scale systems. A heuristic method is also
developed to effectively bundle scenarios for PH algorithm. Its
objective is to maximize similarity between bundles to improve
the performance of the PH algorithm by speeding convergence
of nonanticipativity constraints. Using this bundling heuristic
decreased computational time by a factor of more than 8 and
improved quality of results by reducing optimality gap from
29.5% to 0.24% for a 13-bus system with 100 scenarios. For a
reduced ERCOT case study with 3179 buses and 10 scenarios,
it provided a high quality result (0.97% optimality gap) in a rea-
sonable time (2.8 days). The proposed framework makes solving
TEP optimization problem for real-size networks tractable. This
framework can be used by ISOs and transmission system owners
for TEP studies. Multi-stage TEP is part of our future work.
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