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Abstract – Identifying acoustic sources in terms of their relative location is an 

important factor in active noise control. Traditional source localization 

measurements uses scalar pressure sensors which proved to be less accurate. 

Nehorai et al. proposed a different approach for source localization using vector 

natured acoustic intensity sensors. Four-dimensional (4-D) intensity based 

algorithm for direction-of-arrival (DOA) estimation both in free-space and 

reflecting boundary scenarios were investigated.  Numerical simulation for both 

cases showed higher performance than that of scalar sensor. Experimental results 

from anechoic chamber supported the fact that vector sensors were more accurate 

in terms of source localization than scalar pressure sensors. 
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I.  INTRODUCTION 

It is important to identify acoustic sources in terms of their relative location for variety of 

practical applications. Localization of acoustic sources using vector sensor models were 

analyzed and then compared with scalar sensors in this report. The time difference of 

arrivals of the acoustic waves between the sensors are used for source localization [1].  

Nehorai et al. proposed a novel approach of source localization using an array of vector 

sensors whose output is a vector corresponding to acoustic pressure and acoustic particle 

velocity. The main advantage of these vector sensors over traditional scalar sensors is that 

they make use of more available acoustic information. Thus vector sensors outperform 

scalar sensor arrays in accuracy of source localization [2], [3]. 

    

In this report, direction-of-arrival (DOA) of sound sources were estimated using 

vector sensors utilizing statistical properties of the acoustical fields. A useful quality 

measure for direction estimation in 3-D space is the normalized asymptotic mean-square 

angular error (MSAE) between unit vector at the sensor pointing toward the source and 

its estimate. Algorithms for estimating DOA using 3-D covariance and 4-D intensity 

methods were developed [2] for free-space scenario. Intensity based algorithm has been 

extended to account boundary reflection for DOA estimation where vector sensors are 

free floating in the water column, located on the seabed, or on the ground [4]. Due to lack 

of proper experimental data and software required for implementation, numerical 

simulation was limited to free-space measurements. Methods of DOA estimation 

described in this report can be used in passive acoustic surveillance systems without 

giving away the location of the probe itself. 



 3

II. BACKGROUND 

 

A quality measure for direction-of-arrival (DOA) estimation in 3-D space is the 

normalized asymptotic mean-square angular error (MSAE) between u and its estimate û . 

In this report, u is a unit vector at the sensor pointing towards the source, that is 

                                                      u 

















=

2

21

21

sin

cossin

coscos

θ

θθ

θθ

     

                                                          (1) 

where 1θ and 2θ  are the azimuth and elevation angles of u, respectively. Thus, 
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can be denoted as v(r, t) and p(r, t). Under the plane wave at the sensor assumption, it can 

be shown [12], [13] that 
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where 0ρ  is the ambient density and c  is the sound speed in the medium.  

 

Phasor representation of acoustic pressure and acoustic particle velocity vectors 

will be used in the measurement model. Then, the pressure part of the model can be 

derived to 

                       ( ) ( ) ( )tpetPtpy +=                                                                                         (3) 

Similarly, the velocity part of the measurement can be derived to  

                                   ( ) ( )tPt =vy .u ( )tve+                                                                           (4) 

Now, combining (3) and (4), we have 

                                     
( )
( )

( )
( )
( )










+








=













t

te
tP

t

ty pp

vv euy

1
                                                                (5) 

where P(t) is the phasor representation of the acoustic pressure, ( )te p and ( )tve  are the 

noise components of pressure and particle velocity vectors, respectively. Now, let δ be 

the angular error between u and its estimate û , then ( )2/ˆsin2 1 uu −= −δ . Then MSAE can 

be defined as ( ){ }2lim δE N
N ∞→

 . For a regular model [14], the MSAE of any regular direction 

estimator is bounded from below by  
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where ( ) ( )21 CRB and CRB θθ are, respectively, the CRB (Cramer-Rao Bound) variances of 

the azimuth and elevation angles of the source. Now, for a single-source single-vector 

sensor case, the CRB can be shown as  
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It can be observed from (7) that vρ  is the signal-to-noise ratio (SNR) of the velocity 

measurement in each sensor component, while ρ  is an equivalent SNR of both the 

pressure and velocity-vector measurements. Combining both (6) and (7), a compact 

expression for the lower bound of the MSAE of a single-source single-vector sensor 

measurements can be derived [2] as 
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III. 4 –D INTENSITY BASED ALGORITHM 

 

In this section, 4-D intensity based algorithm for estimating DOA of a single 

acoustic source both in free-space and reflections boundary conditions is analyzed. Some 

of the key assumptions are plane wave at the sensor, homogeneous medium,  and 

complex Gaussian noise with zero mean.  

 

A. Free-Space Measurements 

 

This algorithm stems from the fact that the u is the unit vector in the opposite 

direction of the sound intensity vector. This algorithm computes 

                                                      ŝ ( ) ( ){ }tty
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The statistical performance of this estimator is analyzed and for the Gaussian case, the 

ratio between the MSAE of this estimator and the MSAECR is 
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B. Reflection Boundary Measurements 

Acoustic Vector Sensor (AVS) located on the ground or seabed needs to account 

for boundary characteristics (reflection coefficient). Although the intensity based 

algorithm is used to estimate DOA, the 3-D intensity vector is not parallel to u. 

Therefore, the exact same method used for free space case cannot be used in this case to 

find the elevation angle of the source. A point source radiating spherical waves and 

known orientation of the AVS are two of the fundamental assumptions made for this 

method [4]. The measurement of  a single AVS can be written as 

              y(t) = hp(t) + e(t)              for t   = 1, 2,…….., N                                              (12) 

where h is the sensor’s steering vector and is defined [4] as  
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 whereφ  and ψ are the azimuth and elevation angle of the source, respectively. Therefore, 

the reflection coefficient can derived [11] as  
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Based on the horizontal component of acoustic intensity, the azimuth of the source can be 

estimated from 
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Since the magnitude of the horizontal component of acoustic intensity depends on 

the elevation angle ψ , so will the accuracy of hû . With proper modification, the analysis 

of the azimuthal estimator can be used to show that the asymptotic 
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where 22 /σσρ s=  is the signal-to noise ratio (SNR). Similarly, using the vertical 

component of the acoustic intensity, the elevation angle for the ground and seabed case 

can be estimated [4]. 
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IV. IMPLEMENTATION 

A. Microphone Array Configuration 

The microphone array is one of the main components of the 4-D intensity measurements 

used for DOA estimation. The microphone array and related hardware & software used  

for data acquisition were developed by Schumacher [5] and Budhiantho [8] and modified 

by Tinianov [6] and Poterek [7]. The four element microphone array were arranged in an 

orthogonal pattern with one microphone (reference microphone) at the origin of a 

rectangular coordinate system. The remaining three microphone are each placed at a 

distance of 4 cm from the origin along the three axes of the coordinate system (see Fig. 1) 

Fig. 1: 4-element microphone array configuration. 

The experiment was performed in an anechoic chamber located at the University of 

Texas, Austin ,TX.  Microphones used in the array were connected to preamplifiers to 

amplify signals to a level appropriate to the computer data acquisition system. The 

amplifiers also limits the frequency response of the system to prevent distortion due to 

aliasing in A/D converter and to limit noise added by the amplifier itself [7]. Based on 

pressure measurements from the four microphones, three velocity vector components 

were calculated. Pressure and velocity data obtained from those measurements were then 

used for DOA estimation using Matlab. 
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B. Simulation  

 

 

Based on Matlab simulation, performance between scalar and vector measurements for 

free-space case were compared and shown in Fig. 2. Due to time constraints and lack of 

available simulation software, reflection boundary measurements are not included in this 

report. Figure 3 (a) & (b) are taken from Hawkes paper [9] shows performance 

comparison for both free-space and reflection boundary measurements. 

 

 

 

Fig. 2: Performance between scalar and vector sensor arrays in free space measurements. 

(simulation) 

 

                                   (a)                                                                    (b) 

Fig. 3: Performance between scalar and vector sensor arrays in free space measurements (a) and 

reflection boundary measurements (b) [9]. 
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V. CONCLUSION 

From simulation results, it can be concluded that vector array measurements performed 

better in comparison with scalar array measurements for free-space. The results could be 

improved by updating hardware for data acquisition and fine tuning the software used for 

simulation.  Performance comparison made in Hawkes paper [9] clearly shows 

superiority of vector sensor measurements over scalar measurements. For free-space 

measurements case, 16% reduction in BMSAE  achieved for sources at normal incidence, 

and it improved to 35% as the source approached grazing incidence. Similar performance 

were also shown for reflection boundary measurements. 

 

VI. FUTURE WORK 

The direct extension of the intensity based DOA estimation algorithm would be 

optimization in the presence of multiple reflection boundaries. 3-D velocity based 

covariance algorithm can be investigated for DOA estimation for both free-space and 

reflection boundary cases. Different other methods such as Maximum Likelihood (ML) 

[10], cross-power spectral phase, and cross correlation [11] can be used for time-delay 

estimation. Comparison among those methods for various cases could be a feasible topic 

for PhD level research. 
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