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Abstract — Several techniques have been developed for yogithe JPEG
standard lossy compression algorithm in order forave image quality, and two of them
are discussed in this report. Also, since thedenigues have mainly been evaluated in
terms of peak signal-to-noise ratio (PSNR), whighn outdated image quality metric
(IQM), the topic of image quality assessment igestigated. Finally, the goals and
proposed methods of this project, mainly to comgaisting lossy compression schemes

and investigate novel approaches, are outlined.



INTRODUCTION

The JPEG standard has been around for over a danddeas become the most
widely used algorithm for lossy compression of gtilages. However, since the
introduction of JPEG, some advances have been toa@eds improving the quality of
images compressed by lossy techniques. Sevetladeé advances have been made by
building upon the JPEG framework, and either ot@ror slightly modify certain
elements of the JPEG encoder and/or decoder £§3,6}, In addition, JPEG2000 was
introduced to try to overcome some of the percetieavbacks of JPEG, such as
blocking artifacts which can occur at high compi@ssatios [1].

Most of the improved JPEG compression schemes i, [3, 6] are only
evaluated in reference to JPEG via peak signabtserratio (PSNR). Even [1] evaluates
JPEG2000 using PSNR, which is simply an outdatedaf@stimating perceptual image
quality. Also, it seems that none of the improy®EG compression schemes have been
compared to each other, nor have they been compadEG2000. Therefore, one of
the main goals of my project is to evaluate andmanm® a couple of the improved JPEG
compression schemes, JPEG2000 and JPEG using ppyopaate measures of image

quality.

IMAGE QUALITY ASSESSMENT

In order to evaluate and compare lossy compressamiques, we need to be
able to automatically assess image quality deg@uaSince we have access to both the
distorted (compressed/decompressed) and origireges) it is appropriate to consider

full-reference image quality metric (IQM) algoritlsm



Sheikh et. al. recently performed a statisticaléataon of ten recent full-
reference IQMs [2]. First, a database of diffetgpes of images was compiled,
including “faces, people, animals, closeup shotdevangle shots, nature scenes, man-
made objects, images with distinct foreground/bemkigd configurations, and images
without any specific object of interest” [2]. Themnset of distortions was applied to each
image, including but not limited to JPEG compressighite noise addition, and
Gaussian blur. Next, a series of human trials @easlucted to determine the degradation
in mean opinion score (DMOS) between the origimal distorted images. Finally, a set
of different performance metrics was computed &istically evaluate how well IQM
scores correlated to DMOS scores. These perforenawetrics were computed for each
distortion type and also averaged across the etdiia@ase. One of the performance
metrics used was “standard deviations of the redsdoetween different IQMs and

subject scores,” and these values are listed iteThlbelow.

Table 1. Standard deviations of the residuals betWwQMs and subject scores

TPIE#1 | IPZK#2 | JPEG#1 | JPEGHI WHN GBlur FF Al dana

PSNE 140087 [ 17.7418 | 1603903 | 176145 | 125136 | 147832 | 184089 | 17.4095
INDy 127536 | 13,6865 | 134501 | 124137 | 135250 | 110678 | 174220 | 152179
[ Tune 108368 | 2004284 | 16,0153 | 159592 | 155692 | 159808 | 223555 | 19.688]
POS ILRI84 | 154408 | 145328 | 132059 | 139788 | 117365 | 166407 | 153018
MM 133430 | 149805 | 142746 | 131875 | 123555 | 12.6605 | 2002826 | 16,0460

Fuzzy 57 139155 | 162779 | 15.1627 | 153378 | 16,6603 | 174870 | 175007 [ 19.0501
BSDM (54) | 147145 | 150257 | 149488 | 134766 | 14.21001 | 105723 | 153048 | 149935

FRIMIMS) 12,3328 | 13,8039 | 130988 | 12,3362 | 13.23%4 | 109694 | 166708 | 14,7366
IFC 13,7056 | 14,2344 | 14.900] | 134828 | 130657 | 103416 | 150184 | 14,4437
VIF 12,1360 | 13,4389 | 13.0252 | 12,2638 | 124004 | 100183 | 147365 | 140411




The IQM that performed best was VIF, presumablpditag for “Visual
Information,” which uses an information-theoretiarhework [7]. Another popular IQM
that performed well uses a measure of structunailasiity (SSIM) between the original
and distorted images [8]. Both of these IQMs orftpened peak signal-to-noise ratio
(PSNR) by wide margins. Furthermore, the IQM dffas shown to be statistically

significantly better or equal to all of the oth€@is tested.

IMPROVED JPEG COMPRESSION SCHEMES
Human Visual System (HVS) M odel

Sreelekha and Sathidevi modified the JPEG staretazdding process by
integrating an explicit model of the human visugtem (HVS) [3]. The block diagram

for their encoder is depicted in Figure 1, below.
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Figure 1. Improved JPEG Compression Scheme Usifg Model [3]

The first stage of the encoder, after computingr2Gefficients, is so-called
contrast sensitivity function (CSF) thresholdinthe goal of this stage is to take
advantage of an optical limitation of the HVS: siéivity to spatial frequencies. As

shown in Figure 2 on page 5, for any given freqyencertain amount of contrast (the



contrast threshold) is needed to elicit a neurcllgiesponse. Contrast sensitivity,
defined as the inverse of contrast threshold, ideteal by the CSF in equation (1),
below. The encoding scheme in [3] discards DCTifments below their corresponding

CSF values, as they are perceptually insignificant.

H(f)=2.6(0.0192+ 0.114) e ****)" where f = St @)
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Figure 2. Contrast sensitivity function for an lidwman [3]

The next stage of the encoding process takes tay@athe masking phenomenon
of the visual cortex, “whereby a visual signal tendiminished or hidden in the presence
of other visual signals” [3]. There are two difat types of masking. First, the HVS is
less sensitive to local variations in brighter oegi of an image. This is called luminance
masking. Second, the sensitivity of the HVS taraage component “is reduced in the
presence of other image components of similar #aqy and orientation” [3]. This is

called contrast masking. Like the CSF thresholdiiage of the encoder, the masking



stage defines luminance and contrast masking tolgshand discards DCT coefficients
below these thresholds.

Next, the encoder performs quantization of the @G@fficients using “a set of
uniform quantizers such that quantization noideds than the masking threshold at each
frequency” [3]. This is then followed by run-lehggéncoding and Huffman entropy
coding. Finally, perceptual quality of this encoeexperimentally shown to beat the

JPEG standard on a set of test images, and as raddsuboth PSNR and MOS.

Joint Thresholding and Quantizer Selection

Crouse and Ramchandran developed an image-addptis® encoder (shown in
Figure 3 on page 7) that performs a joint optimaabf the quantization, coefficient
thresholding, and Huffman entropy coding procesg#sn a rate-distortion (R-D)
framework [4]. This optimization problem is podedmally as equation (2), and
reformulated using LaGrange multipliers as equaf®)nbelow. The details of the
optimization algorithm and implementation are mtat involved for this report.

However, it is important to note that this optintiaa problem is equally applicable to a

JPEG2000 encoder.
min D(T.Q) subjectto R(T.QH)< Ry (2)
min [J (A):D(T,Q>+)\R(T,Q,H)] 3
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Figure 3. Image-adaptive optimization of JPEG deco

PROJECT GOALS
The three main goals of my project are to:

» Evaluate and compare the JPEG standard, a couptgaived JPEG
compression schemes, and the JPEG2000 standagdamnsror more IQM other
than PSNR.

* Investigate the possibility of applying JPEG imprments to JPEG2000 since the
two compression standards have similar frameworks.

» Investigate new methods for improving image qualityPEG and/or JIPEG2000

compression standards.

PROPOSED METHODS

For experimental evaluation | will need to:

» Select a database of different types of imagesill probably select a subset of

the images used in [2], which are posted online (@ice.utexas.edu).



Compress and decompress each image in the datadiagesach compression
scheme being evaluated, and over a range of compnestios. Note: There is a
list of URLSs for several open source implementaiohJPEG and JPEG2000
encoders/decoders in [1].

For every combination of IQM, compression (standaitth or without algorithm
improvement) and compression ratio, compute theageelQM of the database.

Plot IQM (y) vs. Compression Ratio (x) vs. CompressScheme (param).
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