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‘_H Caller Prediction

s Predict caller of shared functional units

= Dedicated hardware
= Parallel execution

= Prefetch instance state data — Nothing new
= Build on branch prediction
= Mechanism built into dynamic scheduler
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i Models of Computation

= Prefetching can be easily done for static

schedules

= Prediction helps when nodes must be

dynamically scheduled

= G (LabVIEW)

= Process Networks
= Dynamic Dataflow
= Boolean Dataflow

I+ FIRapp.ui Block Diagram =13

File Edit Operake Tools Browse window  Help IE
D [@] ©[n][@][val@ ] [ 130t Diao] T+




Applications

= Not hard real time

= Mixed systems

= Modem carrier recovery and modulation filters
= Varying quality of service

= Video or audio playback

= Data compression

= Speech recognition
= Fast-settling dynamic schedules

= Measurement Systems
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