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Abstract

The rapid advances in processor, memory and radio technology have enabled the development of distributed

networks of sensor nodes capable of sensing and communicating using wireless media. The basic operation in

a sensor network is the systematic gathering and transmission of sensed data to the end-user. The severe energy

constraints and limited computing capabilities of the sensors present major challenges to its design. In this

project, we aim to develop an energy-efficient algorithm for in-network processing and aggregation in a sensor

network. We also propose to present a model for a sensor node and communication in a sensor network.
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I. I NTRODUCTION

A sensor network comprises of a large number of low-power wireless sensors spread across a geo-

graphical area that can be used to monitor and control the physical environment from remote locations.

Each sensor node is battery powered and equipped with integrated sensors, data processing capabilities

and short-range radio communications. The readings sensed by the sensors are routed to the end user

by a multi-hop infrastructureless architecture through the base station as shown in Fig. 1. Potential

applications of sensor networks include real-time traffic monitoring, battlefield surveillance, nuclear

attack detection, wireless meter reading services, etc.
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Fig. 1. A representative Sensor Network

The basic operation in sensor networks is the systematic gathering of sensed data to be eventually

delivered to the base station (referred to as asink). Since the sensor nodes are energy-constrained,

communication between the base station and the sensors must be energy-efficient. The key challenge

in such an environment is the design of communication protocols that maximize the network lifetime.

Network Lifetime is the time at which the first sensor node in the network dies i.e. it completely
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exhausts its battery resources. Data fusion or aggregation has emerged as a useful paradigm in sensor

networks. The key idea is to combine data from different sensors to eliminate redundant transmissions,

thereby leading to efficient use of the energy resources [16]. For example, in a reconnaissance-oriented

sensor network, sensor readings indicate detection of a target, while the aggregation can be used for

tracking and identifying the detected target.

1) Sensor Node Hardware Configuration:An example of a sensor node’s hardware configuration

is the Berkeley Mica Motes. The Mica Mote is a small (several cubic inch) sensor/actuator unit with

a CPU, power source, radio and several optional sensing elements. The processor is a 8-bit 4 MHz

Atmel ATmega 128L processor with 128KB of program memory, 4KB of RAM for data and 512KB

of flash memory. The processor only supports a minimal RISC-line instruction set, without support for

multiplication or variable-length shifts or rotates. The radio is a 916 MHz low-power radio, delivering

upto 40 Kbps bandwidth on a single shared channel and with a range of upto a few dozen meters. The

radio consumes 4.8 mA in receive mode, upto 12 mA in transmit mode and 5µA in sleep mode.

II. PROBLEM DEFINITION

In this work, our main consideration is wireless sensor networks where the sensors are randomly

distributed over an area of interest. The sensor nodes are static and communicate to the base station

in a multi-hop fashion. The sensor nodes periodically sense the environment and have data to send in

each round of communication. The end user can query the network for a particular attribute through

a base station or a sensor node (this is referred to as asink). The intermediate nodes on the path to

the sink, aggregate the data they receive from the others and forward the aggregate towards the sink.

The problem is to find a routing scheme to deliver data packets collected from sensor nodes to the base

station in such a way, that maximizes the lifetime of the sensor network.
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III. E XISTING APPROACHES

A. Directed Diffusion

Directed Diffusion is a data-centric communication paradigm for sensor networks [1]. In directed

diffusion, data generated by the sensors is named by attribute-value pairs. A sensing task (initiated by

the sink) is disseminated throughout the sensor network as aninterestfor the named data. This interest

dissemination sets upgradientswithin the network that point to the neighbor from which an interest

was received. Sensors matching the interest send their data to the sinks along multiple gradient paths,

initially and then gradually reinforce better paths. Intermediate nodes aggregate the data and forward

the fused data to the next node till it reaches the sink. Fig. 2 gives an illustration of directed diffusion.
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Fig. 2. Schematic for Directed Diffusion

B. SPIN - Sensor Protocols for Information via Negotiation

SPIN efficiently disseminates information among sensors in an energy-constrained wireless sensor

network [5]. Nodes running SPIN name their data using high-level data descriptors, called meta-data.

SPIN nodes base their communication decisions both upon application-specific knowledge of the data

and upon knowledge of the resources that are available to them. This allows the sensors to efficiently

distribute data given a limited energy supply.
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C. Power-Efficient Algorithms

1) LEACH - Low Energy Adaptive Clustering Hierarchy:The LEACH protocol presented in [6]

is an elegant solution to the data aggregation problem where clusters are formed in a self-organized

manner to fuse data before transmitting to the base station or sink. In LEACH, a designated node in each

cluster, called theclusterheadis responsible for collecting and aggregating the data from sensors in its

cluster and eventually transmitting the result to the base station. An improved version of LEACH, called

LEACH-C [7] does cluster formation at the beginning of each round using a centralized algorithm by

the base station.

2) PEGASIS - Power-Efficient GAthering in Sensor Information Systems:In [2], the authors propose

a new chain-based protocol called PEGASIS that minimizes the energy consumption at each sensor

node. PEGASIS achieves reduction in energy consumption as compared to LEACH since it requires

only one designated node to send the combined data to the base station. The key idea is that nodes

organize to form a chain and each node take turns being the leader for communication to the base

station. The data is collected starting from each endpoint of the chain and aggregated along the path to

the designated head-node. Unlike LEACH [6] (that uses hierarchical clustering), PEGASIS uses a flat

topology thereby eliminating the overhead of dynamic cluster formation. PEGASIS achieves a better

performance than LEACH by between 100% and 300% in terms of network lifetime.

3) PEDAP - Power Efficient Data Gathering and Aggregation Protocol:In [4], the authors propose

a new minimum spanning tree-based protocol, called PEDAP and its power-aware version (PEDAP-

PA). The data packets are routed to the base station over the edges of the minimum spanning tree.

PEDAP outperforms LEACH and PEGASIS by constructing minimum energy consuming routing for

each round of communication. The advantage with PEDAP-PA is that it minimizes the total energy of

the system while distributing the load evenly among the nodes. This leads to increased system lifetime.
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4) APTEEN - Adaptive Periodic Threshold-sensitive Energy Efficient sensor Network Protocol:

A. Manjeshwar et al. develop a protocol called APTEEN [3] that uses an enhanced TDMA schedule

to efficiently incorporate query handling. APTEEN provides a combination of proactive (by requiring

nodes to periodically send data) and reactive (by making nodes to respond immediately to time-critical

situations) policies.

IV. M ODELING ENVIRONMENTS

A. NS-2

NS-2 [8] is a well-established open-source network simulator from UCB. It is a discrete event sim-

ulator with substantial support for simulation of TCP, routing and multicast protocols over wired and

wireless networks.

B. OPNET

OPNET Modeler [9] developed at MIT offers sophisticated modeling and simulation of communica-

tion networks. An OPNET model is hierarchical where the top level contains the communication nodes

and the topology of the network. It uses a discrete-event simulator to execute the entire model.

C. Ptolemy-II

Ptolemy-II [10] [11] integrates diverse models of computation, such as continuous-time, discrete-

event, finite state machines, process networks, synchronous dataflow, synchronous/reactive. This ca-

pability can be used, for example to model the physical dynamics of sensor nodes, their digital cir-

cuits, energy consumption, signal processing or real-time software behavior. In a recent paper [12],

P. Baldwin et al. describe a modeling and simulation framework calledVisualSensefor wireless sen-

sor networks that builds on and leverages Ptolemy II.VisualSensesupports actor-oriented definition of

sensors, wireless communication channels and provides an extensible visualization framework.
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D. TOSSIM - A Simulator for TinyOS wireless sensor networks

TOSSIM [13] is a discrete-event simulator for TinyOS [15] wireless sensor networks. It captures

the behavior and interaction of networks of thousands of TinyOS Mica motes at network bit granu-

larity. TOSSIM is composed of five parts: support for compiling TinyOS component graphs into the

simulation infrastructure, a discrete event queue, a small number of re-implemented TinyOS hardware

abstraction components, mechanisms for extensible radio and ADC models.

E. TinyGALS - Globally asynchronous and locally synchronous

E. Cheong et al. have designed and implemented a globally asynchronous and locally synchronous

model, called TinyGALS [14], for programming event-driven embedded systems. Their model is influ-

enced by the TinyOS project [15]. TinyOS lacks explicit management of concurrency, thereby making

components hard to develop. The TinyGALS model uses two levels of hierarchy to build an applica-

tion. At the system level, a set of modules communicates asynchronously through message passing.

Within each module, components communicate via synchronous method calls.

V. OBJECTIVES

Having looked at the existing approaches and the simulation tools available, we aim to to develop

a model for a sensor node, wireless communication channels, energy consumption. We also propose

to develop a new model for in-network processing and aggregation in a wireless sensor network. The

communication in a sensor network should be such that it maximizes the network lifetime. The prob-

lem with the existing power-efficient algorithms is that they optimize the energy metric locally. This

may not lead to an optimal use of the energy resources. We propose a novel algorithm that globally

maximizes the energy of the sensors and balances the energy consumption in proportion to the energy

reserves.
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The deliverables for the project will be as follows :

• A Model for a sensor node, that includes sensing, communication, switching to a low power mode.

• A novel distributed algorithm that globally maximizes the energy of the sensors and balances the

energy consumption in proportion to the energy reserves.

• Performance evaluation of our algorithm with existing algorithms.
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Fig. 3. A model for a Sensor Node

Our model for describing a typical sensor node is depicted in Fig. 3. The key blocks are

1) Sensing- If the sensor node is awake, it can sense the physical environment and report readings.

2) Receiving- The sensor can receive data along its communication block. On receiving a packet,

each sensor node will check whether it is aquerymessage or areading. If it is a querymessage,

it broadcasts it to the remaining sensors. If it is areading, then it can aggregate the readings and

forward it to the base station along the best available path.

3) Sending- When the sensor node has data to be sent, it uses the communication block for trans-
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mission. The data could either be a query, a sensed reading or an aggregate.

4) Sleeping- In order to conserve energy, a sensor can be powered off when the network does not

require its services. The logic block determines when a sensor could be powered off. Periodically,

each sensor checks if it needs to be powered on. If it does, then it wakes up and provides services

to the network.
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