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Abstract

In a multi-transmitter broadcast system, the weight

vector for each message signal can provide an addi-

tional degree-of-freedom for signal enhancement and

interference suppression by taking advantage of the

spatial diversity among the users. To date, the de-

sign of the optimal weight vectors which maximize the

overall channel capacity is still an open problem. The

main reason is attributed to the fact that under certain

power constraints, the channel capacity R is a highly

nonlinear function of the M -dimensional weight vec-

tors fwig, where M is the number of transmitters.

Therefore, the maximization of R over fwig does not

seem to be tractable to simple mathematic treatment.

In this paper, we present our studies on designing op-

timal weight vectors for a two-user, multi-transmitter

broadcast channel. Our primary contribution is to de-

couple the weight vectors in R which simpli�es the

optimization problem to a search for the maxima of a

smooth two-dimensional function.

1 Introduction

The single-transmitter broadcast channels were

studied by Cover in [4]. Since Cover's novel work,
increased demand for wireless communications and
mobile cellular communications has motivated to in-
corporate the use of spatial diversity to the existing
systems. Both multi-transmitter and multi-receiver
systems are being explored to increase the capacity
and improve the performance of wireless communi-
cations [3, 1]. In this paper, we focus on the multi-
transmitter broadcast system. The multi-transmitter
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broadcast channel is a communication channel in
which there is a transmitting antenna array system
and two or more receiving users. The basic problem
is to �nd the optimumweight vector for each message
signal to maximize the overall channel capacity. In
particular, We study the channel capacity assuming
only independent deconding since it is more feasable
to implement for real applications than the joint de-
coding.
Some recent investigations on wireless communi-

cation systems with the use of an antenna array,
i.e, Spatial-Diversity-Multiple-Access (or SDMA) sys-
tems [2, 5, 6], have attempted to exploit spatial diver-
sity among the users. However, the design of the opti-
mal weight vectors which maximize the overall chan-
nel capacity of the broadcast channels is still an open
problem. The primary reason is attributed to the
fact that under certain power constraints, the chan-
nel capacity R is a highly nonlinear function of the
M -dimensional weight vectors fwig, where M is the
number of transmitters. Therefore, the goal of this pa-
per is to present our studies on the optimalweight vec-
tor design problem for a two-user, multi-transmitter
broadcast channel. Our studies on the channel capac-
ity based on only a simple two-user system may seem
restrictive; however, our motivation was the fact that
this simple model can provide insights on multi-user
broadcast channals.

2 Background

We consider maximizing the channel capacity in a
two-user broadcast system with multiple transmitters.
Letting s1 and s2 be the message signals for the �rst
and second users, the base station weights each signal
with a weight vector and then transmits the superim-
posed signal from an array with M elements:

y(t) = �1w1s1(t) + �2w2s2(t):

The signals s1(t) and s2(t) are assumed to be i.i.d.

with Gaussian distribution;w1 andw2 are normalized
weight vectors, i.e., kwik = 1; i = 1; 2; �1 and �2 are



the transmitting magnitudes which are subjected to
certain power constraints. For simplicity, we assume
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where ai = (ai;1 ai;2 � � �ai;M)T such that kaik = 1 is
the spatial signature which represents the propagation
pattern of the ith user. �i is its associated magnitude.
The noise power has been normalized to unity.
Due to the additional degrees of freedom intro-

duced by multiple transmitters, one can manipulate
the complex weight vectors to enhance the desired
signal and at the same time, suppress the interfer-
ence. In fact, there exists wi; w

H

i ai = �ij which can
completely eliminate the interference from one to the
other. However, such a selection may not be optimal
in terms of overall performance, e.g., as measured by
R = R1 + R2, since the desired signal power at the
receiver may be reduced as well.

2.1 Single Antenna

If we select

w1 = w2 = (0 � � �0 1 0 � � �0)T ;

the system reduces to using a single antenna, and the
signals received by the �rst and second users become
�1a1(k)(�1s1(t) + �2s2(t)) and �2a2(k)(�1s1(t) +
�2s2(t)), respectively. The capacities are given by
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Since in general, ai(k) < 1, the omni-directional
transmission pattern wastes much energy in free
space, and the above formulation is obviously not op-
timal.

2.2 Naive Time Sharing Retransmission

Consider the case when �1 = 1 and �2 = 0. The
optimal weight vector that focuses all the energy to
the �rst user is clearly w1 = a1, which gives R1 =
1

2
log

�
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�
. On the other hand, if �1 = 0 and

�2 = 1, w2 should be selected as a2, which gives R2 =
1

2
log

�
1 + �2

2

�
. Using the naive time sharing scheme,

the resulting capacity is plotted in Figure 2.

2.3 Orthogonal Spatial Channels

In this case, wH

i aj = �(i; j) which forms an orthog-
onal channel in which each message can be transmit-
ted without interference. As shown in Figure 1, w1

should be in the direction of P?a2a1, where P
?
a2 de-

notes the projection operator to the orthogonal space
of a2.

We use R = R1 + R2 as a performance measure.
The design of optimal weight vectors is a nontrivial
problem due to the involvement of high-dimensional
quantities, and more importantly, the nonlinearity of
R in terms of w1 and w2.

3 Dimension Reduction and Decou-

pling

For a given pair of (�1; �2), our goal is to �nd the
optimal weight vectors w1 and w2 such that the total
capacity R = R1 +R2 is maximized. Denote
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where �ij = cos2 6 (wi; aj) is a measure of the an-
gle between the ith weight vector and the jth spatial
signature vector. Thus it is con�ned to [0; 1]. It
is seen from (1) that for certain �11 and �22, R is
optimal if �21 = wH

1
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The focus of the problem is to �nd the maximum val-
ues of �11 and �22 in terms of �21 and �12 or to �nd
the minimumvalues of �21 and �12 in terms of �11 and
�22, respectively. This can be formulated as follows
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Note that in the above optimization problem, w1 and
w2 are no longer interwined and thus can be solved
separately. In the remainder of this paper, we shall
only address the problem de�ned in (4), and the op-
timization of w2 can be carried in the same fashion.

4 Optimization

To solve this problem in (4), we use the method of
Lagrange multipliers. De�ning �(�1; �2;w1) as
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where �1 and �2 are real numbers. We see that the
equation @�=@w1 = 0 leads to the linear system
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Thus, w1 must be one of the eigenvectors of A which
corresponds to a zero eigenvalue of A.

4.1 �2 = 0

When �2 = 0, �1 must be equal to zero, since oth-
erwise aH

1
w1 = 0, which conicts with wH
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�11. Therefore, the problem becomes equivalent
to �nding a w1 such that wH
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answer.

Theorem 1 Let P?a2 to the projection of the null
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The above theorem is intuitive from the graphic illus-
tration in Figure 1. Those weight vectors which sat-
isfy wH
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w1 = �11 can be visualized as a cone in

a high-dimensional space, since the wH

1
a1a

H

1
w1 term

is basically the norm-squared of the projection of w1

onto a1. To assure w
H

1
a2 = 0, w1 must be in the null

space of a2. This can only happen if the cone inter-
sects the null space; in other words, the projection of
a1 onto P

?
a2 is great than �1. A simple proof follows,

Proof:

Let a?
1;2 be a vector which is orthogonal to both a1

and a2 and P
?
a2a1 be the projection of a1 in P

?
a2 . Let

v be a vector pointing from the origin toward a point
on the line connecting a?

1;2 and P?a2a1. Clearly, the
norm-square of the projection of a1 onto v is within 0
to aH
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The solutions to c1; c2; c3 and the relation between
�11 and �21 are provided in Appendix A. If we follow
the same procedure for w2, we will see that the same
function is true for w2. Therefore, the channel capac-
ity R(�12; �21) can be rewritten in terms of �12 and
�21 as

1

2
log

0
B@1 +

11

�p
��21 +

p
(1� �)(1 � �21)

�2
1 + 12�12

1
CA +

1

2
log

0
B@1 +

22

�p
��12 +

p
(1� �)(1� �12)

�2
1 + 21�21

1
CA : (14)

where

ij = �2i �
2

j for i; j = 1; 2:

0 � �12 � � � 1

0 � �21 � � � 1 (15)

The channel capacity or the cost function using
the substutitions �21 = cos2(�2); �12 = cos2(�1), and
� = cos2(�) and performing logarithmic manipula-
tions can be rewritten as

1

2
log (J(�1; �2)) =

1

2
log

��
1 +

11 cos(�2 � �)2

1 + 12 cos(�1)2

�
�

�
1 +

22 cos(�1 � �)2

1 + 21 cos(�2)2

��
: (16)

The maximum total capacity of a two-user broad-
casting system depends on two variables, �1 and �2.
These variables denote the angles between weight vec-
tors and spatial signatures as seen in (3). From (16),
the optimumclosed-form solution to this cost function
may not exist. This cost function can be evaluated us-
ing numerical methods to �nd global maximum. It is
seen from (16), for certain �11 and �22,R is maximum.
Therefore, the search for optimal weight vectors can
be accomplished by the following steps

1. For a given (�12; �21)pair, �nd the legitimate w1

which maximizes cos2 6 (w1; a1) and w2 which
maximizes cos2 6 (w2; a2). Evaluate R(�12; �21).



2. Identify the optimal pair (�12;opt; �21;opt) which
maximize R(�12; �21).

3. The weight vectors which corresponding to
(�12;opt; �21;opt) in step 1 are the solutions.

Step 2 involves only a two-dimensional searching,
which is tractable in general; however, we will derive
a near-optimum solution to build up some intuition or
understanding on the system behavior by using sen-
sitivity analysis in the next Section.

5 Near-Optimum Closed-Form Solu-

tion

A good initial guess at the optimum value is �1 = �

and �2 = �, which are the left endpoints of �12 and
�21, respectively, because they bring the cosine terms
in the numerators in (16 to 1. . To re�ne this solu-
tion, we will perform sensitivity analysis around this
operating point by varying �1 and �2 slightly using
�1 = � + 4�1 and �2 = � + 4�2. Then, the cost
function becomes
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5.1 Simplest Small Angle Assumptions

Small angle assumptions for 4�1 and 4�2:

sin(�+4�i) = sin(�)

cos(�+4�i) = cos(�) (18)

and

sin(4�i) = 4�i

cos(4�i) = 1 (19)

where i = 1; 2. If we solve J(4�1;4�2) for (4�1;4�2)
using the assumptions in (18) and (19)
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we get

4�i =
jijj cos(�) sin(�)(1 + ii + ij cos

2(�))

ii(1 + ji cos2(�))(1 + jj + ji cos2(�))
(22)

where i; j = 1; 2 and i 6= j. This assumption performs
well for many cases; however, it is sensitive to the
value of � = cos2(�). To overcome this problem we
introduce a more complete small angle assumption.

5.2 Improved Small Angle Assumption

Two of the small angle assumptions are not correct:

cos(�+4�i) = cos(�) �4�i sin(�)

sin(�+4�i) = sin(�) +4�i cos(�) (23)

We will still hold (4�1;4�2) to be a small constant
value for these two relationships. Using the equations
in (20), (21), and with the assumptions (18), (23),
and (19), we get the similar result to (22) but scaled
by 2� = 2 cos2(�). Thus, the near optimum angle
between the ith weight vector and the jth spatial sig-
nature vector becomes

�i = �+ 2 cos2(�)4�i (24)

Using the closed-form solutions in (24), the near-
optimumweight vectors can be found by the following
steps

1. For a given (a1; a2) spatial signature pair, �nd
the � = cos2(�) from (13).

2. Compute ij for (�i; �j) from (15).

3. Find the near-optimum angles using (24)
and (22).

4. The weight vectors which corresponding to
(�1; �2) are the solutions.

6 Numerical Examples

In this section, a numerical example is presented to
compare numerical search method and near-optimum
closed form solution. We also plot the single antenna
capacity and naive time sharing performance. In the
numerical example, we consider the case where we
have a linear uniform array with 8 antenna elemets
transmitting to two users. In the example, the angle
between spatial signatures and the gains of spatial
signatures are � = 54, �1 = 1:22, and �2 = 1:333.

7 Conclusion and Future Directions

In this paper, the channel capacity of a two-user,
multi-transmitter broadcast system were discussed. A
near-optimum closed form solution for designing the
weight vectors was presented. This solution was de-
rived by means of sensitivity analysis. Designing of
the optimal weight vectors P -user case (P > 2) is
currently under investigation.



Appendix A

Through straightforward derivation, we can solve
the four real variables c1; c2; c3 and �11 from (9)
to (12). In particular, c2 are the roots of the following
second-order equation,�
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� 1
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2
+

2(1� �11)

1� �
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2

:

Equation (A.1) has roots which are
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where c2;1 in (A.2) should be used to estimate �21 be-
cause the second expression provides the length that
is shown in Figure 1. Thus, �21 can be expressed as

�21 =
(1� � � �11)

2

(1 � �)(1 � �11) + 2
p
��11(1� �)(1 � �11) + ��11

(A.3)
Using this relation, we can �nd the maximum value
of �11 when �21 is given. That is,

�11 =
�p

��21 +
p
(1� �)(1� �21)

�2
: (A.4)
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