
ABSTRACT

Video coding techniques employ characteristics of the Human
Visual System (HVS) to achieve high coding efficiency. S. Lee
has exploited foveation, which is non-uniform resolution repre-
sentation of an image reflecting the sampling in the retina, for
very low bit-rate video coding. In this paper, we develop a fast
approximation of the foveation model and demonstrate two real-
time foveation techniques: spatial domain foveation and Discrete
Cosine Transform (DCT) domain foveation. We demonstrate
that fast DCT domain foveation can be incorporated into the
baseline H.263 video encoding standard with very low computa-
tional overhead. We also present a comparison of the two tech-
niques in terms of their computational complexity as well as re-
sulting bit rates. Our techniques do not require any modifications
of the decoder.

1. INTRODUCTION

Data compression algorithms rely on modeling the source as
well as the receiver in order to transmit information with a re-
duced number of bits. Lossy compression typically uses a re-
ceiver model to discard any information that is unimportant to
the receiver. The quantization matrices in JPEG, for example,
make use of the fact that the sensitivity of the HVS is different
for different spatial frequencies. In general, the more accurately
the receiver is modeled, the less information needs to be sent to
it.

The human eye is a very complex receiver. Lossy image and
video compression standards make use of some aspects of HVS
modeling. Foveation is another layer of HVS modeling. Image
foveation exploits the fact that the neurons in the retina of the
human eye are non-uniformly spaced with a density that de-
creases rapidly with the distance from the center (or fovea) of the
retina. The density is highest at the fovea [2].

When an image is projected onto the retina, the HVS per-
ceives the maximum resolution information of the image being
viewed at the point where the eye is ‘fixating’ whose projection
falls onto the fovea. The perceived resolution at the retina
quickly falls off away from the fovea. By finding the fixation
point (e.g. by an eye tracker or image analysis technique [3]) and
the viewing distance, we can use the foveation model to discard
resolution information corresponding to image areas that are pro-
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jected away from the fovea. Removing this resolution informa-
tion would have little effect on the perceived image quality.

Foveation can be modeled as non-uniform sampling of a 2-D
signal. At each point on the image, the maximum detectable spa-
tial frequency is proportional to the density of sensor neurons at
the projection of that point on the retina. By locally band-
limiting the image to this maximum detectable frequency at each
point at the encoder, perceptual quality should not be compro-
mised. By eliminating higher spatial frequencies that cannot be
perceived by the HVS, the amount of information that needs to
be transmitted to the receiver is reduced. Foveation demonstra-
tion, code and filter coefficients can be found at

http://signal.ece.utexas.edu/~sheikh/foveation

2. FOVEATION MODEL

2.1. Ideal foveation model
The foveation model consists of a relation for the maximum de-
tectable spatial frequency at a point of an image as a function of
the coordinates of the fixation point (the point on the image
which is under direct observation) and the viewing distance of
the observer from the image. For image and video coding, any
spatial frequencies greater than the maximum detectable fre-
quency may be eliminated without compromising perceptual
quality. We use the empirical model for the normalized maxi-
mum detectable frequency,fc, [4]:
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where (xf,yf) are the coordinates of the fixation point,V is the
viewing distance from the image (see Figure 1), andK = 13.75
(all distance and coordinate measurements are normalized to the
physical dimensions of pixels on a viewing screen). Thus the
ideal foveation of an image would consist of locally bandlimiting
the image at coordinates (x,y) to fc(x,y). The computational com-
plexity of ideal foveation is enormous. For practical implementa-
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Fig. 1. Human eye fixating on an image.



tions for video coding, faster alternatives must be considered.

2.2. Approximations to ideal foveation

Introducing approximations to the ideal foveation model can sig-
nificantly reduce the computational complexity of the foveation
process. We first employ odd-length even-symmetric 2-D FIR
filters. Second, we allow only eight possible values of the maxi-
mum detectable frequency,fc(x,y). This effectively partitions the
image into a set of ‘foveation’ regions (maximum of eight re-
gions) such that each region has a constant maximum detectable
frequency. Third, we constrain the foveation regions to be union
of disjoint 16 x 16 blocks (16 x 16 pixels is the size of a ‘mac-
roblock’ in most video coding standards). Finally, we use lookup
tables (LUT) so that we pre-compute as much information as
possible to reduce the run time.

The approximate foveation model for the normalized maxi-
mum detectable frequency'

cf at the center coordinates (x,y) of a

macroblock is
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whereK=13.75 as before,V is the viewing distance and belongs
to the set of viewing distances for which the LUTB has valid en-
tries, andR is the radius of a circle centered at (xf,yf) that we
code with full resolution. Equations (4) and (5) can be pre-
computed and stored in the LUTB, thereby requiring only the
computation of (2) and (3) for every macroblock at run time.
Thus, the maximum detectable frequency can be computed at
runtime using additions, multiplications and comparisons only.
In the worst case, this model requires three additions, two multi-

plications and 15 fetch operations per macroblock.
Figure 2 shows the ideal and approximate foveation models.

It also shows the foveation regions in an image corresponding to
the fixation point ‘X’.

2.3. Multiple fixation points
Our model can take multiple observers observing multiple points
of interest into account, or represent multiple objects of visual
interest with higher resolution by using multiple fixation points.
In the case ofM fixation points, the maximum detectable fre-
quency at coordinates (x,y) is:

{ }Mjff jcc ≤≤= 1,max ,
(6)

wherefc,j is the maximum detectable frequency for the jth fixation
point.

3. REAL-TIME FOVEATED VIDEO CODING

We discus the two techniques for real-time implementation of
foveation based video encoding: spatial domain foveation pre-
processing and DCT domain foveation encoding. In our experi-
ments, we observe that only the luminance component of the
video needs to be foveated. Foveating the chrominance compo-
nents give little reduction in the bit rate.

3.1. Spatial domain foveation preprocessing

Spatial domain foveation preprocessing is straightforward and it
has been used in [1] as well, but with a different (and more com-
plex) foveation model. In this approach, we use a preprocessing
engine that filters each foveation region in a frame with a low-
pass filter that has a cutoff frequency equal to the maximum de-
tectable frequency for that region. The preprocessed video is
then encoded using a standard H.263 video encoder. Since the
preprocessing removes the high frequency information, it re-
duces the bit rate required to code the video.

In our implementation, 7 foveation filters are used for the 8
possible foveation regions. The region wherefc=1 is not filtered.
We used 7-tap, even-symmetric, separable 2-D FIR filters with
16-bit fixed point coefficients to implement foveation region fil-
tering. The signal was symmetrically extended at picture edges.
The filters were designed using constrained least squared error
minimization (Matlab commandfircls1). The coefficients were
scaled to give unity gain at DC. Foveation filtering is equivalent
to filtering an image except that we switch filters each time we
cross a foveation region boundary. The computational complex-
ity of this method, in terms of multiplications and additions, is
almost the same as that for separable 2-D FIR filtering of video
frames.

Foveation preprocessing is independent of the video coding
scheme used. This makes this method attractive where it is not
possible to change or update the encoder. However, this ap-
proach is slow in execution. For embedded video processing on
DSPs, the picture frames typically reside on off-chip memory,
which is slow to access. This exacerbates the complexity over-
head for spatial domain foveation preprocessing.

3.2. DCT domain foveation
An alternative to foveation preprocessing is to incorporate the
foveation filtering into the video-coding loop. The standard
video coding techniques (such as the H.263) typically use DCT
based video coding. In such cases, the simplest way to do fovea-
tion is to weigh the DCT coefficients to suppress frequencies
higher than the maximum detectable frequency. Figure 3 illus-

Fig. 2. Foveation models forV=500 pixels andR=15 pixels.
Top: the ideal (solid) and the approximate (dashed) as func-
tion of distance from fixation point. Bottom: Foveation re-
gions where ‘X’ marks the fixation point.
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trates foveation in DCT domain embedded inside an H.263 en-
coding loop. A prediction macroblockM that resides in region
‘a’ of the previously encoded frame is being used to predict, us-
ing motion-compensated prediction (MCP), a macroblockM+E
that resides in a region ‘b’ in the current frame.E denotes the
‘prediction error’ or the ‘new information’ in the macroblock.
‘Q’ and ‘Q-1’ denote the quantizer and the inverse-quantizer. A
weighting operation corresponding to the maximum detectable
frequency of region ‘b’ is applied to the DCT of prediction error.
We denote foveation by subscripts:Ma denotes foveation of
macroblockM with the maximum detectable frequency of region
‘a’ etc. We send the prediction error, bandlimited to the maxi-
mum detectable frequency of region ‘b’, to the receiver.
3.2.1 Designing DCT weights
We can design of DCT weights that are better than a rectangular
window. For 1-D signals, it has been shown [5] that for a length
2N FIR filter h(n) whose Discrete Fourier Transform (DFT)
HF[k] is real and even, multiplying the DCT coefficientsX[k] of
a lengthN signal x[n] with the first N coefficients ofHF[k] is
equivalent to circularly filtering the symmetrically padded signal
x[n] with h[n] in the time domain. For video coding, 8 point
DCT is used, so we useN=8. This means that we can use 16-tap
filters to derive the weightsW[n].

In order to make the filterh[n] consistent with the definitions
in [5], we can start with a length 2N-1 even symmetric filterhl[n]
(e.g. using thefircls1 command in Matlab). By symmetry, the
DFT of length 2N filter hl[n-1] is real and even. A circular shift
of N/2 will then give the requiredh[n] that is consistent with the
definitions in [5]. We can summarize the design as follows:
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3.2.2 Analysis of DCT domain foveation
The first thing to note about DCT domain foveation (Figure 3) is
that for predicted pictures (or P-pictures) we are foveating the
prediction error and not the actual frame. The decoder adds the
prediction from the previous frame to the prediction error to re-
construct the current frame. In Figure 3, the decoder receives (M-
Ma)b+Eb where as it should ideally receiveMb+Eb-Ma so that the
reconstructed macroblock isMb+Eb. We therefore need to evalu-
ate the effects of prediction error filtering on the reconstruction
at the decoder. To facilitate analysis, we analyze the encoder in
the DCT domain assuming that quantization is fine enough for
equation (8) to hold. We may then represent the encoding loop in
the DCT domain without the quantizers as shown in Figure 4.

[ ] [ ][ ][ ]MDCTQQMDCT 1−= (8)

In Figure 4 we explicitly write the weight factors with the mac-
roblocks,Wa denoting the weight matrix corresponding to region
‘a’ etc. We also assume that the previous frame was coded as an

I-frame so that the actual picture frame is foveated. Thus the
output of the predictor isM Wa.

For proper reconstruction, the encoder should transmitM Wb

+E Wb - M Wa to the decoder which could then reconstructM Wb

+ E Wb (the original macroblockM+E foveated to the maximum
detectable frequency of region ‘b’) by adding the predictionM
Wa. But this is not so for our case, where the decoder receivesM
Wb – M Wa Wb + E Wb instead. Thus, we impose a condition on
the DCT weights:

bcacaabab

bcacbabab

ffWWWWW

ffWWWWW

,,

,,

≥=+−
≤=+−

(9)

wherefc,a denotes the maximum detectable frequency for region
‘a’ etc.

The ideal constraints are exactly satisfied by the rectangular
window only. However rectangular window gives rise to large
ripples at strong edges in the reconstructed frame, which de-
grades the prediction for future frames. For weights designed by
the method in Section 3.2.1, we observed that equation (9) was
satisfied within an error of a few percent. However, when
Wa=Wb=W, the resulting reconstruction isM(2W–W2)+EW. The
weights2W-W2 are still low-pass but have a bandwidth that is
slightly larger thanfc. The subjective quality of the foveated
video using these weights is superior to that with rectangular
window.

To conclude, DCT foveation of prediction error using cor-
rectly designed weights does not lead to error drift problem in
subsequently coded prediction frames.
3.2.3 Implementation issues
DCT domain foveation has a disadvantage in that it requires
modification of the video coder. However, it is significantly
faster to implement than spatial domain foveation preprocessing.
Specifically, DCT domain foveation requires one multiplication
per pixel of additional overhead. This can be compared with 2N
multiplications and 2N additions for the case of spatial domain
foveation filtering (N is the length of the FIR filter).

What is even more significant is that the weighting may be
incorporated into the computation of the DCT [6]. Using the
scaled DCT computation given in [6], weighting can be done
with zero arithmetic overheads, with DCT and foveation costing
144 multiplications and 464 additions per 8x8 block. Thus, in
fast optimizations of H.263, for example in [7], that use the tech-
niques in [6] for computing DCT, DCT domain foveation will
come at no extra arithmetic computational cost.

4. RESULTS

We report results for our experiments on the ‘news’ and the
‘mobile’ sequences with a single fixation point paradigm using
the H.263 encoder by [8]. The ‘news’ sequence has low motion
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content and smooth background, whereas the ‘mobile’ sequence
has considerable motion as well as strong edges. The results
were computed using Sun UltraSparc-I workstation without any
packed arithmetic optimizations. The results do not account for
any speedups by simultaneous computation of DCT and fovea-
tion.

Table 1 shows the implementation complexity of the tech-
niques presented as frames processed per second (fps). First,
computation of maximum detectable frequency (foveation setup)
is very fast. Second, DCT domain foveation is about 15 times
less computationally intensive than spatial domain foveation de-
spite the fact that we did not combine computation of DCT with
foveation. However, the output bit-rate is 15-30% larger (for
high motion sequences, the subjective quality of the reconstruc-
tion is better as shown in Figure 4). The reason for this is the
lack of inter-block filtering. Even so, we observe (Table 1) that
foveation can reduce the bit-rate significantly especially for se-
quences with high motion and detail without significantly de-
grading quality. For the ‘mobile’ sequence, the required bit-rate
is reduced by a factor of 2.3. For smooth, low-motion ‘news’ se-
quence, the reduction in bit-rate is about 20%. Figure 4 shows
reconstructed frames for the different foveation techniques for
the ‘mobile’ sequence. The bitstreams were reconstructed using
a standard H.263 decoder.

5. CONCLUSIONS

We have demonstrated two fast foveation techniques for baseline
H.263 video coding. We have shown that DCT domain foveation
by weighting has very low computational cost and that it can be
combined with the computation of DCT. DCT domain foveation
requires more bits than its spatial domain counterpart and it also
requires modification of the encoder. Spatial domain foveation
preprocessing does not require any modification of the encoder.
Both techniques result in standard compliant bit streams and do
not require any modification of the decoder.

Spatial domain DCT domain
Foveation setup 10000 fps 10000 fps
Foveation complexity 13 fps 200 fps
‘news’ (unfov=30.7 kB)

‘mobile’ (unfov=306 kB)
21.5 kB
95.6 kB

24.5 kB
133 kB

Subjective quality ‘Blocking’ at
low bitrates
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Table 1. Results for 60 frames of CIF (352 x 288) sequences for
single fixation point.

Fig. 5. Tenth reconstruction frame at the output of the H.263 de-
coder. Top to bottom: no foveation (uniform resolution) at the en-
coder, spatial domain foveation and DCT domain foveation. Fixa-
tion point is the center of the ball.


