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ABSTRACT
Reducing power consumption prolongs battery life and in-
creases integration. In digital CMOS designs, switching ac-
tivity is closely connected with the total power consump-
tion. Switching activity on programmable processors im-
plementing linear filters, fast Fourier transforms, and other
signal processing operations is dominated by the hardware
multiplier. In this paper, we employ wordlength reduction
of multiplicands to reduce switching activity in hardware
multipliers using truncation and signed right shift methods.
For 32 bit× 32 bit Wallace and Radix-4 modified Booth
multipliers, truncation by 16 bits achieves a 4:1 and 2:1 re-
duction, respectively, in switching activity, whereas signed
right shift gives little or no reduction. The key contribu-
tion of this paper is the reduction of power consumption
by altering multiplicands in software without any hardware
modifications.

1. INTRODUCTION

Portable computing demands minimizing power dissipation
due to a limited power supply. Many methods have been
developed to reduce power consumption. Lowering sup-
ply voltage and minimizing hardware area are used for low-
power hardware. Changing instruction order and reducing
the number of operations are used for low-power software.

A major focus of low power design is to reduce the
switching activity to the minimal level required to perform
the computation, since power in CMOS circuits is dissi-
pated when they are switching [1]. The required level can
be varying according to application. For example of wire-
less communications, when the signal-to-noise ratio (SNR)
of a channel is lower, a full range of computation is needed.
However, when the SNR is higher, a smaller range of com-
putation is sufficient. Therefore switching activities can be
minimized by varying the computation range.

Multiply units are usually a major source of power con-
sumption in typical DSP applications. Many digital blocks
use the multiply unit for wireless communications. For ex-
ample, in digital transceivers of wireless LAN (IEEE 802.11),

Fig. 1. Example of data wordlength reduction in a 4 bit
× 4 bit multiplier using 2-bit and 3-bit multiplicands. The
filled circles affect the switching power consumption during
computation while the unfilled circles do not.

multiplication units are used in digital filters, equalizers, fast
Fourier transforms (FFTs), inverse FFTs, etc. The proposd
data wordlength reduction methods are applied to multipli-
cation.

Data wordlength reduction methods for low-power sig-
nal processing software are proposed in this paper. A data
wordlength reduction example is shown in Fig. 1. Fig. 1
shows 4 bit× 4 bit multiplication with 2-bit and 3-bit data
wordlengths. The filled circles affect the switching power
consumption during computation while the unfilled circles
do not. This multiplication has lower power consumption
compared to 4-bit and 4-bit data since there are fewer filled
circles.

The data wordlength reduction methods reduce the tran-
sition counts and power consumption while not changing
any hardware. The reduction methods can adaptively change
data wordlength according to demand of power minimiza-
tion and robust computation.

The objective of this research is to minimize power dis-
sipation in digital signal processing blocks by reducing data
wordlength at the software level while not changing the hard-
ware architectures. After a brief summary of power analysis
in CMOS circuits in Section 2 and a description of multipli-



ers in Section 3, two techniques will be presented to reduce
power dissipation at the software level in Section 4.

2. BACKGROUND

2.1. Power Analysis

There are three major sources of power dissipation in digital
CMOS circuits that are summarized in the following equa-
tion: [1]

Pavg = Pswitching + Pshort−circut + Pleakage. (1)

The first term represents the switching component of power,
the second term is due to the direct-path short circuit current
conducting current directly from the supply to ground, and
the leakage power is primarily determined by fabrication
technology.

The switching component of average power is

Pswitching = αCLV 2
ddfclk (2)

whereα is the switching activity parameter,CL is the load
capacitance,Vdd is the operating voltage andfclk is the
operating frequency. The switching power can be reduced
through operation reduction, choice of number representa-
tion, exploitation of signal correlations, logic design, and
physical design. The switching activity can be also reduced
by optimizing the ordering of operations and by minimizing
number of operations.

The termαCL can also be viewed as the effective switch-
ing capacitance of the transistor nodes from charging and
discharging. Therefore minimizing switching activities can
effectively reduce power dissipation without impacting the
circuit’s operational performance [2].

Directly measuring the power consumption is difficult.
The average number of transitions is usually used as an es-
timate of the requirement.

2.2. Software Power Minimization

Tiwari, Malik, and Wolfe [3] attempted to systematically
model software power cost, because of the increasing de-
mand for a software power analysis tool. They formulated
an instruction level power model for the microprocessor af-
ter measuring the power of instruction sets. This made it
possible to compare programs in terms of their energy con-
sumption.

Lee, Tiwari, Malik, and Fujita [4] developed power anal-
ysis and minimization techniques for embedded DSP soft-
ware. They found that in typical DSP applications, the mul-
tiplier in the multiply and accumulate (MAC) unit is usually
a major source of power consumption. A micro-architectural
power model for the multiplier was developed and analyzed
for further power minimization. They observed a wide power

variation of MAC instructions mainly according to the two
values being multiplied in MAC unit.

They also used the operand swapping technique for a
Booth multiplier [5]. The Booth multiplier does not treat
the two inputs symmetrically. Their experiment showed
that swapping the operations in register A and B can reduce
the power for MAC instructions. They also used instruction
packing, instruction scheduling, and memory bank assign-
ment to reduce energy consumption.

2.3. Minimizing Wordlength for Low-Power

Chandrakasanet al. [6] showed that the wordlength affects
all key parameters of a design, including speed, area, and
power. Choi and Burleson [7] presented a general search-
based methodology for wordlength optimization and used
switching power model for the power dissipation. Consid-
ering a voltage dropping factor and the area of computing
elements according to the wordlengths, they analyzed the
switching power consumption assuming that the power dis-
sipation is proportional to the area of computing element.

Erdogan and Arslan [8] showed low power multiplica-
tion schemes for finite impulse response (FIR) filters on
DSP processors. They used data bus and coefficient bus
separately for the filtering operation. They measured the
switching activity of 8, 16, and 32 bit array multipliers for
filter orders of 32, 64, and 128. They achieved up to a
63% reduction in switching activity by ordering of coeffi-
cient and using a pre-calculated value memory.

Chen, Wang, and Wu [2] presented low-power two’s
complement multipliers by minimizing the switching activ-
ities of partial products using the Radix-4 modified Booth
algorithm [9]. They used the fact that switching activities
of the unused functional blocks are minimized when input
bits of unused functional blocks remain unaltered. They in-
creased the probability that the partial products become zero
by swapping input data.

Wordlength can be also changed by reconfiguring the
multiplier. Kim and Papaefthymiou [10] proposed a recon-
figurable pipelined multiplier architecture by adapting its
structure to computational requirements over time. It can
efficiently cope with variable data-rate multimedia applica-
tions such as video processing. The multiplier structures can
dynamically reconfigure to lower their power consumption
based on zero-valued inputs and input-rate variations.

3. MULTIPLIER

The hardware multiplier on most Programmable DSPs uses
either the Wallace or the Radix-4 modified Booth algorithm
[9]. For example, the TI TMS320C64 uses the Wallace al-
gorithm and the TI TMS320C62 uses the Radix-4 modified
Booth algorithm.
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Fig. 2. A Radix-4 multiplier based on Booth’s recoding.
The a and x are multiplicands. P is product of multiplica-
tion. Three bits in X are recoded to z.

3.1. Wallace Multiplier

Fig. 1 shows a simple version of the partial products from a
small multiplier. In a tree-based multiplier, the partial prod-
ucts are added using full adders. A full-adder can be con-
sidered as a 3-to-2 counter that adds three inputs and forms
a two bit result. In 1964, Wallace showed that a tree struc-
ture of such counters is an efficient method to add the partial
products [11].

3.2. Radix-4 Modified Booth Multiplier

Booth recoding is a commonly used technique to recode one
of the operands in binary multiplication. Fig. 2 shows a
Radix-4 multiplier ofa × x, based on Booth’s recoding.
A two’s complement multiplier,x, is recoded as a Radix-4
number,z, which dictates the multiples -2a, -a, 0, a, and 2a
to be added to the cumulative partial product. The Radix-4
Booth’s recoding table is shown in Table 1.

Table 1. Radix-4 Booth’s recoding. The a and x are multi-
plicands. 3 bits of x are recoded into z.

xi+1 xi xi−1 z action
0 0 0 0 0
0 0 1 1 a
0 1 0 1 a
0 1 1 2 2a
1 0 0 -2 -2a
1 0 1 -1 -a
1 1 0 -1 -a
1 1 1 0 0

2 3 41

C A 9D (16)

(16)

0 1 20

F D CF (16)

(16)

2 0 01

C 0 0D (16)

(16)

(a) Original Multiplication

(b) Reduction via Signed Right Shift

(c) Reduction via Truncation

Fig. 3. Example of 8-bit data wordlength reduction.

4. DATA WORDLENGTH REDUCTION

For low-power design, much research on wordlength mini-
mizing methods has been focused on minimizing hardware.
Our data wordlength reduction method, however, considers
input data wordlength minimization without any hardware
modification.

4.1. Wordlength Reduction in Multiplication

There are two kinds of data wordlength reductions. One
is reduction via right-shifting and the other is reduction via
left-shifting i.e., with truncation. An example of 8-bit re-
duction from 16-bit multiplication is shown in Fig. 3. The
16-bit multiplication is shown in Fig. 3(a). The reduction
of 8-bit right-shift moves 8 bit data in most significant bit
(MSB) side into least significant bit (LSB) side as shown in
Fig. 3(b). One of the data, ’DCA9’, is changed into ’FFDC’
because the signed right shift fills the MSB side with ones
when data is negative i.e., via sign extension. The reduc-
tion via truncation masks the input data with ’FF00’ and the
results are shown in Fig. 3(c).

4.2. Dynamic Range

Dynamic range (DR) is defined as

DR = 20 log10

Range of representable numbers
Smallest positive representable number

.

(3)
For ab-bit number, dynamic range is

20 log10(2
b − 1). (4)



5 10 15 20 25 30
10

1

10
2

k−bit wordlength reduction (k)

D
yn

am
ic

 R
an

ge
 (

dB
)

32−bit multiplier
16−bit multiplier
8−bit multiplier

Fig. 4. Dynamic range of the multiplier output with a re-
duction ofk bit wordlength for each multiplicand.

As the data wordlength is reduced, the dynamic range is
decreased. The output wordlength ofb bit × b bit multipli-
cation for unsigned data and signed data is2b and2b − 1,
respectively. Inn × n-bit multiplication withk-bit data re-
duction, the output wordlength for unsigned data and singed
data isn−k andn−k−1, respectively. Therefore dynamic
range for unsigned data in the output ofn bit × n bit multi-
plication withk-bit data reduction is

DRus = 20 log10(2
2(n−k) − 1), (5)

and dynamic range for signed data is

DRs = 20 log10(2
2(n−k)−1) − 1). (6)

Table 2 and Fig. 4 show the output dynamic range of 8-bit,
16-bit, and 32-bits multipliers withk-bit wordlength reduc-
tion for signed data.

5. SIMULATION RESULTS AND DISCUSSIONS

The Wallace multiplier in this simulation is composed of 3
to 2 compressors. The Radix-4 modified Booth multiplier
in this simulation is composed of recoding logic, a multi-
plexer, and ripple carry adders. The ripple carry adders are

Table 2. Dynamic range of the output withk bit wordlength
reduction (dB).

Muliplier k-bit Reduction
4 8 12 16

8-bit 36 n/a n/a n/a
16-bit 132 84 36 n/a
32-bit 325 277 229 181

Table 3. Average transition counts of a 32 bit× 32 bit Wal-
lace multiplier.

Reduction Method Data Wordlength
4 bits 8 bits 16 bits 32 bits

Signed Right Shift 32996 31364 28634 22021
Truncation 404 1383 6138 22021

Table 4. Switching activity in a 32 bit× 32 bit Wallace
multiplier.

Reduction Method Data Wordlength
4 bits 8 bits 16 bits

Signed Right Shift 150% 142% 130%
Truncation 2% 6% 28%

built from 9-gate full adders and 5-gate half adders. For this
simple model, all gates are assumed to have a unit gate de-
lay. The gate output values are monitored and the number
of transitions is counted. We implemented both Wallace and
Radix-4 modified Booth multipliers at the gate-level in Ver-
ilog and simulated using Synopsys Verilog Compiler Simu-
lator.

5.1. Wallace Multipliers

Table 3 shows the average transition counts of the Wallace
multipliers. For the data wordlength reduction, the32× 32-
bit Wallace multiplier is used during signed right-shift and
truncation operation. The data wordlength of32 bits has
same average counts. As the data wordlegnth is reduced by
a factor of 2 from 32 bits to 16 bits, the signed right-shift
reduction increases the average transition counts. The trun-
cation method, however, decreases the counts by a factor
of 4. This implies that the average transition counts with
the truncation method decreases byn2 in the Wallace mul-
tiplier. The average transition counts with 16 bit wordlength
reduction by truncation are decreased by 72%, while reduc-
tion by right-shift increases by 30% of the counts as shown
in Table 4.

Fig. 5 also shows the average transition counts of the
data wordlength reduction in Wallace multipliers. The signed
right-shift reduction increases the counts, and the truncated
reduction decreases the counts.

The increase of the transition counts in the right-shift
reductions results from the arithmetic right-shift, i.e. sign
extension that fills the MSBs with ones causing transitions.
Therefore, the signed right-shift reduction in Wallace multi-
plier consumes more power than no data wordlength reduc-
tion.



5 10 15 20 25 30

0.5

1

1.5

2

2.5

3

x 10
4

Input Wordlengths (n)

T
ra

ns
iti

on
 C

ou
nt

s

Signed Right Shift
Truncation

Fig. 5. Average transition counts of data wordlength reduc-
tion in Wallace multiplier.

Table 5. Average transition counts of a 32-bit Radix-4 mod-
ified Booth multiplier.

Reduction Method Data Wordlength
4 bits 8 bits 16 bits 32 bits

Signed Right Shift 6386 7008 7801 9230
Truncation 888 1712 3855 9230

5.2. Radix-4 Modified Booth Multipliers

Table 5 shows the average transition counts of the Radix-4
modified Booth multiplier. For the data wordlength reduc-
tion, the32× 32-bit Booth multiplier is used during signed
right-shift and truncation operation. The data wordlength of
32 bits has same average counts. As the data wordlegnth is
reduced by a factor of 2 from 32 bits to 16 bits, the signed
right-shift reduction and the truncation method decrease the
average transition counts.

The average transition counts in 16 bit wordlength re-
duction by the signed right shift and the truncation are de-
creased by 15% and 58% respectively as shown in Table 6.

Fig. 6 shows the average transition counts of the data
wordlength reduction in Radix-4 modified Booth multiplier.

Table 6. Switching activity in a 32-bit Radix-4 modified
Booth multiplier.

Reduction Method Data Wordlength
4 bits 8 bits 16 bits

Signed Right Shift 69% 76% 85%
Masking 10% 19% 42%
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Fig. 6. Average transition counts of data wordlength reduc-
tion in Radix-4 modified Booth multiplier.

The signed right shift reduction induces consecutive ones as
shown in Fig. 3(b). Signed right shift reduction in Booth
multipliers, however, decreases the transition counts since
the recoding logic recodes consecutive ones into zeros as
shown in Table 1.

The decrease of the transition counts by signed right-
shifting and truncation in Booth multipliers results in less
power consumption than no data wordlength reduction.

6. CONCLUSION

Two kinds of data wordlength reduction methods in Wallace
multipliers and Booth multipliers are proposed and simu-
lated. Data wordlength reduction by the truncation method
decreases the average transition counts and power consump-
tion. In the Wallace multiplier, the average transition counts
with reduction by truncation decreases at ann2 rate, al-
though reduction by signed right-shift increases the counts.
For32×32-bit Wallace multiplier, average transition counts
with 16 bit wordlength reduction by masking is decreased
by 72%, while reduction by signed right-shift increases by
30%. In the Radix-4 modified Booth multiplier, the aver-
age counts are decreased for both the truncation and the
signed right shift methods. For32×32-bit Radix-4 modified
Booth multiplier, average transition counts by 16-bit trun-
cation and by 16-bit signed right shift is decreased by 15%
and 58% respectively. The proposed wordlength reduction
methods reduce power consumption by altering multipli-
cands in software without any hardware modifications. The
drawbacks of this process are decreasing the dynamic range
and required additional truncation or signed right shift op-
erations. Future extensions of this work include finding op-
timum wordlength reduction and minimizing the additional
operations.
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