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Abstract— To ease equalization in a multicarrier system, a premises. To cope with the time dispersive transmission-cha
cyclic prefix (CP) is typically inserted between successi@ymbols. acteristics of wireline and wireless communications, iatt
When the channel order exceeds the CP length, equalization rje; (\iC) modulation offers a viable solution. In the 1960s,

can be accomplished via a time-domain equalizer (TEQ), whit ) . .
is a finite impulse response (FIR) filter. The TEQ is placed the first MC systems were conceived and implemented [1], [2],

in cascade with the channel to produce an effective shortede @albeit only in analog form. In 1971, a widespread interest wa
impulse response. Alternatively, a bank of equalizers canemove created due to an all-digital implementation based on tke fa
the interference tone-by-tone. This paper presents a unifte Fourier transform (FFT) [3]. Today, MC modulation is used
treatment of equalizer designs for multicarrier receivers with an in digital audio/video broadcasting [4], [5], in wirelesschl

emphasis on discrete multitone systems. It is shown that alost L . .
all equalizer designs share a common mathematical framewkr area networks [6], [7], and in digital subscriber lines (DSL

based on the maximization of a product of generalized Raylgh (8], [9], [10], [11].

quotients. This framework is used to give an overview of exting The multicarrier system model is shown in Fig. 1. The
designs (including an extensive literature survey), to app a binary input data stream is split intdV groups of bits,
unified notation, and to present various common strategiesat which are then passed throughi “constellation mappers”

obtain a solution. Moreover, the unification emphasizes the . .
differences between the methods, enabling a comparison dfdir [commonly quadrature amplitude modulation (QAM)]. The

advantages and disadvantages. In addition, 16 different emlizer Complex-valued outputs are passed througVapoint inverse
structures and design procedures are compared in terms of discrete Fourier transform (IDFT), implemented by an iseer

computational complexity and achievable bit rate using sythetic  FFT. After the signal is passed through a physical channel,

and measured data. the receiver uses a DFT to recover the data within a bit error
rate tolerance.
I. INTRODUCTION TO MULTICARRIER EQUALIZATION MC systems based on discrete multitone (DMT) modu-

During the last decade, extensive research has been donlé:]?n as defined in asymmetric and very high speed DSL

, S SL, VDSL) standards and orthogonal frequency divi-
provide broadband communication to and from the customSIOn multiplexing (OFDM) as defined in IEEE 802.11a and
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Fig. 1. Multicarrier system model. (I)FFT: (inverse) fasiufier transform, P/S: parallel to serial, S/P: serial toapel, CP: add cyclic prefix, and xCP:
remove cyclic prefix.

designs have been proposed in the DSL context. TEQ design the set of used tones,is the tone indexk is the DMT
has inspired many researchers because bit rate optirmzatio symbol index, and\ is the synchronization delay.

leads to a highly non-linear optimization problem. Hence, « Fy andZy are the N-point DFT and IDFT matrices,
simplified procedures are resorted to, which are primarily respectivelyf; is thei-th DFT row.

based ontime domain channel shortenin@ather than bit « The transmitted frequency domain symbol vector at time
rate maximization). Here, the TEQ is designed so that the k is X*; its i-th entry is X*. The transmitted (time-

convolution of the channeh (modeled as an FIR filter domain), received, and TEQ output sequenceszdig
including transmit/receive front end filters and the phabic y(1), and u(l), respectively. Vectors consisting of con-
transmission medium) and the TE® produces an overall secutive samples of thig” block of these sequences are
impulse response with almost all of its energy concentrated x*, y*, andu”; their lengths and start indices depend
a lengthr + 1 window. on the design, hence these will be given in each section

The intriguing problems encountered in TEQ design are of the paper. Vectors are in bold with element numbers
mainly due to the demodulation via the FFT. Since the TEQ in brackets (e.gy*[l]), and time-domain signals are in
is before the FFT, all frequency bins are treated in a com- italics with the time index in parentheses (g/gsk+1)).
bined fashion. Moreover, the poor spectral containmenheft « w, h, and c = h x w are vectors containing the
demodulating FFT imposes a difficult interference struetur ~ TEQ, channel, and effective channel impulse responses
and may lead to noise enhancement combined with “noise of ordersL,,, Ly, andL., respectively, where denotes
pick-up” from out-of-band noise [16]. Alternatively, onewd linear convolution.
consider a bank of equalizers, one per subcarrier. This ap+ O..x, is the all zero matrix of sizen x n; L, is the
proach is a generalization of the TEQ, which means that its identity matrix of sizen x n.
performance should be as good as or better than the optimad (-)*, (1), (-)*, £{-} denote transpose, Hermitian, com-
TEQ [17], [18]. An even more general receiver structuretsxis ~ plex conjugate, and expectation respectively.
where the cascade of the FFT and this equalizer filterbank is
replaced by a new set of parallel filters [19], [20], [21], wini Il. COMMON EORMULATION
act directly on the time domain samples.

This paper presents an overview of the various equalizer de

signs. The goals are to provide a unified mathematical fra gnding on how the problem is posed. However, almost all of

work and a unified notation for different equalizer designg,fe aIgonthrIps gténtolthehsam(ifortmulatlon:dth(i n;axmmz;[-l
an extensive literature survey, and an objective perfooma pha generalized Rayleigh quotient or a product of genezeliz

evaluation. Although channel shortening could be germdlirh"’IyIGIgh quotients. Consider the optimization problem
to the multiple-input, multiple-output (MIMO) case [22R3], Mg o
[24], [25], [26], [27], we will restrict ourselves to the gje- #Pt = arg max H ‘LVT W (1)
input, single-output (SISO) case. w el Ajw

The paper is organized as follows. In Section Il the unified
TEQ design framework is formulated as a product of Rayleigh general, the solution to (1) is not well-understood when
quotients. Optimal TEQ designs of this form are presentédd > 1. However, forM =1,
in Section lll. Section IV presents simpler designs which
use multiple filters that each maximize a single generalized WOP! = arg max |, (2)
Rayleigh quotient. Section V presents yet simpler designs w W AW

WhiCh only_ require.one filter th.at maximizes a single gener_a[he solution is the generalized eigenvector of the matrix pa
ized Rayleigh quotient. Exceptions to the common formolatiB’A) corresponding to the largest generalized eigenvalue

There are many ways of designing the DMT equalizer, de-

~

wIBw

are treated.in Sgction \,/I' Bit rate and gomplexity compa 28]. Most TEQ designs fall into the category of (2), althbug
isons are given in Section VII, and Section VIII conclude everal havell > 1 as in (1). The vectoi to be optimized
Throughout, the notation will be: is usually the TEQ, but it may be e.g. the (shortened) target
o N is the (I)DFT sizey is the prefix lengths = N + v impulse response (TIR) [29], the per-tone equalizer [18], 0
is the symbol size]V, is the number of used toneS,is half of a symmetric TEQ [30].
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The solution to (2) requires computation of tke that allocation on subcarrieris calculated by
satisfies [28]

BW=\AW, 3) b = {mgz (1 ; ?N_Ri)J )

wherew corresponds to the largest generalized eigenvalue _ ) o )
If A is invertible, the problem can be reduced to findingheret',J is the flooring operat|0n., SNRs the SNR_at theth ,
an eigenvector ofA—'B. When A is symmetric, a more ubcarrier, measured by averaging the output signal tcenois

popular approach is to form the Cholesky decompositic(ﬁnd residual interference) ratio at the FEQ output; and

T . T
A =VAVA', and definev = VA" W, as in [31]. Then Lsim [dB] = Ty, [dB]+system margin [dB}coding gain [dB]

c (6)
7 1 TN We will ignore the flooring function, as is standard practice
- opt v (\/K B VA ) v [35], [36]). The “SNR gapT,., = 9.8 dB corresponds td0 7
v = argmax Tv : (4)  bit error rate, the system margin6sdB, and the coding gain

is 5 dB [11]. The achievable bit rate is thet= foym >, bs,
) T where fs,,, = 4 kHz is the symbol rate antbyr = >, b; is
largest eigenvalue, anét = VA V. the number of bits per DMT symbol. We will attempt to model

In some casesA or B is the identity matrix, in which case i sypchannel SNR as a generalized Rayleigh quotient,
(3) requires computation of a traditional eigenvector. réhe

are many all-purpose eigenvector computation methods, suc wIB,w

as the power method [28] and conjugate gradient methods SNR; = wlAw (7)
[32]. More specific iterative eigensolvers may be desigred f ’

specific problems, such as the MERRY (Multicarrier Equaffumming overS, the set ofV,, subchannels that carry data,
ization by Restoration of RedundancY) algorithm [33] antgads to a bit allocation of

The solution forv is the eigenvector o€ associated with the

Nafie and Gatherer's method [34], which iteratively compute SNR;

the MSSNR TEQ [31]. borr(w) = logy 1+ =5 (8)
The much more difficult case wheh! > 1 in (1) is i€s 7

not well-understood. There may be many solutions that are . Zlo wl(I;A; + B))w

locally but not necessarily globally optimal, so gradient- o = 62 WT(FiAi)W

descent strategies only ensure convergence to a localptim r

One approach is to compute several reasonable initial gagss ~ log H w'B;,w )

apply gradient descent to each initialization, and thek fhe ’ ieS wlA;w

best solution. This is not guaranteed to be optimal. Théainit

guesses can be made by computing the closed-form solutibtese, B; = I;A; + B, and A; = T;A,. Maximizing (9)

for various M = 1 cases, such as the MSSNR TEQ or TEQsequires solving (1). The rest of this section presentsAhe

that optimize the bit rate on individual tones [17]. and B; matrices proposed as models by various researchers.
The motivation for introducing the common framework of

(1) is to show how almost all TEQ designs require similar o

solution techniques; and to show how the designs differ B Bitrate maximizing TEQ (BM-TEQ)

terms of the number of generalized Rayleigh quotiédtsand  vanbleuet al. [37], [38] propose an exact subchannel SNR

how the matrices\; andB; arise. The next section presentgnodel defined at the FEQ output by exploiting the dependence

optimal designs that solve (1), and the following sectionst the FEQs on the TEQ coefficients. The resulting SNR model

discuss approximate designs that solve (1). is a nonlinear function of the TEQ coefficients and accounts
for the function of the FEQ as well.
[1l. M ORE THAN ONE RAYLEIGH QUOTIENT Let y* = [y(sk + v — Ly, + 1),-- ,y(s(k + 1))]” be a

vector of received samples of the current symbphlnd let

This section discusses TEQ designs that attempt to max:, ) : &
imize the bit rate. All of the designs in this section can b%)& be an/ x (L., +1) Toeplitz matrix of elements of*[1]

cast in the form of (1) with\M > 1. The main distinctions y*[ L] y*[0]

between these designs are the approximations that are or arey ok _ ) ) ) (10)
not made when modelling the SNR at the output for each o : N : ’

tone. As we move through the section, we will include more YLy +N—=1] - y*[N—1]

and more approximations, hence we will be going in TeVerse i at the FEQ input is given as theh FET coefficient of

hlstor|c.:allorder. We begin with a statement of the function ty convolved withw,
be optimized.

UF = £;,(MFw). (11)

A. C icati f .
ommunications performance measure Then the FEQ output is given by

The performance metric adopted in this paper is the achiev-
able bit rate for a fixed probability of errorl@ 7). Bit D;UF = a; XF + EF (12)
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where D; is the FEQ coefficient for toné «; is a bias, due for full definitions, although the partitioning of the chaain
to the equalizer, and’ is the noise remaining on toieWe convolution matrix will be treated in detail in Section V-Bae

assume unbiased MMSE FEQs, constraintw”w = 1 is used in [17] to remove the dependence
S{IXF12Y of the last term ofA on w.
D= —r>t—— 13 _Afrati . L
E((XF)UF) (13) Sume-of-ratios maximization is an active research topic in

the fractional programming community for which no defirdtiv
henceq; is 1 and EF contains all noise sources, includingsolution exists yet (see e.g. [39], [40]). However, the bit
residual ISI/ICI and crosstalk. The dependence of the FE@Kocation (8) is a sum of logarithms of ratios, or a log of
on the TEQ leads to the subchannel SNR model a product of ratios as in (1), thus maximizing it is an even
£{1Xk2) 1 more in_volved problem that_ pf r_naximizing a sum of ratios.

SNR; = eI = T3 (14) Milosevicet al.[17] use modifications of Almogy and Levin’s

E{DUF = X712y p7 -1 approach to the sum-of-ratios problem [41] to optimize (8).

where .
(Ul 15
(I XEPRYE{UR IR D. Maximum bit rate (MBR) method

Substituting (14) into the bit rate equation (8) and expigit  Arslan, Evans, and Kiaei [35], [36] proposed the Maximum
the model of the FEQ input (11), we obtain the form of (9Bit Rate (MBR) TEQ design, which follows the methods of

with separating channel impulse response into signal and énterf
o k|2 K\H cHe Nk ence paths (or “window” and “wall” portions) of [31]. The
Ai=Ti (5 {‘XZ | }g {(M ) M } (16) sub-channel SNR can be written as
—e{y" e xtpe{(xh) " ) 8o o
SNRz _ T, signal,i ’ 20
B; =TI¢ {‘XﬂQ} € {(Mk)H finiMk} + 7) Sn.i |Croisesi|” + Su,i |Crsril” (20)

(1-Ty)€& { (mk) " fiHXf} £ {(Xf)H fiM’“} where S, i, Sn.i» Csignal,ir Cnoise,; andCrgy; are the trans-
. . . . ) . mitted signal power, channel noise power, signal path gain,
Since this model is based on statistical expectationsnithea |,,ise path gain, and the ISI path gain in tie sub-channel,

made arbitrarily accurate by averaging the empirical est® |, J4alled as
of the expectations over enough data. However, the expecta-
tions can be costly to estimate. The remaining algorithms in Cuignari = £ diag (g) H w, (21)
this section use channel models to calculAteand B;. ' A
Vanbleu et al. propose maximizing the bit rate as a function ~ Cisr,i =fi (Iy —diag (g)) Hw =f; DHw, (22)

of (16) and (17) by performing a gradient ascent of (9). C,;sc; =fi [Ww7, le(Nfwal)]T- (23)
Although this is not guaranteed to converge, good resuite ha
been reported [37]. Here, theN x 1 vectorg and theN x (L,, + 1) convolution
matrix H are given by

C. Maximum data rate (MDR) TEQ 1 A<n<A+u

Milosevic et al. [17] proposed a design similar to the BM- glnl = 0, otherwise (24)
TEQ. The difference is that they explicitly model the near-

Q e H=[H],, H,. H.;." (25)

end crosstalk, AWGN, analog-to-digital converter quaattan
noise, and the digital noise floor due to finite precisio
arithmetic, rather than considering all of these effecteufgh
expectations of various signals. Milosevet al. write the — x _ Spi €170 : L] £[0: L] + S;HT D£X £, DH (26)

subchannel SNR as a generalized Rayleigh quotient as in (7
with )E = S, H diag(g) £/[0: L,,) £;[0 : L,,] diag(g) H. (27)

his leads to a subchannel SNR model as in (7) with

A; =28, (H], ViV Hyan + B oW W/ Hyan2) Then the bit rate can be modelled as a sum of logs of
. ) o2 generalized Rayleigh quotients, proceeding as in (8) tainbt

+ Q"R [Q?OISC]H + WDTl\if,ILva (18) A, =T.A; andB; = I';A; + B,. Compared to the BM-TEQ
- T ~cire Feeire] H and MDR methods, the model of the noise and interference
B, =5.H Q; [Qi ] H. (19) is less precise and does not consider the effect of the Higita
Here, H” = [HZ , ,,HT, HT . ,] partitions the channel noise floor or finite word-length effects. However, the model
convolution matrix into signal (window) and ICI (wall) por-itself is somewhat easier to compute.
tions as in [31];V; and W, are upper and lower triangular Arslan,et al. state that computing the MBR TEQ is not cost
Hankel matrices made from thith row of the DFT matrixf;; effective for a real-time system, and they proceed to approx
Queise and Q¢ire are Hankel matrices made frofp R, is the imate the MBR design by the Min-ISI design. The Min-ISI
noise (AWGN and crosstalk) covariance matrix; arfgh is  design requires maximization of a single generalized Rglyle
the power of the noise due to the digital noise floor. See [1@liotient, and it will be discussed in detail in Section V-D.
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E. Maximum geometric signal-to-noise ratio (MGSNRhatelyequivalent to maximizing the log of its numerator [43],

method 1
: - , L(b) = > In|B,f?
Al-Dhahir and Cioffi [42], [43], [44], were the first to Ny ics

attempt bit rate maximization. Their approach was based on 1 r
maximizing the geometric SNR (GSNR), which is approxi- =N Zln (b"Gib), (32)
mately the geometric mean of the subchannel SNRs.A;et “ies
W;, and H; be the complex-valued frequency domain reprevhereG; = g;g!’, andg? consists of the first+1 elements
sentations in subchannélof the (shortened) target impulseof f;, the i-th row of the DFT matrix. The independence of
response (TIRp, the TEQw, and the transmission channethe noise and the TE@ on b is assumed in (32), which is
h, respectively. Then the SNR in subchanhelssuming equal not correct asw is a function ofb.
signal power distribution in all subchannels, can be medell The unit norm constraint is imposed brin order to keep it
as finite; however, according to [43], it then follows thid;|? =

9 9 9 1 for eachi. This leads to a zero forcing solution for the TEQ
S| Hi| Sa | H; 2| W5 o : : .

= w. Zero forcing is not necessary in DMT since it uses a guard

SNR,; =

: V.12
Sn,i ) Sn.i| Wil band. To avoid the zero forcing solution another constrigint
) M (28) imposed: the mean squared error (MSE) at the TEQ output
Sn.ilWil? needs to be less than some vaM6E, ... The optimal TIR

. . . b in terms of the maximum geometric SNR algorithm is then
where S, and S, ; are the signal and noise powers in sube 9 9

channeli, respectively. The GSNR is defined as ound by
befsng = argmax L(b) = argmax [[b7Gib (33

1
Ny

A SNR, €S
SNRgeom =T [H <1 + T > -1 such that bTb =1
i€S
s ) . and b"Rab < MSEpax,
= NR;) Mu
es whereb”Rab is the MSE, andR is the A matrix from

) ~ the MMSE design, as will be discussed in Section V-A,
~ g lH ( | Bi] )] (29) equation (56). Note that (33) is equivalent to (1) wBh = G;
! S, i| Wi |? andA; = I, 1, but with an extra inequality constraint. Once
the optimal TIR is found, the optimal TE® is the one which
Here, N, is the size of the set of used carriets, Several produces this TIR when convolved with the channel. In [44],
simplifying assumptions were made. It was assumed thtak the subchannel SNR model of (28) was modified to include
SNR; > T for all 4, so that the unity terms in (29) canpartially the effects of the ISI, but only whesvaluatingthe
be ignored. However, this is not true in subchannels WithEQ designed using (28).
low SNR. Also, the subchannel SNR definition does not Currently, this non-linear optimization problem can onby b
include the effects of the ISI, ICI, and DFT leakage in thgolved numerically. Al-Dhahir and Cioffi [43] use Matlab’s
denominator, but instead only the power of the noise aftaon-linear optimization toolbox to compute the TIR, hence
the equalizer. The model of the subchannel SNR (28) algee MGSNR TEQ is not feasible for implementation on a
assumes that real-time DSP. However, their approach was the first attempt
to directly maximize the bit rate. An iterative GSNR maxi-
fi(wxh)=fiw fh=W;H; and B; =W;H;, (30) mization method was presented in [45].

i€S

where x is time domain linear convolution anf] is the i-
th DFT row (assumed to be truncated to the lengthwobr
h). Linear convolution ofh andw may not be equal to their
product in the frequency domain, and the difference appears.
as a noise source. These assumptions tend to design a 18E§
that ignores the subchannels with lower SNR (which contaﬁL?

IV. MULTIPLE FILTERS, EACH WITH A SINGLE QUOTIENT

This section also presents equalizer designs that maximize
5'?9 DMT system bit rate. Whereas in the previous section
ngle time-domain equalizer was designed to equalize all
uency bins together in an optimal way, the idea here is
at each data-carrying subchannel receives its own exuali
}g{hich is designed to maximize the bit rate on that subchan-
maximize the data rate [35]. nel. By extepsion, if every.subchannel carries the ma}ximum

Under these assumptions, using (8) and (29), the DMT &Fm_be_r of b|ts,_ th_en the bit r:_;tt(_a of the DMT sy;tem Is also
rate is approximately given by [naX|m|zed. Th|§ |d_eaﬂwas orlglnally_presented in [18] as a

per-tone equalization” (PTEQ) architecture. An alteivat
SNRgeom formulation, called the “Time-Domain Equalizer Filter Bén
T ) (31) (TEQFB), is given in [17].
In terms of the common formulation given by (1), a single
Maximizing (29) maximizes (31) since the logarithmic funcgeneralized Rayleigh quotiend{ = 1) must be individually
tion is monotonically increasing. Maximizing (29) approxi- maximized for each subchannel. This procedure is repeated

bDMT(W) =N, 10g2 (1 +
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for all N, data-carrying subchannels. Because each Rayleigh
quotient is individually maximized, one can guarantee that
an optimum solution can be found (in contrast to the previous
section). Although the problem has been simplified into afor

that is easier to solve, the total complexity will still beghi N +v§
since we have to perform many simple optimizations rather
than a single complicated optimization.
N-poin
FFT

A. Per-tone equalization

The PTEQ [18] is based on the idea that the TEQ and
the demodulating DFT can be interchanged. The equalizer is—yk[T_llp fIN+v§
implementedafter the DFT, hence it can be considered as
“frequency domain” equalization. This allows for a decon@l Fig. 2. PTEQ architecture: Channel Equalization Block &t Receiver
of the equalizer design per torie with the advantage that
the PTEQ withL,, + 1 taps per tone performs as well as
and usually better (in terms of bit rate) than a single TEglere,v; are the complex PTEQ coefficients, relatedwtpin
with L,, + 1 taps, with comparable complexity during dat435), by
transmission. The idea behind the PTEQ can be summarized
by noting that for a TEQ, the equalizéeth DFT outputUF
(tonei, symbolk) can be obtained in two ways:

UF = £;(MFw) = (M")w. (34)

villl= o Wil + 1+ willl,  I=1,---, L,
(39)
Vi[Lw + 1] = wi[Ly, + 1]. (40)

. ] ] ) Fig. 2 depicts the PTEQ scheme. An alternate derivationdbase
Here, M" is an N x (L., + 1) Toeplitz matrix of received 4 ap infinite-impulse response (IIR) channel model in [46]

samplesy”[l] of the current symbok as in (10), andf; |eq to a generalized PTEQ which exploits pilot and unused
is the i-th row of the DFT matrix. The left-hand side ofiypeq.

(34) represents the classical convolution of the receiigubs 14 getermine a bit rate maximizing set of PTEQ coefficients

k __ T H
y' =y(sk+v—Ly+1),---,y(s(k+1))]" with the TEQ, | tor each subchannel, it suffices to solve a linear MMSE cost
MPFw, followed by the DFT (Fig. 1). The right-hand side ofunction for each tone:

(34) implies that the equalizedth DFT outputU} can also

be seen as a linear combination Wyof L,, + 1 consecutive min J(v;) = min & {|vai — Xf|2} (412)
outputs of a sliding FFT on thé-th tone, applied to the v v
unequalized received signgf [18]. There are several strategies for solving (41):
A symbol estimateX’ is then obtained as « solving a least squares problem per tone as in [18], based
Xk = (MF) wD, 35 on chgqnel an.d noise estimates; _ _
i = )L’ (35) « an efficient blind or training-based adaptive algorithm
Wi [47], [48];
where now a tone-dependent and complex set of coefficients the classical MMSE solution, given by
w; has been introduced by combining the TR(and the FEQ eH ek 1 WH ok
D;. To avoid the need fof.,, + 1 consecutive FFT operations vi =E{(Z7)" 27} E{(Z7) 7 (XT)} (42)
per symbolf;MF in (35), the Toeplitz structure dM* can

« a generalized eigenvalue problem (3) could be solved for

be exploited: each tone with [49]
N _ i—le vkl
£MF[ 1+ 11 — o' M k["lH (36) A; = &{(zh"zk) (43)
(y*[Lw =] =y"[Lw =L+ N]), =1, Ly. Bi = £{(Z)" (X])}e{Zy(X]) ), (44)
Ay*ll
vl (37) which is equivalent to the MMSE solution.

Here,a = exp(—j27/N) andM*[:, [] denotes thé-th column ] . ) ]

of M*. In other words, the DFT of a column d¥I* can B- Time domain equalizer filter bank

be derived from the DFT of its previous column plus some An alternative scheme with an equalize; for each sub-

correction term. An efficient implementation of (35) themhannel is the TEQ Filter Bank (TEQFB) [17], as depicted in

only needs a single FFT per symbol. The symbol estimafy. 3. Each TEQw; filters the received signat®. All N x 1

X is obtained by linearly combining the unequalizeth TEQ output vectorsi¥ = [u;(ks+v+1), -, u;i((k+1)s)]

DFT outputY;* with L, real difference termsAy*[l],l = are fed into a Goertzel filter bank [50]. Each Goertzel filter

1,--+, Ly, as defined in (37): f; is tuned to the frequency of subchannehnd computes
ok " & a single point DFTfu? = f;(M*w;) (with M* a Toeplitz
Xi=[vE Ay, - AYULG] Jvie o (38) matrix of received samples EE\S in (1>0)). Finally, a 1-tap FEQ

zk D; is applied to each output to give a symbol estimﬁl;é
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Wy H cpP removal}%d‘ fo }—»‘ Dy }X:(E» nl
y*[nf W1 H Cpremova'}md‘ fi }_>‘ Dy }EL x! ~| channell (7 y! TEQ + el

; : u?v/z,mﬂ xe w +7:
N/Q_H CcP removal}—>FN/2_1}—>pN/2_$—M/ S deAlay 777777777 o TéR 777777777 !

Fig. 3. TEQFB architectureX ¥ is the estimate ofc*, the transmitted data Fig. 4. Block diagram used for MMSE channel shortening
on tonei for symbol k. o '

. . response (CIR) to & + 1 tap target impulse response (TIR).
The subchannel SNR model for the TEQFB is identical tﬁ] tﬂis paéer v3/e will focuspon t%e finil?e length F():ase. (TIR)

the model for the MDR TEQ presented in Section IlI-C. The The MMSE TEQ design is depicted in Fig. 4. Note that it

diffierence is that now we maximize each subchannel SNR 8 erates independently of the DMT block structure, hence he

its own TEQ, rather than using a single TEQ to maximize tr{/ve use the sample inddxand not the block index. Define
bit allocation as a function of all of the subchannel SNRee Th ;" (), 2l — )" andy! = [y(0), - ,y(l — Lu)|"

dependence of the number of bits per symbol on the TEQ%e_t

established using (7) and (8). ransmitted sequeneél) is passed through the CliRand

is equalized by the TEQ@. The equalizer output is compared

with the input signal filtered by the TIB and delayed with\.

C. PTEQ or TEQFB? The difference sequencg!l) is then minimized in the mean
The TEQFB in [17] is based on an approximate SNR modsfjuare sense with respectwo andb, i.e. the cost function

(7) based on channel and noise models, whereas the PTE®@dn be expressed as

[18] optimizes the true subchannel SNRs. Provided that the . 2 . T 1 T 1—AN2

samea priori knowledge about channel and noise is used, J(w,b) = E{Te (D} = Ei(w Y bT XT )} (45)

an exact SNR model for the TEQFB is applied, and complex- =w Ryw+b R;b—-2b"R, (A)w, (46)

valued TEQs are allowed, then the TEQFB and the PTEQ gi{gereR, — E{x'(x1)TY, Ry = E{y'(y))T}, andR,(A) =

the same performance, which is an upper bound for the singiq-yl (x'=2)T}, which is a function of the delay péramemr

TEQ-based receiver. Due to its large computational buriien, For 5 givenw, there will be an optimal setting fds, and vice

TEQFB in [17] is not proposed as a practical approach, bigrsa. Hence, either can be treated as a function of the. other

as a bound to the performance that can be achieved With'gs functional relation of the optimal vectors can be found
single FIR TEQ. On the other hand, the PTEQ has roughly,

the same computational complexity as a TEQ-based receiver .
during data transmission, though the PTEQ and TEQFB both Vw/=0 — w=R, Ryb, (47)
have high training complexity. VbJ=0 — b= R;lRmyw, (48)

V. SINGLE QUOTIENT CASES which allows reformulation of (46) as a function ef or b
alone [29].

The vast majority of TEQ designs can be formulated as theTne trivial all-zero solution can be avoided by adding a
maximizgtion of_ a genera_llized Rayleigh quotient, as_in (Zonstraint on the TEQ or TIR [8], [51], [52], [53], [54], [55]
This section reviews the literature, advantages, and @s&d The MMSE optimization problem with various constraints
tages of these designs. Historically, most of these designe  can pe cast into the general problem formulation of (2) with
proposed before the designs in Sections Il and IV that gitemyifferent A and B matrices for the different constraints, such
to maximize bit rate. However, since bit rate maximizatisn igg-
the ultimate goal, one can view the single quotient designsl) unit-norm constraint on the TEQ [54], [55], i@ w —

in this section as approximations of the multiple-quotidit 1. To see how to put this in the form of (2), substitute
rate maximizing designs. (48) into (46):

— T -1 1
A. Minimum mean square error (MMSE) J(w) = w'Ryw + (W' RyzR; ") Ry (R, 'Ray W)

In the seventies, an MMSE method was devised to shorten —2(W'Ry:R; ') Ry w, (49)
the channel impulse response for maximum likelihood se- =w' (R, —R,R;'Ryy) w. (50)
guence estimation (MLSE) [29]. The objective was to design
a filter prior to the Viterbi algorithm, which is frequentiysed
for MLSE. This pre-filtering attempts to reduce the channel
memory, resulting in an exponential decrease in compuratio
complexity of the Viterbi algorithm. A=R,-R,R;'R,, (51)

In the early nineties, Chow and Cioffi [51] extended the B_1 (52)
MMSE channel shortening problem to time domain equaliza- Luwtl-
tion in multicarrier systems. In [51], a finite and an infinite As discussed in Section Il, the optimal TEQ is the
length TEQ are computed to shorten the channel impulse eigenvector corresponding to the smallest eigenvalue of

A

Minimizing J(w) while maintainingw? (I, +1)w =1
requires solving (2) with
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A. In [16], [54], [55], the unsatisfactory performance
of this constraint was reported. Under this constraint
the TEQ typically boosts ‘out of band’ noise, which
leaks into the band of interest due to the poor spectral
containment of the demodulating DFT [16]. In order to
concentrate the TEQ energy into the desired passband
region, virtual (i.e. mathematical) noise can be injected

into the stopband, using a modifieX] matrix:
A = (R, + D) - R, R, 'Ry, (53)

Here, the scalan controls the virtual noise level, ardd
is as in (22). The TEQ tries to suppress the virtual noise,

part of
Cwall

part of

C
Cwall

Cwin !

V \/ ok
A vl 3
‘Lh+LW+1

thereby lowering the undesired noise enhancement [16i¢- 5- The “window” and “wall” parts of the effective charine

2) unit-energy constraints [54], i.ew’R,w = 1, or
b’R,b=1,orw'R,w=1& b"R,b=1:

A =R, -R,R,'R,y, (54)

B=R,. (55)

These different unit-energy constraints remarkably lead
to the same TEQ coefficients, up to a scaling factor,
which can be incorporated into the one-tap FEQs [54].

0,...,L,, such that the effective channel corresponds
to the numerator of{ (z), which is confined in extent
to be CP length plus one taps. One can easily verify
that a classical linear prediction method to estimate
the numerator and denominator coefficientstbfz) is
equivalent to computing an MMSE TEQ witf w = 1.
This idea was extended to a multiple-input-single-output

3) unit-norm constraint on the TIR [52], i.&”b = 1. If
x* is white, thenR, is identity, sob’R,b = b”b
and the previous case witRR, = I,,; yields the
optimal TEQ. Whethex”* is white or not, (2) can be
reformulated withw = b and [29]

A =R, -RyR, 'Ry, (56)

B = Il/+l- (57)
After calculating the solution fdb, the TEQ coefficients
can be obtained using (47).

4) unit-tap constraint on the TIR [52], i.ezJTb = 41,
wheree; is the elementary vector with element one i
the jth position. The optimal TIR uses (2) with = b
and

A=R,-R,yR, 'Ry, (58)
B =eje]. (59)
After calculating the solution fdb, the TEQ coefficients
can be obtained using (47).
5) unit-tap constraint on the TEQ, i.e;frw =+1:

A =R, -R,R;'R,,,

— e.el
B = eje; .

(60)
(61)

filter bank at the receiver in [57].

MMSE TEQ design has been extensively studied. Chow
and Cioffi's basic results of [51] were further explored in
[52] with emphasis on unit-tap and unit-norm constraints on
the TIR. The authors of [52] have shown that a unit-norm
constrained TIR results in a lower MMSE than a unit-tap
constrained TIR, and concluded that the unit-norm congtrai
results in better performance. However, the MSE is not tirec
related to the bit rate [35], [43] hence it is difficult to pietd
which constraint is preferable. In an attempt to improve the
performance of the MMSE design, Van Acketral. modified
the cost function with frequency weighting to disregardseul
r?requency bins [55], [58], [59]. Although the authors refpor
some improvement in bit rate, this approach still does not
maximize the bit rate. Moreover, the bit rate is a non-smooth
function of A, and thus optimizing the delay requires a global
search [18].

B. Maximum shortening SNR (MSSNR)

In 1996, Melsa, Younce, and Rohrs proposed the maximum
shortening signal-to-noise ratio (MSSNR) method [31], athi
is based solely on shortening the CIR. The MSSNR technique
[31] attempts tominimizethe energyoutsidea lengthy + 1
window of the effective channel = h+w (called the ‘wall’),

The first TEQ algorithm proposed for DMT transmisWhile constraining the energy in the desired windowcoo
sion [56] also falls into this category. During moden®ne, as shown in Fig. 5. Define

initialization, an IR channel model (witlyr zeros and
L., poles) is derived,

1%
A Z blzfl
1=0
Ly
1+ Z alzfl
=1

; (62)

where 2z is the Z-transform variable. Based on this

model, the receiver then sets its TEQ tapstofor [ =

ha ... haoL.
Hyin = : : , (63)
hatv hatv-r,
Hyou = (64)
ho hi ha—1 hatvi1 0 o 1"
ho ;
ha-r,-1 | hatv—r,+1 hr,-1 hi,
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The window and wall portions af, as depicted in Fig. 5, are C. Multicarrier equalization by restoration of redundancy
denotedc,,;;, andc,,q;, respectively. The expressions for thd MERRY)

energy outside and inside the window can be written as In [33], one of the fewblind channel-shortening algorithms

R A— N * S (65) was presented. This method, called M_ERRY, explc_nts the CP
redundancy to force the last sample in the equalized CP to

cl cwin=w HL H,i,w (66) : ;
win Cwin winwin W, be equal to the last sample in the equalized symbol. The cost

respectively. The final TEQ coefficients are found as function that reflects this principle is
2

minWTHgallea”W s.t. WTHgmemW —1. (67) J(W) =& {|U(Sk +v+ A) + U(Sk +v+ N+ A)| }(,76)

WhenHZ. H,,.,, has a non-empty null space, i.e. wHe,i,, wherew(l) denotes the signal after the TEQ at thth time

win

has more columns than rows. > ), HZ, H,;, becomes index. From (76), it follows that MERRY attempts to produce

non-invertible and solving (67) is rather complicated [31] @ Windowed effective channel oftaps instead of + 1 [33].

Alternatively, one camaximizehe windowed energy, while !f the input signal is white, minimizing (76) also minimizes
constraining the wall energy, as suggested in [60] and laff€ “wall" of the effecgve channel (like the MSSNR design)
in [61]. SinceH” , Hyau is always positive definite when under the constraintv* w = 1 (or a unit energy constraint

wall

Ln > v+ 1, the latter approach is preferred and reduces t83]) while limiting the noise gain [33]. The MERRY design
solving (2) with can be formulated as a single generalized Rayleigh quotient
optimization as in (2) with
A= Hgallealla (68) T =
B-H H. (69) A=H, Huu + Ry, (77)
wen T B=1;, 41, (78)
Maximizing window to wall energy provides the same TEQ as ~ .
maximizing overall channel energy to wall energy [62], [.63]Wher.8Hw“” contains one extra row compared to the MSSNR
The MSSNR approach tacitly assumes that the input signrgﬁmx (64).
is white. In the absence of noise, for a white input signal the
MSSNR approach is equivalent to the MMSE design [64]. TH2. Minimum intersymbol interference (Min-ISI)

MSSNR TEQ ignores noise, so it may be referred to as a zerop generalization of the MSSNR method was given in [35]
forcing (ZF) design. The MSSNR method can be extended 48 [68], referred to as the minimum ISI (min-ISI) method.
the noisy case by adding a noise correlation matriAtd.e.  The Min-ISI design can also be thought of as an approximation

[65] of the MBR method of Section 11I-D.
T Arslan, Evans, and Kiaei [35] model the sub-channel SNR
A= H;‘l”Hw“” + R, (70) as was done for the MBR method in Section 11I-D. However,
B=H,;,Huyin. (71) according to [68], the matched filter bound on the SNR is

obtained when each sub-carrier ISI term of (20) is forced to

The infinite length MSSNR TEQ is always symmetric O zero. As a consequence, they propose to minimize a weighted
skew-symmetric [30], [65], [66]. Interestingly, tiite length .sum of the sub-channel ISI terms. The resulting TEQ design

MSSNR TEQ is almost always nearly symmetric. Thus, desKi]Sn of the form of (2) with
complexity can be dramatically reduced by forcing a pelyect

symmetric TEQ [30], [65] by rewritingv” Aw (with A as in
(68) or (70)) as A=H'D" | s, f; | DH, (79)
ies
[wT, wTJ] Au, Au W (72) B = Hy,;, Huin, (80)
2| An, A Jw . .
wT _Mss?GRT/‘V_/ where D is as in (22),S denotes the set of used tones,

and the constrainv’ Bw = 1 prevents the trivial all-zero

_&T =
=W [Au+JAs + Apd +JARI|w, (73) TEQ solution. In [35], channel noise coloration was taken in

Sym—MSSNR A account by modifying (79) and (80) into
whereJ is the square matrix with ones on the anti-diagonal S b Sai
andw is half the size ofw. A similar redefinition holds foB. A=H'D" (> f o L | DH, (81)
The desired symmetric TEQ is obtained via (2) with= w ies T
and theA and B matrices redefined as B=H_, Hy. (82)
A=A +JAs + AT +TJA5 T, (74) The conventional subchannel SNR ratio%ﬁ in (81) forces
B = By + JBy; + ByoJ + JByyJ. (75) the ISI to be placed in subchannels with low conventional

subchannel SNR. Note thdDH is a zero-padded version
In [65], [67], it was reported that symmetric MSSNR TEQ®f H,,;. Comparing (68) and (69) to (81) and (82), the
have a comparable performance with respect to the MSSNé&sidual ISl is now shaped in the frequency domain. The min-
design of [31], with reduced computational complexity. ISI method [35] is a generalization of the MSSNR method
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[31], since both methods would be equivalent if the SNEhe cost function
were constant over all sub-channels and if all sub-channels k)2
were used. An improved Min-ISI method [69] generalizes 7= Z‘g“Uil }’ (86)
ISI shaping function in frequency domain and further reduce T
implementation cost. =W (Pena + Qena)W, (87)
The dual-path TEQ [70] makes use of the Min-ISI desigiwhere S represents the set of null-carrief$} is the DFT
One TEQ is designed for all of the tones, and then a secopgtput on tonei, and P.,, and Q... denote signal and
TEQ is designed in parallel using the Min-ISI method fonoise dependent matrices respectively (see [74] for cample
a small subset of tones. The subset is chosen as the lafinitions). The constrain”’w = 1, is used to avoid the
frequency tones which are expected to have a high bit rateall-zero solution. The CNA TEQ then solves (2) with
The min-ISI method resulted from applying a simplification A=P.,.+Q (88)
to the MBR method to make the approach tractable. As such, ona T mena
it is suboptimal in terms of bit rate performance. As the de- B=1I.,+. (89)
modulating DFT length is finite, sub-carriers are not peljec Although [74] presented a low-complexity, blind, adaptive
orthogonal, which results in inter-carrier interferend¢€l). minimization procedure for (86), the CNA criterion only eon
The ICI-noise component is neglected in (20). In addititwe, t siders unused carriers without regard to the carriers eféast.
signal path gain of (21) is an approximation. In practice, thThis will not necessarily lead to channel shortening, nor
head and the tail of the effective channel will contributéite equalization of the useful carriers. Specifically, de Cdlev
useful signal component [15]. et al. claim that CNA leads to shortening to a single spike
[74] rather than to a window, though Romano and Barbarossa

o state that an MSSNR solution can be achieved by frequency-
E. Minimum delay spread (MDS) hopping the null tones [75].

The taps ofc exceeding the CP length cause ISl and ICl, /| ExcEPTIONS TO THE COMMON FORMULATION

but the interference levels depend on the taps’ distances tQrhis section addresses two designs that do not fit into the
the prefix and their energy [71]. Therefore, Schur and S;bei(%e 9

[71] propose to minimize the square of the delay spread of ramework of Section Il. Henkel and Kessler [76] presented
where the delay spread is given by one of the first attempts to improve upon the MGSNR design

of [43]. Their subchannel SNR model includes the leakage

| L effect of the DFT on the noise as well as ISI. The leakage

D= \J = Z(” —n)? |C[n]|2. (83) effect comes from the implicit rectangular time-domain win
n=0

i€S

dow of the DFT. IClI is neglected and all carriers are assumed
to be active. Based on this model, any multidimensional
Here,E = c’'c = w'HTHw, and7 is a user-defined “center optimization algorithm can be used to optimize the bitrate.

of mass.” This results in (2) with Their subchannel SNR model renders the method outside of
our general framework (1).
A =H"QH, (84) The sum-squared auto-correlation minimization (SAM) al-
B = H'H, (85) gorithm [77], meant for blind, adaptive channel shortening
shortens auto-correlation of the effective channet h x w:
whereQ = diag{[(0 — )%, (1 —n)2, ..., (Lw+Lp— Le
n)’]} is a diagonal weighting matrix. The minimum inter- minJ(w) = Z |Rc[l]]> subjectto |[w[*>=1 (90)
block interference (Min-1BI) method [72] is a similar MSSNR l=v+1
variant that weights the 1SI terms linearly with their dista |\ here Re[l] = fo:’o c[nje[n — 1] is the autocorrelation

from the channel window. sequence of the effective chanrelThe constrainfjw||? = 1
Since the MDS TEQ does not exploit the cyclic prefiyrevents the all-zero solution. If the transmit sequeneehise
redundancy, it attempts to shorten the effective channel 4ad wide-sense stationary, the cost function can be writen

a single spike. Since MDS TEQ design is quite similar tg function of the TEQ output sequengén),
MSSNR TEQ design, except for a quadratic instead of a

LC
wall penalty function [73], the advantages and drawbacks J _ € M2 91
mentioned in Section V-B also apply here. (w) z§1| {u(n)u(n = D} (1)
As it is fourth-order inw (and hence multimodal), proper
F. Carrier nulling algorithm (CNA) initialization is required.

In a typical DMT/OFDM system, some frequency bins VIlI. COMMUNICATIONS PERFORMANCE EVALUATION
transmit only zeros, the so-called null-carriers. In [7die This section presents a performance comparison of the var-
authors propose hlind method to combat channel dispersioious designs discussed in the previous sections. SectibA VI
based on the minimization of the average DFT-output enerdgscribes the synthetic data and results, Section VII-Brtsp
of the null carriers. The TEQ can be designed to force tliee performance for measured DSL channels, and Section VII-
received symbols on the null-carriers to zero by minimizinG compares the complexity of various equalizer designs.
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A. Synthetic data simulations B. AST data set

1) Test transmission linesThe physical media for ADSL  Applied Signal Technology generously provided several
channels are metallic twisted pairs of wires, i.e. teleghomeasured ADSL data signals. The voltage signal from a
lines. Commonly, transmission lines consist of severaewitelephone line was sampled at 2.5 MHz and quantized. The
segments of different gauge and length. The gauge changiggal was frequency-duplexed so that the upstream and-down
introduce an impedance mismatch and cause signal reflsctigiream channels reside in two distinct frequency banda/ys].
Most lines also contaibridged tapsopen-circuited wire pairs resampled the data to 2.208 MHz and used the C-REVERB2
bridged onto the main cable pair. Bridged taps are intendtdining sequence, defined in [80, Sec. 10.4.5], to perform a
to offer flexibility for future alterations. (downstream) channel estimate for two recorded data shés. T

This paper uses a group of eight loops widely used Iaft side of Fig. 7 shows the achievable bit rate for the 16
research simulations, called the carrier serving area JCSREQ designs considered in the previous simulations, except
loops, which were proposed by Bell Systems in the earfyow they have been used to equalize the two AST channels.
1970s. Their impulse responses can be obtained via thg@. 7 corroborates the results from the synthetic chaninels
LINEMOD software [78], which was developed based ohig. 6.
two-port network transmission line theory [8, Sec. 3.5]eTh
simulations use the 8 CSA loops (av_ailable in _[79]) i_n serigs. Complexity comparison
with a 5¢* order Chebyshev Type | high-pass filter with cut-
on frequency at.8 KHz and a high-pass filter with cut-on - _ . .
at 138 kHz, which serve to filter out the “plain old telephone@MPIexity of the various equalizers. The FFT sizeNs=

H 1
system” (POTS) voiceband signal and the upstream si n%}?’ the CP length '9.: 32.’ 3V+1tones are use_d., .MI.ERRY.
ré,spectiv(ely ) voi 9 up '9 and SAM use 1000 iterations, the PTEQ was initialized via

2) Noise enviroment:Sources of DSL noise include im-RLS.’ and the BM-TEQ and PTEQ use 100 iterations. As th?
. - . . . designers of the MGSNR and MBR methods state that their
pulse noise, consisting of impulses occurring at randoregim

background noise, modelled as additive white Gaussiareno'igethodS are too complex for real time implementation, we do

(AWGN); and crosstalk. Crosstalk arises due to the fact thI ?ts Ssr:?gstgg':h(aetxg]eerggli’. hl?:s) ggﬁrg?nrﬁ'onntcggngﬁx'ty
twisted pairs of wires are usually bundled together in lar : 'gu gnitu Y

cables, and signals can leak from one cable to the ne §the complexity of eigensolvers and other iterative natho

Crosstalk is further divided into near-end crosstalk (NBEX €pends greatly on the number of iterations needed for con-

and far-end crosstalk (FEXT). NEXT tends to be dominant vergence. Except for the RLS initialization of the PTEQ, the

ADSL transmissions [8]. It is generally modelled as a coupli complexity estimates were determined for the implemeuorati

filter fed by a white signal that has the same bandwidfﬁ eac_h design_ as it was originally presented..COmpIexity
and statistical properties as the modulated signal usethdy Eeductlon techniques are beyond the scope of this paper.

adjacent loops. Our simulations use NEXT corresponding tohc the original initialization of the PTEQ is used [18], the

5 ISDN disturbers plus AWGN at -140 dBm/Hz (relative tocomplexity is extremely high; but when the RLS initializati

. . f [47] is used, the complexity is managable. The BM-TEQ,
23 dBm input signal power). 0 ; )
3) SimuIF;tiongresuFI)ts: Fig. 6 compares the bit rate ofTEQFB' and PTEQ have high complexity, but they also have

various designs. Delay optimization has been applied to tl?le highest performance. The MMSE and MERRY designs

methods, and the TEQ length is 17 taps, which is a commﬁﬁve very low complexity and average performance. The

L . : ) . symmetric MMSE design has the lowest complexity, but it
choice in practice. Fig. 6(a) shows designs that are optimal ffers a performance loss compared to the other desiaes. Th
terms of some cost function other than the bit rate, Fig. 6( }J P P ges.

shows approximate or iterative methods, Fig. 6(c) showgh complexity and low bit rate of SAM suggests that its

methods that explicitly attempt to maximize the bit rated angse_ be gonflned to time varying channels (for which it was
Fig. 6(d) shows the bit rate vs. delay for CSA loop 4. esigned).

The dual path TEQ computed the MMSE, MSSNR, and
MDS TEQs, and picked the best one for one path, and then VIll. CONCLUSION
designed a Min-ISI TEQ optimized over a subset of tones for This paper presented an overview of design methods for
the second path. As such, it outperforms the other desigerpualization in multicarrier systems where the channetydel
in Fig. 6(a). The approximations used in Fig. 6(b) usuallgpread is longer than the cyclic prefix. The majority of these
induce a small loss in bit rate with respect to their courddggp techniques can be cast into a common formulation based on a
in Fig. 6(a). The SAM algorithm seems to become stuck maximization of a product of generalized Rayleigh quosent
local minima of the SAM cost function, which leads to dn addition, we provided a unified notational framework and
performance loss. The designs in Fig. 6(c) are listed inrorden extensive literature survey. One goal of this unification
of fewer approximations and more general structures, heram@d common formulation was to clarify the subtle difference
performance is expected to (and generally does) increase adbetween these methods.
move left to right on the bar chart. In Fig. 6(d), the MDR, BM- Based on the common formulation, several categories were
TEQ, TEQFB, and PTEQ do not require a full delay search glistinguished, each leading to a different design stratégy
order to perform well, whereas the other designs are seasitsingle generalized Rayleigh quotient led to suboptimal (in
to the choice of delay and thus require a thorough delay kearterms of bit rate maximization) single TEQ designs. On the

The right side of Fig. 7 shows the approximate initializatio
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Fig. 6. Bit rate comparison. (a) designs that are optimakemms of a measure other than the bit rate: minimum mean sdj@srer (MMSE), maximum
shortening SNR (MSSNR), minimum intersymbol interfereribén-1SI), minimum delay spread (MDS), and dual path TEQftite-right corresponds to
top-to-bottom on the legend. (b) approximate or iteratiesigns: symmetric MMSE (Sym-MMSE), symmetric MSSNR (SyrB8NR), symmetric Min-1SI|
(Sym-Min-1Sl), multicarrier equalization by restoratiaf reduncancy (MERRY), and sum-squared auto-correlatiomimization (SAM). (c) designs that
explicitly attempt to maximize the bit rate: maximum georiteSENR (MGSNR), maximum bit rate (MBR), maximum data rateQR), bitrate maximizing
TEQ (BM-TEQ), TEQ filter bank (TEQFB), and per-tone equéalma (PTEQ). (d) bit rate vs. delay for CSA loop 4.
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other hand, optimizing a single generalized Rayleigh cunbti [18]
for each tone separately resulted in a bank of TEQ filters.
The more difficult case with a product of generalized Rayieiqlgl
quotients is required for optimal single TEQ design. Interm
diate designs could be devised based on multiple TEQ desi?ns
for subgroups of tones. 20]
We have assessed computational complexity as well as bit
rate performance using both synthetic and measured DSL
channels. For ADSL channels, most designs yield bit ratas theH
only differ by about 10%. The literature appears to be moving
towards the goal of perpetually increasing the bit rate. [22]

ACKNOWLEDGEMENTS

The authors wish to thank John Treichler and Applied 5@213]
nal Technology (Sunnyvale, CA) for providing the measured
ADSL data, and Mike Woodhall (formerly at Applied Signal24]
Technology) for answering our many questions about how the
ADSL data was measured. [25]

REFERENCES

[1] B.R. Saltzberg, “Performance of an Efficient Paralletd@ransmission [26]
System,” IEEE Trans. on Comm. Technolqgyol. 15, no. 6, pp. 805—
811, Dec. 1967.

[2] R. W. Chang, “Synthesis of Band-Limited Orthogonal it for
Multichannel Data Transmission,Bell System Tech. Journalol. 45, [27]
pp. 1775-1796, Dec. 1966.

[3] S. B. Weinstein and Ebert P. M., “Data Transmission bygkency-
Division Multiplexing Using the Discrete Fourier Transfof |IEEE
Trans. on Commun. Technologyol. 19, no. 5, pp. 628-634, Oct. 1971.[28]

[4] The European Telecomm. Standards Inst., “Radio Brastdwa System,
Digital Audio Broadcasting (DAB) to Mobile, Portible, andixed [29]
Receivers,” ETS 300 401, 1995-1997.

[5] The European Telecomm. Standards Inst., “Digital Vid&oadcasting
(DVB); Framing Structure, Channel Coding and ModulationBigital  [30]
Terrestrial Television,” ETSI EN 300 744 V1.4.1, 2001 Emfiti

[6] The Inst. of Electrical and Electronics Engineers, “@ss LAN
Medium Access Control (MAC) and Physical Layer (PHY) Speeifi
tions. IEEE Std. 802.11a,” 1999 Edition. [31]

[7] The European Telecomm. Standards Inst.,, “BroadbandoRAdcess
Networks (BRAN); High Performance Radio Local Area Network
(HIPERLAN) Type 2; System Overview,” ETR101 683 114, 1999. 132]

[8] T. Starr, J.M. Cioffi, and P.J. Silvermann,Understanding Digital
Subscriber Line TechnologyPrentice Hall, 1999.

[9] J. A. C. Bingham,ADSL, VDSL, and Multicarrier ModulatignWiley-
Interscience, 2000. [33]

[10] P. J. Kyees, R. C. McConnell, and K. Sistanizadeh, “AD3LNew
Twisted-Pair Access to the Information HighwayEEE Communica-
tions Magazinevol. 33, no. 4, pp. 52-60, Apr. 1995.

[11] J. M. Cioffi, “A Multicarrier Primer,” [Online]. Availdle: http://www- [34]
isl.stanford.edu/people/cioffi/pdf/multicarrier.pdf.

[12] A. Peled and A. Ruiz, “Frequency Domain Data Transmissising
Reduced Computational Complexity Algorithms,” int. Conf. on [35]
Acoustics, Speech, and Signal Processidgnver, Colorado, Apr. 1980,
pp. 964-967.

[13] J. A. C. Bingham, “Multicarrier Modulation for Data Tmamission: An [36]

Idea Whose Time Has ComefEEE Communications Magazineol.
28, no. 5, pp. 5-14, May 1990. (37]

[14] Z.Wang and G. B. Giannakis, “Wireless Multicarrier Caomnications,”
IEEE Signal Proc. Mag.vol. 17, pp. 29-48, May 2000.

[15] T. Pollet, H. Steendam, and M. Moeneclaey, “PerforneaDegradation
of Multi-Carrier Systems Caused by an Insufficient Guarenval,” in
Proc. Int. Work. on Copper Wire Access SysteBisdapest, Hungary,
Oct. 1997, pp. 265-270.

[16] J.-F. Van Kerckhove and P. Spruyt, “Adapted OptimizatiCriterion
for FDM-based DMT-ADSL Equalization,” ifProc. IEEE Int. Conf. on [39]
Comm, June 1996, vol. 3, pp. 1328-1334.

[17] M. Milosevic, L. F. C. Pessoa, B. L. Evans, and R. BalditRMT Bit  [40]
Rate Maximization with Optimal Time Domain Equalizer FiltBank
Architecture,” inProc. IEEE Asilomar Conf. on Signals, Systems, an{#1]
Comp, Pacific Grove, CA, Nov. 2002, vol. 1, pp. 377-382.

13

K. Van Acker, G. Leus, M. Moonen, O. van de Wiel, and T.1€pl“Per
Tone Equalization for DMT-Based SystemdEEE Trans. on Comm.
vol. 49, no. 1, pp. 109-119, Jan. 2001.

L. Vandendorpe, “Fractionally Spaced Linear and DF NOMEqualizers
for Multitone Systems without Guard TimeAnnals of Telecomwvol.
52, no. 1-2, pp. 21-30, Jan.—Feb. 1997.

L. Vandendorpe, J. Louveaux, B. Maison, and A. CheVyé#ibout the
Asymptotic Performance of MMSE MIMO DFE for Filter-Bank Bab
Multicarrier Transmission,IEEE Trans. on Commvol. 47, no. 10, pp.
1472-1475, Oct. 1999.

T. Pollet, M. Peeters, M. Moonen, and L. Vandendorpegu#lization
for DMT-Based Broadband ModemsEEE Comm. Magazinevol. 38,
no. 5, pp. 106-113, May 2000.

G. Leus and M. Moonen, “Per-Tone Equalization for MIMG-DM
Systems,” IEEE Trans. on Signal Processing, Special Issue on Signal
Processing for MIMO Wireless Comm. Systewdl. 51, no. 11, pp.
2965-2975, Nov. 2003.

G. Leus, I. Barhumi, and M. Moonen, “Per-Tone Equalmat for
MIMO-OFDM Systems,” inProc. IEEE Int. Conf. on CommMay
2003, vol. 4, pp. 2345-2349.

N. Al-Dhahir, “FIR Channel-Shortening Equalizers f&fIMO ISl
Channels,” IEEE Trans. on Commyvol. 49, no. 2, pp. 213-218, Feb.
2001.

S. Barbarossa, G. Scutari, and A. Swami, “MUI-free CDNbstems
Incorporating Space-Time Coding and Channel Shortenirig,Proc.
IEEE Int. Conf. on Acoustics, Speech, and Signal Prbtay 2002,
vol. 3, pp. 2213-2216.

R. Samanta, R. W. Heath, Jr, and B. L. Evans, “Joint 8game
Interference Cancellation and Channel Shortening,” Pioc. IEEE
Asilomar Conf. on Signals, Systems, and Compukasific Grove, CA,
Nov. 2003, vol. 1, pp. 32-36.

T. Miyajima and Z. Ding, “Multicarrier Channel Shortey Based on
Second-Order Output Statistics,” roc. IEEE Workshop on Signal
Proc. Advances in Wireless ComrRRome, Italy, June 2003, pp. 623—
627.

G. H. Golub and C. F. Van LoanMatrix Computations The Johns
Hopkins University Press, Baltimore, MD, 1996.

D. D. Falconer and F. R. Magee, “Adaptive Channel Menifmyncation
for Maximum Likelihood Sequence EstimatiorBell Sys. Tech. Journal
pp. 1541-1562, Nov. 1973.

R. K. Martin, M. Ding, B. L. Evans, and C. R. Johnson, Jinfinite
Length Results and Design Implications for Time-Domain &iers,”
IEEE Trans. on Signal Processingol. 52, no. 1, pp. 297-301, Jan.
2004.

P. J. W. Melsa, R. C. Younce, and C. E. Rohrs, “Impulsep@ese
Shortening for Discrete Multitone Transceivers,[EEE Trans. on
Comm, vol. 44, pp. 1662-1672, Dec. 1996.

X. Yang, T. K. Sarkar, and E. Arvas, “A Survey of Conjugdbradient
Algorithms for Solution of Extreme Eigen-Problems of a Nigtr IEEE
Trans. on Acoustics, Speech, and Signal Procesinly 37, no. 10, pp.
1550-1556, Oct. 1989.

R. K. Martin, J. Balakrishnan, W. A. Sethares, and C.éhnkon, Jr., “A
Blind, Adaptive TEQ for Multicarrier SystemslEEE Signal Processing
Letters vol. 9, no. 11, pp. 341-343, Nov. 2002.

M. Nafie and A. Gatherer, “Time-Domain Equalizer Traigi for
ADSL,” in Proc. IEEE Int. Conf. on CommMontreal, Canada, June
1997, vol. 2, pp. 1085-1089.

G. Arslan, B. L. Evans, and S. Kiaei, “Equalization forisbrete
Multitone Receivers To Maximize Bit Rate,IEEE Trans. on Signal
Processingvol. 49, no. 12, pp. 3123-3135, Dec. 2001.

G. Arslan, Equalization Techniques for Multicarrier ModulatipfPh.D.
thesis, The Univ. of Texas at Austin, Dec. 2000.

K. Vanbleu, G. Ysebaert, G. Cuypers, M. Moonen, and Kn Yker,
“Bitrate Maximizing Time-Domain Equalizer Design for DMJased
Systems,” IEEE Trans. on Commuvol. 52, no. 6, pp. 871-876, June
2004.

] K. Vanbleu, G. Ysebaert, G. Cuypers, M. Moonen, and Kn ¥aker,

“Bitrate Maximizing Time-Domain Equalizer Design for DMJased
Systems,” inProc. IEEE Int. Conf. on CommMay 2003, pp. 2360—
2364.

R. Freund and F. Jarre, “Solving the sum-of-ratios fob by an
interior-point method,” Tech. Rep., Bell Labs, 1999.

S. Schaible, “Fractional Programming — a Recent SytvéyStatistics
and Management Systeml. 29, pp. 845-866, Mar. 2001.

Y. Almogy and O. Levin, “A Class of Fractional Progranmgi
Problems,” Operations Researctvol. 19, pp. 57-67, 1971.



14

[42]

[43]

[44]

[45]

[46]

[47]

(48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

TO APPEAR INIEEE TRANSACTIONS ON SIGNAL PROCESSIEGMMER 2005

N. Al-Dhahir and J. M. Cioffi, “Optimum Finite-Length Eglization [66]
for Multicarrier Transceivers,” ifProc. IEEE Global Comm. ConfSan
Francisco, CA, Nov. 1994, pp. 1884-1888.

N. Al-Dhahir and J. M. Cioffi, “Optimum Finite-Length Eglization [67]
for Multicarrier Transceivers,"IEEE Trans. on Commvol. 44, no. 1,

pp. 5664, Jan. 1996.

N. Al-Dhahir and J. Cioffi, “A Band-optimized Reducedroplexity —[68]
Equalized Multicarier Transceiver,JEEE Trans. on Commuyol. 45,

pp. 948-956, Aug. 1997.

N. Lashkarian and S. Kiaei, “Optimum Equalization of Kicarrier [69]
Systems: A Unified Geometric ApproacHEEE Trans. on Commuvol.

49, pp. 1762-1769, Oct. 2001.

K. Vanbleu, G. Leus, and M. Moonen, “Per-Tone Equal@afor DMT-

based Transmission over IIR Channels,”Rroc. IEEE Global Comm. [70]
Conf, 2001, pp. 405-409.

K. Van Acker, G. Leus, M. Moonen, and T. Pollet, “RLS-Bds
Initialization for Per-Tone Equalizers in DMT ReceiversBEE Trans.

on Comm,vol. 51, no. 6, pp. 885-889, June 2003. [71]
G. Ysebaert, M. Moonen, and T. Pollet, “Combined RLS-&Nhitial-
ization for Per Tone Equalizers in DMT-receivers,” froc. IEEE Int.

Conf. on Acoustics Speech and Signal Processiidando, FL, May [72]
2002, pp. 111-2537 — 111-2540.
K. Vanbleu, G. Ysebaert, G. Cuypers, and M. Moonen, r&&é Maxi- (73]

mizing Per-Group Equalization for DMT-based Systems,” 18itted to
Elsevier Signal Processingiug. 2003.

G. Goertzel, “An algorithm for the evaluation of finitegonometric [74]
series,” Amer. Math. Monthlyvol. 65, pp. 34-35, 1958.

J. S. Chow and J. M. Cioffi, “A Cost-Effective Maximum lgkhood
Receiver for Multicarrier Systems,” iRroc. IEEE Int. Conf. on Comm.
June 1992, vol. 2, pp. 948-952. [75]
N. Al-Dhahir and J. M. Cioffi, “Efficiently Computed Redad-
Parameter Input-Aided MMSE Equalizers for ML Detection: Aified
Approach,” IEEE Trans. on Info. Theorwol. 42, no. 3, pp. 903-915,
May 1996. [76]
M. Van Bladel and M. Moeneclaey, “Time-Domain Equatiza for
Multicarrier Communication,” inEEE Global Telecomm. ConfNov.

1995, pp. 167-171.

G. Ysebaert, K. Van Acker, M. Moonen, and B. De Moor, “Gtaints  [77]
in Channel Shortening Equalizer Design for DMT-based 3wyste
Signal Processingvol. 83, pp. 641-648, Mar. 2003.

K. Van Acker, Equalization and Echo Cancellation for DMT-based
DSL ModemsPh.D. thesis, Katholieke Universiteit Leuven, Jan. 2001[78]
ftp://ftp.esat.kuleuven.ac.be/pub/sista/vanackpoirs/01-02.ps.gz.

J. S. Chow, J. C. Tu, and J. M. Cioffi, “A Discrete Multi®iransceiver
System for HDSL Applications,”|IEEE Journal on Selected Areas in [79]
Comm, vol. 9, no. 6, pp. 895-907, Aug. 1991.

D. Pal, G. N. lyengar, and J. M. Cioffi, “A New Method of Gireel
Shortening With Applications to Discrete Multi Tone (DMTySems,”

in Proc. IEEE Int. Conf. on CommJune 1998, vol. 2, pp. 763-768. [80]
K. Van Acker, G. Leus, M. Moonen, S. Claes, and O. van delWi

“An improved optimization algorithm for time domain equadi design

in ADSL modems,” inProc. Int. Workshop on Copper Wire Access
SystemsOct. 1997, pp. 117-123.

K. Van Acker, G. Leus, M. Moonen, S. Claes, and O. van delWim-
proved Time Domain Equalization for ADSL,” iRroc. ProRisc Work.
on Circuits, Systems and Signal Processinierlo, The Netherlands,
Nov. 1997, pp. 615-620.

C. Yin and G. Yue, “Optimal Impulse Response ShorterforgDiscrete
Multitone Transceivers,”|IEE Electronics Lettersvol. 34, pp. 35-36,
Jan. 1998.

R. Schur, J. Speidel, and R. Angerbauer, “Reduction war@ Interval
by Impulse Compression for DMT Modulation on Twisted Paiblea,”
in Proc. IEEE Global Comm. ConfNov. 2000, pp. 1632-1636.

I. llani, “Time Domain Equalizer for DMT TransceiversA-Geometric
Approach,” US patent no. 6341298, Jan. 2002.

R. K. Martin, J. Balakrishnan, W. A. Sethares, and C. Bhnkon,
Jr., “Blind, Adaptive Channel Shortening for Multicarri€ystems,” in
Proc. IEEE Asilomar Conf. on Signals, Systems, and ComgpRecific
Grove, CA, Nov. 2002.

D. Daly, C. Heneghan, and A. D. Fagan, “Minimum Mean-&ed Er-
ror Impulse Response Shortening for Discrete Multitonen3cievers,” |
IEEE Trans. Signal Processingol. 52, no. 1, pp. 301-306, 2004.

R. K. Martin, M. Ding, B. L. Evans, and C. R. Johnson, JEfficient
Channel Shortening Equalizer DesigrURASIP Journal on Applied
Signal Processingvol. 2003, no. 13, pp. 1279-1290, Dec. 2003.

C. Ribeiro, V. Silva, and P. S. R. Diniz, “Linear Phaseplulse Response
Shortening for xDSL DMT Modems,” idEEE Int. Telecom. Symp.
Brazil, Sept. 2002, pp. 368-371.

G. Arslan, B. L. Evans, and S. Kiaei, “Optimum Channeb&éning for
Discrete Multitone Transceivers,” iroc. IEEE Int. Conf. on Acoustics,
Speech, and Signal Pro2000, vol. 5, pp. 2965-2968.

M. Ding, B. L. Evans, R. K. Martin, and C. R. Johnson, JMinimum
Intersymbol Interference Methods for Time Domain Equali2esign,”
in Proc. IEEE Global Comm. ConfSan Francisco, CA, Dec. 2003,
vol. 4, pp. 2146-2150.

M. Ding, A. J. Redfern, and B. L. Evans, “A Dual-path TE@®&ture
for DMT-ADSL Systems,” inProc. IEEE Int. Conf. on Acoustics,
Speech, and Signal PrgcSan Francisco, CA, May 2002, vol. 3, pp.
2573-2576.

R. Schur and J. Speidel, “An Efficient Equalization Mmdito Minimize
Delay Spread in OFDM/DMT Systems,” iRroc. IEEE Int. Conf. on
Comm, Helsinki, Finland, June 2001, vol. 5, pp. 1481-1485.

S. Celebi, “Interblock Interference (IBI) Minimizindime-Domain
Equalizer (TEQ) for OFDM,” IEEE Signal Processing Lettersol.
10, no. 8, pp. 232-234, Aug. 2003.

A. Tkacenko and P. P. Vaidyanathan, “Noise Optimizedegfilter
Design of Time-domain Equalizers for DMT Systems,” Rnoc. IEEE
Int. Conf. on Comm.New York, NY, Apr.—May 2002, vol. 1.

M. de Courville, P. Duhamel, P. Madec, and J. Palicot, lin@
equalization of OFDM systems based on the minimization afadgatic
criterion,” in Proc. IEEE Int. Conf. on CommbDallas, TX, June 1996,
pp. 1318-1321.

F. Romano and S. Barbarossa, “Non-Data Aided Adaptiver@el
Shortening for Efficient Multi-Carrier Systems,” iRroc. IEEE Int.
Conf. on Acoustics, Speech and Signal Prétong Kong SAR, China,
Apr. 2003, vol. 4, pp. 233-236.

W. Henkel and T. Kessler, “Maximizing the Channel Capaof
Multicarrier Transmission by Suitable Adaptation of then&domain
Equalizer,” IEEE Trans. on Commuyol. 48, no. 12, pp. 2000-2004,
Dec. 2000.

J. Balakrishnan, R. K. Martin, and C. R. Johnson, Jrljr@® Adaptive
Channel Shortening by Sum-squared Auto-correlation Mizétion
(SAM),” IEEE Trans. on Signal Processingol. 51, no. 12, pp. 3086—
3093, Dec. 2003.

D. G. Messerschmitt and A. Salvekar, “Linemod softwaiar
transmission line analysis,” Stanford University. [Oelin Available:
http://www.stanford.educioffi/linemod/linemod.html.

G. Arslan, M. Ding, B. Lu, M. Milosevic, Z. Shen, and B. L.
Evans, “MATLAB DMTTEQ Toolbox 3.1 The Univer-
sity of Texas at Austin, May 10, 2003. [Online.] Available:
http://www.ece.utexas.edubevans/projects/adsl/dmtteq/dmtteq.html.
International Telecommunications Union, “Asymmedtli Digital Sub-
scriber Line (ADSL) Transceivers,” ITU, 1999.

Richard K. Martin obtained dual B.S. degrees in
physics and electrical engineering from the Univer-
sity of Maryland, College Park in 1999 (Summa
Cum Laude), and an M.S. and a Ph.D. in electrical
engineering from Cornell University in 2001 and
2004, respectively. Since August 2004, he has been
an Assistant Professor at the Air Force Institute of
Technology in Dayton, Ohio, where he is the signal
processing curriculum chair. His research interests
include equalization for multicarrier systems; blind,
adaptive algorithms; reduced complexity equalizer

R. K. Martin, C. R. Johnson, Jr., M. Ding, and B. L. Evat&xploiting ~ design; and exploiting sparsity for performance improvemef adaptive

Symmetry in Channel Shortening Equalizers,” Rmoc. Int. Conf. on filters. He has published seven journal papers, sixteerecemée papers, and
Acoustics, Speech, and Signal Proelong Kong SAR, China, Apr. the bookTheory and Design of Adaptive Filters Answer Boakd he has
2003, vol. 5, pp. V-97-V-100. three patents pending.



MARTIN, et al.: UNIFICATION AND EVALUATION OF DMT EQUALIZATION

Centre for Wireless Communications at the National Uniteisf Singapore.
He is currently a member of Technical Staff with Bandspeed,, |Austin,

Texas. His research interests include multicarrier mdgiwlacommunications,
adpative signal processing and VLSI prototyping of comroatibn systems.

VDSL.

Koen Vanbleu was born in Bonheiden, Belgium,
in 1976. In 1999 and 2004, he received the Maste
degree and Ph.D. degree in electrical engineerin
from the Katholieke Universiteit Leuven, Leuven,
Belgium. From 1999 to 2003, he was supported b
the Fonds voor Wetenschappelijk Onderzoek (FWO
Vlaanderen. Since November 2004, he is with the
DSL Engineering division of Broadcom in Meche-

15

Brian L. Evans is a tenured Associate Professor
in the Department of Electrical and Computer En-
gineering at The University of Texas at Austin. His
BSEECS (1987) degree is from the Rose-Hulman
Institute of Technology, and his MSEE (1988) and
PhDEE (1993) degrees are from the Georgia Insti-
tute of Technology. From 1993 to 1996, he was a

len, Belgium. His research interests are in the area

! post-doctoral researcher at the University of Califor-
nia, Berkeley.
digital signal processing for DSL communications.

In signal processing, his research group is focused
on the design and real-time software implementation
of wireless OFDM basestations and ADSL transceivers fdnsigeed Internet
access. His group developed the first time domain equaliaering method
that maximizes a measure of bit rate and is realizable intim&l in fixed-
point software. In image processing, his group is focusedtten design
and real-time software implementation of high-qualityftealing for desktop
printers and smart image acquisition for digital still caese
He is an Associate Editor for tH&EEE Transactions on Signal Processing
Ming Ding received his B.S. degree from Depart-2 member of the_ Design and Implementation of S_ignal Pramgﬁ'ystems
ment of Electronic Science at Nankai UniversityTeChn'cal Committee of thg IEEE S!g_nal Processing Socmlrjd_ a _Senlor
in 1995, M. ENG Degree from Department of Member of the IEEE. He is the recipient of a 1997 US Nationaki&me

Electrical and Computer Engineering at Nationaf-oundation CAREER Award.
University of Singapore in 1999, and Ph.D. De-
gree form Department of Electrical and Computer
Engineering at The University of Texas at Austin
in 2004, respectively. From 1995-1997, he was an
R&D engineer with the National Post & Telecom.
Industry Co., Shanghai, China. Form April 1999 to
Aug. 2000, he worked as an R&D Engineer for the

Marc Moonen received the Electrical Engineering
degree and the Ph.D. degree in applied sciences from
the Katholieke Universiteit Leuven, Leuven, Bel-
gium, in 1986 and 1990, respectively. Since 2004, he
is a Full Professor at the Electrical Engineering De-
partment of Katholieke Universiteit Leuven, where
he is currently heading a research team of 16 Ph.D.
candidates and postdocs, working in the area of sig-
nal processing for digital communications, wireless
communications, DSL, and audio signal processing.
He received the 1994 KU Leuven Research Council
Award, the 1997 Alcatel Bell (Belgium) Award (with Piet Vamele), and was
a 1997 “Laureate of the Belgium Royal Academy of Science.” s the
Chairman of the IEEE Benelux Signal Processing Chapter82032), and
Geert Ysebaertwas born in Leuven, Belgium, in is currently a EURASIP Ad-Com Member (European AssociafamSignal,
1976. He received the Master degree and Ph.CBpeech and Image Processing, from 2000 to the present). Hditsr-in-
degree in electrical engineering from the KatholiekeChief for the EURASIP Journal on Applied Signal Processiffgom 2003
Universiteit Leuven (KULeuven), Leuven, Belgium, to the present), and a Member of the Editorial Boardimtegration, the
in 1999 and 2004, respectively. From 1999 to 2003YLS! Journal IEEE Transactions on Circuits and Systems(2D02-2003),
he was supported by the Flemish Institute for ScienEURASIP Journal onWireless Communications and Netwoykimgl IEEE
tic and Technological Research in Industry (IWT).Signal Processing Magazine
Since September 2004, he is with Alcatel, Research
and Innovation in Antwerp, Belgium. His research
interests are in the area of digital signal processing
for DSL communications.

C. Richard Johnson, Jr. was born in Macon, GA
in 1950. He received a B.E.E. with high honors
from the Georgia Institute of Technology (1973);
and an M.S.E.E. and a Ph.D. in E.E. with minors
in Engineering-Economic Systems and Art History
from Stanford University (1975, 1977). He is cur-
rently a Professor in the School of Electrical and
Computer Engineering at Cornell University.

Milos Milosevic received his BS and MS in electri-

cal engineering at the lllinois Institute of Technology

in Chicago, IL in 1996 and 1998, respectively anojs

his Ph.D. at the University of Texas at Austin in"

Dr. Johnson has received school, college, and
national teaching awards, including selection by
Eta Kappa Nu as the Outstanding Young Electrical

2003. He was a member of engineering staff aEngineer in 1982 and as the C. Holmes MacDonald Outstandearher
the Motorola Semiconductor Product Sector an@mong young professors of electrical engineering in the W8A983. Dr.
at the Texas Instruments Broadband Sector. He idohnson was elected a Fellow of the IEEE in 1989 for “contidims to
currently a senior engineer in the Wireline Teleme-adaptive parameter estimation theory with applicationdigital control and
try Department of Schlumberger in Houston, TX.signal processing.” In 1991, he was selected a Distingdidlexturer of the
His research interests are communication systenignal Processing Society of the IEEE. Dr. Johnson’s curesearch interests
including multicarrier systems such as ADSL andare in adaptive parameter estimation theory that is usefapplications of
digital signal processing to communications systems.



