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Abstract—Reliable mobile underwater acoustic communica- .
tion systems must compensate for strong, time-varying Doppler
effects. Many Doppler correction techniques rely on a single ».&"
bulk correction to compensate first-order effects. In many cass,
residual higher-order effects must be tracked and corrected sing
other methods. The contributions of this paper are evaluations of
(1) signal-to-noise ratio (SNR) performance from three Doppler
estimation and correction methods and (2) communication per-
formance of Doppler correction with static vs. adaptive equal- _ = N
izers. The evaluations use our publicly available shallow water 7 O {167m 77

. > - .. Lake Travis
experimental dataset, which consists of 360 packet transmission K $
samples (each 0.5s long) from a five-channel receiver array. /ﬁ )
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I. INTRODUCTION E 5

Wireless signals experience a variety of degradations @u "-ﬂ», :
channel imperfections [1], [2]. Just as electromagnetjoaiis e
. . . v Bathymetric data provided by
are subject to a number of channel effects, including attent : University of Texas Applied Research Laboratory’
tion, reflections, and interference, underwater acousdgicats ‘'mr———
are SUbJeCt to the same eﬁec_ts' One key dlﬁerence_ betw |gr.] 1. Aerial view of the Lake Travis test environment wittkéabed
the RF and Und_erwater acoustic Channe|3_|5 propagation SP&fevations given above sea level. The water level is 198 m fivhaeceivers
The ~200,000 times slower sound speed in water makes tineee located at the Lake Travis Test Station. Figure reptifrtem [7].

varying Doppler effects much more pronounced [3].

EERRREE]

When compared to many RF wireless communication sig- Mr- . LR °yﬁ;r <
nals, underwater communication signals are widebandn ofte o et . :
operating at very low Q-factors [4], [5]. It therefore catno ‘.ﬁ (v L - S
be assumed that Doppler effects are treatable with a uniform o #z. R 5 :':o.. TV :"' . -:.‘;-r.sl
frequency shift. Also, a highly reflective, changing suefand ol SN o.'«:-y‘,{ *("-%{Ef'
strong, refractive gradients further complicate the clehf#i. T % . Z‘?;‘&‘-ﬁ'% \'{&

At The University of Texas Applied Research Laboratory T e . .3".:::'.-‘} Ry ‘&:“‘.
(ARL), we have been investigating methods of sending data | _#&¢ ™ ;g*', 733

acoustically through water. In Nov. 2009 at ARLs Lake
Travis Test Station (Fig. 1), we observed that transmitted ™
communication signals were drastically affected by theelak
environment [7]. Analysis of the data revealed two prolibit

impairments common to the shallow underwater acoustic-ch%g' 2. Typical residual Doppler effects on the phase of aeivec
SK signal after a bulk Doppler offset correction. Voronegions for the

nel (SUWA): (1) high energy, |(_)ﬂg time constant reve_rbmti maximum-likelihood detector are denoted by dashed lines. ,Heeximum
and (2) significant, time-varying Doppler effects with timephase error is apparent at the peak offset near 150ms.

constants on the order of our packet lengths. Fig. 2 shows how

Doppler effects can affect a received signal. Several asitho

have reported similar challenges in underwater tests 8], [ the SNRs after applying three Doppler compensation tech-
In this paper, we report our process in decoding signatgjues, and then analyze static and adaptive equalizatien.

transmitted over a distance of 30 to 1285 m in a shalloalso introduce the dataset, available at http://usersien@s.

underwater (SUWA) channel approx. 37 m deep. We compardu/~bevans/projects/underwater/datasets/.

100 200
Time (ms)


http://users.ece.utexas.edu/~bevans/projects/underwater/datasets/
http://users.ece.utexas.edu/~bevans/projects/underwater/datasets/

l. BACKGROUND Training Payload
An important first step in Doppler compensation is tq 128 symbols 3968 symbols

LFM
estimate the average bulk Doppler shift. This can be done by N '
simply measuring the frequency offset of a pilot tone. Areoth -
class of techniqgues uses matched filtering to measure the [
time distance between two or more known transmissions. A

y 25 ms ———— 250 ms

deviation from the expected time difference can be inteegre : — :
as a time dilation that is proportional to Doppler shift. Buc 0 100 i 200 300 400
transmissions can be repetitions of a waveform having high_ Time (ms)
time-bandwidth product such as pseudo-noise sequences $r 0
linear frequency modulation (LFM) chirps [9]. LFMs are am; 50
good choice because of their resilience against severelBopps,
effects. A variant of this idea, proposed by Moose, allows< -50 0 50
frequency offset to be estimated from the phase of the cross- Frequency (kHz)
correlation between two successively repeated, basebande
symbol sequences [10]. These repeated sequences are-cofi§icB: Packet structure used for the test and its transnsfiedtrum, showing

. . . .., the 45kHz and 87kHz pilot tones. The waveform pictured is dathfrom a
ered asself-referencing. Alternatively, the single Doppler shift 535 1 \ong shallow underwater channel.
can be determined by measuring the dominant frequencytoffse
in a discrete Fourier transform (DFT) of a power-law rectifie

PSK sequence. For a BPSK signal, rectification is achieved Q¥s of a 62.5 kHz center frequency with a bandwidth of
squaring the received samples; for QPSK, the samples mg$to5 kHz. Second, the waveform was structured to resemble a
be raised to the power of 4. An important caveat is that nois@actical design that is suitable for data communicatiopiiap
power is also increased by rectification. _ cations. We employed QPSK modulation, using a square root
We improve upon an overall packet-wide correction bisised cosine pulse shape with a rolloff factor of 1. The pack
responding to time-varying residual Doppler effects tgiou consisted of 4096 symbols at a symbol rate of 15.625 kHz.
piecewise estimation and correction. For example, PSkpirg, we also incorporated elements that facilitate asialy
modulated packets can be partitioned into windows and igf reverberation in the channel. The waveform contained 100
dividually analyzed by rectifying, performing a DFT, andys gaps of silence to reduce inter-packet interferenceidn th
observing the dominant frequency offsets. Alternativéhe experiment, and a single data packet was preceded with an
phased lock loop (PLL) is a common technique for discovering=p chirp for the purpose of measuring the channel impulse
time-varying offsets in frequency [11], [12]. PLLs can &acesponse over 100 ms. The LFM chirp also facilitated the
phase changes in PSK-modulated waveforms as well as pigfomatic time registration of packets after initial saimgpl
tones situated outside of the data signal band, but can Bgaly, the design incorporated features that are spetufic
challenging to properly configure in quickly varying chaline yhe frequency offset and Doppler detection techniques that
with multipath. _ _ we are analyzing. Specifically, two pure pilot tones were
Other techniques for Doppler detection exist. One papgfijed at 45 kHz and 87 kHz to facilitate phase tracking,
reports the use of cross-correlation over one sequence Qi four repetitions of a length 13 Barker sequence were
training data at the start of each packet to estimate frequenqged to allow for self-referencing frame synchronization
offset, followed by the use of a phase-locked loop that ig,4 frequency offset detection [9]. Furthermore, 76 symbol
closely coupled with its decision feedback equalizer [8]:  fo||owed the Barker sequences and were used for equalizer
other paper ambitiously addresses open-sea OFDM underwgigining. Fig. 3 shows the packet structure and the transdhit
communications by using cross-correlation to find preambje;\ eform spectrum.
and postamble sequences on each packet to estimate thé OVeIg, petter understand the SUWA channel, we plot channel

frequency offset, analyzing unwanted energy in a set of Nyl se responses for near and far ranges in Fig. 4. Longer
subcarriers that may be present because of residual DOPRI&farperation time constants and more complex power delay
effects, and then tracking phase offsets in pilot tones. [14] grofiles are often observed as range increases. The loudest

.For our work, we gstimatfad Doppler shift using thre ath is not always the earliest received path, especially fo
different methods. The first estimated the average bulk lmuppfar range. Attenuation also varies with frequency and trins
shift using self-referenced correlation. The second &dck

ower [15].
time-varying Doppler effects through windowed DFT. Thg [15]
third measured pilot tone frequency over intervals of time. B. Data Collection

! !

1. METHODOLOGY Data was collected Nov. 6, 2009 at the ARL Lake Travis

A. Waveform Design Test Station. The lake, with an estimated depth of 37 m [16],
We designed the waveform to satisfy four objectives. Firsdffers a number of challenges in data communication, inrclud
the transmitter and receiver frequency response prompted ing seasonal thermoclines that cause changes in the dinatti



0 | — Position 3 CIR First, the frame synchronizer identifies the presence of an
Position 1 CIR | LFM chirp which precedes the data frame. At this stage the
ol , ] received signal is basebanded and decimated to 4x the symbol
rate. Finer frame synchronization is then achieved throaigh
self-referenced Barker sequence correlation.

Second, one of three Doppler detection algorithms is per-
formed. The first determines the overall time dilation that
is proportional to the Doppler shift over the set of Barker
sequences [10]. The second involves the use of windowed
DFT to measure the frequency offset of the rectified sequence
within each window. We select among 1 (the entire 250 ms
data sequence), 2 (each 125 ms), 4 (each 62.5 ms), and 8 (each
Fig. 4. Channel impulse responses (CIR) for near and far mresiton 31.25 ms). The third measures pilot tone frequency, and uses
1 range is 30 m and Position 3 range~4260 m. the same window configurations. Although our packets contai
two pilot tones, we had found that the upper tone (87 kHz) was

tendency of sound propagation, reflections from the flat coPI(—atter positioned within the receivers 'operatlonal f ey

crete surface of Mansfield Dam, and line-of-sight bIockagﬁlnge and the_refore had a stronger 5|g_nal. The pilot tone is

from the hilly terrain of the former riverbed (see Fig. 1). lltered by an ideal 1.25 kHZ bandpz_;\s_s filter to accommodate
The omnidirectional transducer used to transmit the wa/P_ 0 a=1% frequency shift before it is analyzed.

forms was connected to an amplified DAC operating at a 500Th|rd, Doppler correction is applied using the results from
T second stage. We upsample the 4x oversampled base-

kHz sample rate. At unity gain, the transducer placed aboug ded b fact f10. Ii v int late t
W of acoustic power into the water. It was tethered to a boat nded sequence by a factor O , linearly interpofate 1o
tore symbol timing, and multiply by a phase correction

various depths between 1 m and 8 m. The receiver consiste . . X
actor to restore the phase information of the carrier. The

a flat, planar array of 5 directional hydrophones with harizab i ) ) .

and vertical half-power beamwidths of approx.°4&nd 10, Inear mt_erpolatlpns are perf(_)rmed according to a series ?

respectively. The array was submerged to a depth of 4.6 iecewise cubic spllnes.derlved from the Dpppler detestor

at the test station. Hydrophone signals were preamplified afﬁequenc_:y offsets, wherd is the number of windows. .
The final stage employs a fractionally spaced decision

sampled at 200 kHz by a 1 MHz multiplexed DAC. .
The positions used for analysis are shown in Table I. nggdback equalizer (DFE) structure thgt operates on t.he ax
versampled sequence [17]. The equalizer uses 5 fradional

2 through Pos. 4 distances reported in the table vary B -
about 50 m due to boat drift experienced during each daﬁéaced (4x symbol rate) forward and 3 decision feedback

collection cycle. While Pos. 1 through Pos. 3 involve thgarl’st'. Equahzet;]cciefflc_lents are |n|t|al|€]ad to tlhe (Ijegsjéasgsth
stationary placement of the transducer at depths of 2.1 JRution over the fraining sequence. The payload data 13 the

and 8.3 m, Pos. 4 features a vertical, oscillating motion 8{ocessed by (1) the static DFE or (2) a decision-directed

about 0.5 Hz (from about 5.7 m to 7.2 m) to simulate bogtdaptlve DFE with a learning rate of 0.01.

motion from heavy waves, and Pos. 5 involves the towirlg. Analysis Framework

of the transducer at speeds 6 km/h at varying depths no  In our experiment, the analysis framework processes the

greater than 5 m. In total, 360 data packets were recorded omgceived waveform with the software receiver using one of 9

a 2-hour span. A representative subset of 29 packets was uggférent Doppler estimation configurations (as listed able

in this preliminary analysis. Il). We measure the uncoded bit error rate (BER), and estimat
the SNR at the equalizer output according to:

Amplitude (dB)

i

0 500 1000
Symbol periods

TABLE |

BOAT AND TRANSDUCER POSITIONS SNR =9201o & 1
est 210 Re ( )

Pos Range Motion TX Gain . . . L .
T 15 mg Docked o barge T3gs_ Here,R, is the RMS ;lgnal magnltude that coincides Wlth the
2 325 -375m Free-floating -7.dB expected symbol position within the QPSK constellatiord an
3 1235-1285m  Free-floating ~3d8 R isthe RMS error vector magnitude, which is the distance of
4 185 - 255 m Simulated vertical “wave” motion -7 dB h led bol f h d llati L.
5 300 - 80 m Towing atw3kis 10 dB the sampled symbol from the expected constellation positio

While this SNR estimate is useful for comparing relative
. performance, the accuracy of this estimate degrades when tr
C. Software Receiver SNR gets low £5dB), as MMSE equalizers tend to shrink

The software receiver consists of a frame synchronizertap coefficients and center received symbols in the constel-
Doppler detection stage, a Doppler compensator (via resalation when subject to high noise. The BER measurement is
pling), and an equalizer stage. These stages initially tadee instrumental in quickly determining the receiver's succes
packet of received samples as input and then execute a gidecoding the data. Small BER rates can be tolerated in sgstem
selection of Doppler detection and equalizer implemeoiati  that employ error correcting codes [17], [18].



TABLE I Static EQ Adaptive EQ  Static EQ Adaptive EQ

DOPPLER ESTIMATION CONFIGURATIONS ABCDE|FGH| ABCDE|FGH.I ABCDE|FGH| ABCDE|FGH.I
Pkt 1 i 1
A B C D E 5 2|
-
Method Moose DFT DFT DFT DFT . 3 = 3 (Perfact
# WindowsD = 1 1 2 4 8 g ~ G
F G H | a4 4 Ppaing,
Method Pilot Pilot  Pilot  Pilot 5 4 5
# WindowsD = 1 2 4 8 6 6
1 : 1 i BN
‘ ‘ ‘ (o] 2 H 2 H HlH
o 5f [__JWithout EQ |l g 3 3
g I static EQ a 4 . 4]
z [ Adaptive EQ - !
@ 5 5
g 10 g cuns ...
E 1) = [nie==
% 5 (] 2 "HERBIRRRS
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Fig. 5. Average single receiver element estimated SNR foroafigurations, o 2 -
prior to equalization and also after both equalization méghes. Table Il lists . 3
Doppler estimation configurations. 8 4 . -
o
5 S -
IV. EXPERIMENTAL RESULTS h

The average SNR estimates from the individual Dopplag 2
compensation techniques, as well as the average SNR es#i->
mates after equalization are shown in Fig. 5. The packe& ‘
wide frequency offset detection (Config. A) offered by self-
referenced correlation performs the worst of all Dopplaneo _ o
pensation configurations (before equalization). Sincefigon Estimated SNR (dB) _Bit Error Rate
A estimates frequency offset from a series of symbols that BT L ] L - |

. ; 0O 5 10 15 20250 1 2 3 4 5
comprise~1.2% of the entire packet data sequence, only the
corresponding Doppler effects observed in that subsetw# ti rig. 6. SNR and BER performance of QPSK single element receivéve
are represented in the estimate. On the other hand, the Difegitions given in Table I using the configurations listedrable II.

technique with three windows (Config. D) performs the best,
[ Adaptive EQ

closely followed by other DFT window configurations. 100

Details on equalizer performance can be found in Fig. 80
6. Column headings denote the use of static and adaptivei 60
equalizers, while the main portion shows the results of each

40

Percel

individual decoding operation corresponding with one dachp 20

packet (grouped among individual receivers within the 5- 0

receiver array). These groupings are then arranged sequen AB Do
nfiguration

tially according to received packet, as 5 or 6 packets were
transmitted at each position. Lighter shades signify sssfoé  Fig. 7. Percentage of packets (of the 145 analyzed) with BER05
decoding operations; darker shades signify failure.

An important characteristic of the BER visualizations is
evidence of catastrophic failures. A BER of around 0.5 often One intriguing observation that was evident in some packets
coincides with a failure of frame synchronization or Dopplewvas the corruption of pilot tone phase (Configs. F-1 in Fig.
correction. Such failure exceeds the capabilities of égeil  6). Fig. 8 shows inconsistencies among pilot tones that were
to correct the problem. It is also possible for the adaptiieacked among the 5 receivers simultaneously using a PLL-
equalizer to respond in undesirable ways to noise or othgpe algorithm. Although further analysis is needed, itighty
channel effects, although we had found that under most dikely that multiple paths are causing selective fadingte t
cumstances this was not the case. For reference, the pegeenteceivers, making the algorithm lose accuracy.
of packets that yielded a BER of more that 0.05—an upperWe had observed that the accuracy of Doppler detection
threshold for a possible error correction code configunatiss using the DFT and pilot tone analysis techniques can be
shown in Fig. 7. diminished when windows grow small (see Fig. 9). One logical
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Fig. 8. Comparison of bulk frequency offset corrected pilohe phase

(unwrapped) among 5 simultaneous channels at Pos. 5. Noteidbal
operation would result in consistency among the channels.

V. CONCLUSION

This project demonstrated a successful implementation of
a communication system for the shallow underwater acoustic
channel and a framework to evaluate improved Doppler esti-
mation techniques. In our joint Doppler tracking/equdliza
tests, the use of a single window bulk DFT estimate and
adaptive DFE gave the most reliable results.

The 360 packets of data from the 5 receiver array ele-
ments is available for download dittp://users.ece.utexas.
edu/~bevans/projects/underwater/datasets/
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(1]

(2]

(3]

Fig. 9. The effects of window size on phase of a received QH8iasover
250ms. In (a), increasing window couBtimproves Doppler compensation,
decreasing bit error rate. In (b), increased window cdDntesults in poor
estimates, increasing bit error rate. See Fig. 2 for axisldabe

[4]
(5]
cause is the presence of phase noise; larger windows involve
the averaging of more samples, thus reducing the effects
noise. For the DFT technique, our use of the FFT operatiol!
requires zero-padding of the data sequence in order titédeil
frequency bins that are small enough to offer our desired
frequency resolution. This comparative reduction in dais ( (€
well as the greater influence of noise) diminishes the gbilit
to measure a distinct dominant frequency. [9]
One feature of these results is that the use of finer wipy
dowing has potential of yielding a vastly improved signal
to noise ratio when using the static equalizer in the mo-
tion tests (Pos. 4 and 5). But, it is also evident that fin&H!
windowing imposes more risk, increasing the likelihood qfi2]
catastrophic failure, as seen in Pos. 2. Given ample comgputi
capabilities, it is conceivable that optimal performance i
a deployed communications system can be realized throygs)
implementation of parallel approaches. Decision logic can
then determine whether the riskier approach has undergone
catastrophic failure and can select the more reliable abro [14]
This analysis revealed three important observationst,Firs
there was merit in using the improved Doppler estimation
technique in conjunction with a static equalizer. Gainspfa [15]
10-15dB SNR were realized in certain examples. Second, our
pilot tone frequency measurement method did not appear to
a reliable way to detect Doppler effects. We believe that thi
was due to selective fading as caused by multipath interéere [17]
at the receiver. Third, the most reliable configuration aver ;g
entire data set was the single window DFT estimate with the
adaptive equalizer.
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