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Abstract—Video acquired by handheld CMOS cameras may
suffer from rolling shutter artifacts. Rolling shutter art ifacts,
which are due to the rows in the image sensor array being
exposed sequentially from top to bottom, increase with the speed
of the relative motion between the scene and camera. To rectify
these artifacts, one needs to recover the projection parameters
for each row. In this paper, we propose a probabilistic method
to estimate 3-D camera rotation by using video and inertial
measurements on the handheld platform, such as a smart phone.
Our contributions are (1) an efficient sensor fusion algorithm
using an extended Kalman filter, and (2) a quality assessment
method using vanishing point detection. Experiments indicate
that the proposed sensor fusion algorithm produces a more
accurate orientation estimate and better rectifies rollingshutter
artifacts.

I. I NTRODUCTION

Handheld video cameras, especially in cell phones have
become increasingly popular today because of their portability
and low price. However, video sequences acquired by hand-
held platforms usually suffer from annoying jitter due to
camera shake. In addition, many hand-held video and image
capture platforms use CMOS sensors instead of CCD sensors
due to cheaper cost and on-chip processing. In a CMOS sensor
camera, different rows in a frame are exposed sequentially
from top to bottom. When there is fast relative motion between
the scene and the video camera, a frame can be distorted
since each row has its own projection parameters. This is
known as the rolling shutter effects and the distortion usually
includes skew and wobble [1], [2]. Rolling shutter effects can
severely affect the visual quality and the follow-up process-
ing/understanding of the video sequences.

Given a proper model, the camera motion can be estimated
and then used to correct the rolling shutter effects (as shown
in Fig. 1) and stabilize the video simultaneously. Video
rectification and stabilization based on 3-D motion model
usually performs better than 2-D models [3]. Traditional 3-D
camera motion estimation methods rely on the video frames
only, which is computationally expensive and not robust.
Recently inertial measurement sensors such as gyroscopes
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Fig. 1. An example of a frame with rolling shutter effects (left) and the
rectified frame (right).

and accelerometers, which can be found in many modern
cell phones, have been used to estimate the camera motion
directly without the help of video sequences [4], [5]. The
estimation time is thus greatly shortened, which makes real-
time rectification possible.

However, the inertial measurement sensors usually suffer
from measurement noise and bias, which leads to inaccurate
motion estimates after long time periods. Errors also come
from the discretization of the continuous-time dynamic motion
system. More accurate motion estimates can be obtained when
visual and inertial sensors are deployed together [6]. One way
to fuse data from these two kinds of sensors is to use online
Bayesian approaches such as extended Kalman filters (EKF).
Unfortunately, existing algorithms assume a unique camera
pose for each frame and therefore can fail when severe rolling
shutter effects exist.

In this paper, we propose an EKF-based method to es-
timate 3-D camera motion using both visual and inertial
measurements for each row in a video frame. In order to
compare the quality of the rectified video using different
algorithms, we propose a new quality assessment method using
vanishing point detection that can be used when no ground
truth is available. Compared with other algorithms that use
only inertial measurement data, our algorithm results in higher
motion estimation accuracy and better rectification quality.

II. RELATED WORK

The readings of gyroscopes can be directly used to estimate
camera rotation by using integration and interpolation. The
camera translation, however, cannot be accurately estimated



from inertial measurement sensors. The readings of accelerom-
eters capture not only linear acceleration of cameras, but
also gravity and acceleration caused by rotation. Besides,
acceleration readings must be integrated twice to obtain the
camera translation, which makes the estimation more prone
to measurement noise. Even if we can obtain accurate camera
translation, the video rectification and stabilization problem is
still ill-posed since it is impossible to obtain depth information
for every image pixel. Dense warping [3] and image-based ren-
dering [7] have been applied to approximate the stabilization
results based on sparse 3-D scene reconstruction. However,
they are computationally prohibitive for many handheld plat-
forms.

Fortunately, camera shake and rolling shutter effects are
caused primarily by camera rotations. In fact, [4] and [8]
have shown that taking only camera rotations into account is
sufficient to produce satisfactory videos.

In our paper, we also use gyroscope readings. In the
gyroscope-only method [4] the camera rotation is directly
estimated by integrating the gyroscope readings (angular ve-
locities). Another recent approach [5] uses both gyroscope
and accelerometer readings to estimate the camera rotations
based on EKF. The gyroscope readings are used as the control
inputs in the dynamic motion model. The authors assume that
users usually try to hold the camera in a steady position so the
gravity is approximately the only source in the accelerometer
measurements. Thus the accelerometer readings can be used
as measurements of the camera rotation.

Our 3-D orientation estimation is also based on EKF, but
our measurement model is quite different from [5]. We find
that the linear acceleration of the camera and the acceleration
caused by rotation are sometimes non-negligible. Thus we do
not use the accelerometer readings as orientation measure-
ments. Instead, we use the tracked feature points extracted
from the video frames, which provide accurate geometric clue
for the estimation of the camera motion. Based on the fact
that matched feature points can be related by a homographic
transformation under pure rotational motion, the relativerota-
tion between consecutive frames can be measured [9].

Motion estimation based on visual and inertial measurement
sensors have been extensively studied in the problem of
simultaneous localization and mapping (SLAM) in robotics
[10]. However, the rolling shutter camera model has never been
considered in SLAM before. Our algorithm is the first EKF-
based motion estimation method for rolling-shutter cameras
that uses visual and inertial measurements. In our measure-
ment model, tracked feature points in consecutive frames are
only linked by the relative camera rotation between them.
Therefore, our algorithm can be classified as a relative motion
estimation method [11], [12].

III. C AMERA MODEL

For rolling shutter cameras, each row in a frame is exposed
at a different time. Fig. 2 illustrates the image capture model
of a rolling shutter camera, wheretr is the total readout time
in each frame andtid is the inter-frame idle time. Thus for

Fig. 2. Rolling shutter cameras sequentially expose rows.tr + tid =
1

frame per second.

an image pointu = [u0, u1]
T in framei, the exposure time is

t(u, i) = ti + tr ×
u1

h
, whereti is the timestamp of framei

andh is the total number of rows in each frame.
Assume the intrinsic camera matrix isK, the sequences

of rotation matrices and translation vectors of the camera are
R(t) and l(t). A 3-D point x and its projection imageu in
framei should satisfy the following equation:

u ∼ KR(t(u, i))(x + l(t(u, i))) (1)

where∼ indicates equality up to scale.
Usually there is a constant delaytd between the recorded

timestamps of gyroscopes and videos. Thus using the times-
tamps of gyroscopes as reference, the exposure time equation
should be modified as

t(u, i) = ti + td + tr ×
uy

h
. (2)

When pure rotation is considered, the translation vector
remains unchanged and thus the image of a certain scene point
in one frame can be mapped to another frame through a3× 3
homography matrix

u′ ∼ KR(t(u′, i))RT (t(u, j))K−1u (3)

whereu′ andu are the images in framei andj respectively.

IV. ONLINE ROTATION ESTIMATION

Our online motion estimation is based on EKF. Due to
the special property of rolling shutter camera model and the
pure rotation motion model, state definition and the structure
of dynamical and measurement model need to be designed
carefully.

A. State Vector and Dynamic Bayesian Network

The gyroscope in cell phone cameras usually has a higher
sampling frequency (around 100 Hz) than the video frame rate,
as illustrated in Fig. 3.

In Fig. 3, several gyroscope readings are grouped together
since they are used to compute the camera rotations for the
same frame during its corresponding exposure time. Note that
due to the fact that the idle timetid is large enough so that
no pixels in framei but only several pixels in framei+1 are
exposed afterτk+3. Thusωk+3 is relegated to groupi + 1.
Further we assume that a certain 3-D feature point has its
projection atu in frame i and u′ in frame i + 1. Without



Fig. 3. The gyroscope readings and frame timestamps

loss of generality, assumet(u, i) is betweenτk+1 and τk+2;
t(u′, i+1) is betweenτk+4 andτk+5. Then the relative rotation
matrix relatesu′ andu is:

R(t(u′, i+ 1))RT (t(u, i)) =

k+4
∏

n=k+1

∆R(ωn∆tn) (4)

where ∆tk+1 to ∆tk+4 are equal toτk+2 − t(u, i + 1),
τk+3 − τk+2, τk+4 − τk+3 and t(u′, i + 1) − τk+4 respec-
tively. Each sub-relative rotation matrix can be computed by
exponentiating the skew symmetric matrix formed from the
angular velocity and its duration:

∆R(ωn∆tn) = exp(skew(ωn)∆tn). (5)

Therefore, the two angular velocity groupsi and i + 1 are
enough to represent the relative rotation matrix between any
pair of matching feature points in framei andi+1. Thus we
define our state vector as

xi = [ω(i − 1, 1), . . . , ω(i− 1, Ni−1), ω(i, 1), . . . , ω(i, Ni)]
T

(6)
whereNi is the total number of angular velocity vectors in
group i. The reason why we directly use angular velocity
instead of the rotation unit quaternion (or axis-angle rotation
representation) in the state vector is that: (a) The relative
poses are actually updated independently, which makes using
rotation representation in the state vector almost helpless. (b)
As shown in (4), angular velocities can be directly used in
computing the relative rotation matrix, while rotation represen-
tation needs more complicated spherical linear interpolation
(SLERP). This fact matters since it will affect the complexity
of computing the Jacobian matrices for EKF.

Given the definition of the state vector, Fig. 4 shows the
dynamic Bayesian network that illustrates the EKF-based
online estimation. Gyroscope readingsyi can be used as the
control inputs. The feature points detected in framei can be
used as measurementszi while assuming their matching points
in frame i − 1 are fixed parameters. Details of the motion
and measurement models with EKF equations are shown as
follows:

B. Dynamic Motion Model

Since in each state vector there are two groups of angular
velocities for two consecutive frames, there will be overlap

Fig. 4. The probabilistic graphical model of the online estimation.

betweenxi andxi+1. We can further rewritexi as[xi,1;xi,2],
wherexi,1 andxi,2 represents the groups of angular velocities
for frame i − 1 and i respectively. Then given the gyroscope
readingsyi (the measured angular velocity groupxi,2) with
Gaussian measurement noisewi ∼ N (0, Q), we can update
the state as

xi =

[

xi,1

xi,2

]

=

[

xi−1,2

yi

]

+

[

0

wi

]

. (7)

Note that the second group in the preceding state vector
is copied to the first group in the current state vector. This
is a linear motion model and if we represent it asxi =
f(xi−1,yi,wi), we have

Ai =
∂f

∂x

∣

∣

∣

∣

xi−1

=

[

0 I

0 0

]

,Wi =
∂f

∂w

∣

∣

∣

∣

wi

=

[

0

I

]

. (8)

The initial state vectorx1 is just a copy of the gyroscope
readings since there is only one group of angular velocity in
it.

C. Measurement Model

As we have mentioned, the measurement can be written as
z = [ui,1,ui,2, . . . ,ui,M ]T , whereui,j is the 2-D coordinate
value of thej th feature point in framei. Assume its matching
point in framei− 1 is ui−1,j then according to (3) we have

ui,j = g

(

K∆RK−1

[

ui−1,j + vi,j,1

1

])

+ vi,j,2 (9)

where g() is the function to convert a homogeneous vector
into an inhomogeneous vector,vi,j,1 andvi,j,2 represent the
Gaussian messurement noise in feature point detection for
ui−1,j and ui,j . Similar to the example shown in (4) the
relative rotation matrix∆R is expressed as

Ni−1
∏

k=1

∆R(ω(i− 1, k)∆ti−1,j,k)

Ni
∏

k=1

∆R(ω(i, k)∆ti,j,k) (10)

whereNi−1 andNi are the number of angular velocities in
group i − 1 and i. The duration time∆t for each angular
velocity can be computed in the same way as the example
shown in (4). Note that some of them will be zero. The entire
measurement model can be expressed as
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h2(xi,ui−1,2,vi,2)
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hM (xi,ui−1,M ,vi,M )











(11)

where hj() is defined in (9). Note that the key idea is to
consider{ui−1,j} as known parameters with unknown noise
and only use{ui,j} as the measurements. In this way, the
rotational homographic transformation can be directly used
in the measurement model. Due to page limits, we omit the
derivation (using the chain rule) of the closed-form Jacobian
matrix of (11) used for EKF. Note that when computing the
derivative with respect to the angular velocities,∆R(ω∆t) in
(5) can be linearly approximated as

∆R(ω∆t) =





1 −ωz∆t ωy∆t

ωz∆t 1 −ωx∆t

−ωy∆t ωx∆t 1



 (12)

since∆t is very small.
The reason why this kind of relative rotational measurement

model works is that the effect caused by the translation
between two consecutive frames is negligible.

V. RECTIFICATION AND STABILIZATION

Once we have run the EKF to estimate the angular velocities
we can compute the rotation matrix at any time. To rectify the
rolling shutter effect for any framei, we fix a unique camera
pose (rotation matrix)Ri which can be the pose either at the
beginning or in the middle of the exposure time of that frame.
Then any pixelu in the frame can be re-projected under this
unique rotation matrix:

u′ ∼ KRiR
T (t(u, i))K−1u. (13)

If we want to further stabilize the video, we can apply a low-
pass filter on the sequence of rotation matrices{Ri} to get
a new matrix sequence{Rnew

i }. Then we can use similar re-
projection method like (13) to stabilize the video. Specifically,
we convert the sequence of rotation matrices to a sequence of
Euler angles first and apply linear low pass filter on yaw, pitch
and roll angle sequences respectively.

One problem about the rolling shutter rectification is that the
transformation in (13) is non-invertible, so fast inverse interpo-
lation method does not give the accurate result. However, after
we compared it with different types of forward interpolation
warping method, we found that inverse interpolation is still
preferable as it is remarkably faster while only sacrificinga
small amount of accuracy.

VI. CALIBRATION AND SYNCHRONIZATION

Before we run our algorithm to estimate the camera poses
and rectify the video, we need to know the value of several
parameters of the camera such as the readout timetr and the
intrinsic matrixK. Also we need to synchronize the gyroscope
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Fig. 5. The average re-projection error for each feature point in different
frames.

timestamps and frame timestamps by finding the delaytd
between them.

The intrinsic matrixK can be estimated separately by some
camera self-calibration algorithms such as [13] based on still
pictures without the rolling shutter effects that only appear
in videos. However, in this paper we follow the algorithm
in [4] to estimate all the parameters at the same time. The
calibration and synchronization algorithm in [4] is also based
on the homographic transformation in (3). All the parameters
are estimated using batch optimization which means that the
objective function is the summation of all the re-projection
errors throughout hundreds of consecutive frames. Note that
the sequence of angular velocities is not an optimization vari-
able in calibration. In other words, the gyroscope readingsare
trusted completely. Although this is not the assumption under
our probabilistic motion estimation framework, the calibration
result works pretty well. These parameters are only needed to
be estimated once and will be fixed for further use.

VII. E XPERIMENTAL RESULTS

In our experiments, we use a Google Nexus S Android
cell phone that is equipped with a three-axis gyroscope and
an accelerometer. To record the video and the inertial mea-
surements at the same time, we use an application “Sensor
Data Logger” developed by Cellbots [14]. All of the other
processing is implemented in MATLAB. The feature points are
tracked using the Kanade-Lucas-Tomasi (KLT) tracker [15].
The variances of the Gaussian noise in gyroscope readings and
feature point detection are fixed as 0.005 and 0.3 respectively.
We compare our algorithm with the methods in [4] and [5]
that only use the inertial measurement sensors for 3-D rolling
shutter rectification and video stabilization.

A. Estimation Accuracy of Camera Rotations

In Fig. 5 we show the average re-projection error for each
feature point in different frames with and without our EKF
processing of the angular velocity. The re-projection error has
been decreased significantly using the angular velocity that
is estimated by EKF. However, it is unfair to claim that our
algorithm is better since the re-projection error is what the
EKF measurement model is based on.
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Fig. 6. The roll angle estimate by three algorithms.
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Fig. 7. The pitch angle estimate by three algorithms.

To show the accuracy of the rotation estimation with our
algorithm, we put the cell phone still on a flat surface and
then start recording video. We rotate the camera at will and
finally put it back on the same flat surface. Theoretically there
should be only rotation around the z-axis of the cell phone
(the axis that points towards the outside of the front face of
the screen). So if we set the initial position of the cell phone as
the reference coordinate system, the pitch angle and roll angle
will be back to zero at the end of the experiment. In Fig. 6 and
Fig. 7 we can clearly find that the pitch and roll angles that
are computed based on our algorithm converges closer to zero
compared with the estimates in [4] and [5]. The method in
[5] only performs slightly worse than ours in the sense of final
estimate of pitch and roll angles, but occasionally there will be
glitches in its rotation estimate since the gravity is not always
the dominating source of the accelerometer measurements. The
glitches can cause wavy distortion in the rectified frame, as
shown in Fig. 8. This wavy distortion has never been found
in the rectified frames using the rotation estimate from [4] or
our method.

B. Evaluation of the Rectification Results

Fig. 9 is an example of rolling shutter effect rectification
(with stabilization) using the rotation estimate from our algo-

Fig. 8. An example of the wavy distortion in the rectified frame using the
rotation estimated by [5].

Fig. 9. Top: the original frame extracted from the video withrolling
shutter effect. Bottom: the rectified frame (with stabilization) using the rotation
estimate from our algorithm.

rithm. The difference among the rectified results with different
motion estimation methods is very hard to tell visually. So we
compare them numerically. Since there is no way to get the
ground truth of the frame without rolling shutter effects, we
cannot compute the difference between the ground truth and
the rectified results. [8] uses 3-D animation software to create
synthetic video sequences with rolling shutter effects to make
the ground truth available. However, it is almost impossible
for the synthetic data to contain real inertial measurements
from cell phones accurately along with the video. Therefore
the method in [8] cannot be used to compare our algorithm
with [4] and [5].



Fig. 10. Parallel lines in 3-D world extracted from the frames.

TABLE I
AVERAGE EUCLIDEAN DISTANCE FROM THE LINES TO THE VANISHING

POINT (IN PIXEL)

Rectification method Video #1 Video #2
No rectification (original) 3.500 2.800
Orientation estimated by [4] 1.820 2.150
Orientation estimated by [5] 1.628 1.387
Orientation estimated by 1.180 0.800
proposed method

In this paper we make use of the fact that under perspective
projection without rolling shutter problem parallel linesin
3-D world that are not parallel to the image plane should
appear to converge to a unique vanishing point. For a rolling
shutter video sequence, this property does not hold anymore
since different rows have different projection time. We take
several videos of buildings with clear parallel edges; thenwe
extracted these parallel lines from the original videos andthe
rectified videos using different algorithms, as shown in Fig.
10. We find the estimated vanishing point for these lines that
minimize the average square distance from each line to this
point. The resulting minimum distance is used for comparison
since it shows how well the parallel 3-D lines converge to
the vanishing point after projection. Thus we can compare the
geometric correctness of the rectified frames without ground
truth. From Table I we can find that the proposed method
outperforms the other two rectification methods.

C. Processing Time

On a 2.3GHz Intel i5 processor, our MATLAB implemen-
tation (without parallel processing) takes 41ms on averageto
estimate the angular velocities using EKF and compute the
camera orientation for each frame (including the time for KLT
feature tracking) with 60 feature points per frame. Considering
the possible implementation improvement using more efficient
programming languages and GPU-based implementation, it is
very promising to implement rolling shutter effect rectification
and video stabilization in real-time at 30fps on advanced cell
phones. In fact, EKF-based SLAM has been implemented
in real-time since as early as 2005. Our algorithm has less
computational complexity than traditional SLAM since we do
not have to estimate the 3-D coordinate values of the feature
points at the same time.

VIII. C ONCLUSION

In this paper we have proposed an algorithm that estimates
the 3-D camera rotation online using both visual and inertial
measurements based on a rolling shutter camera model. The
algorithm can be directly used in rolling shutter effect rec-
tification and video stabilization for video recording on cell
phones. We have demonstrated in the experiments that our
algorithm can result in a more accurate estimate of the camera
rotations compared with the methods that use only inertial
measurements. The more accurate rotation estimate can help
us rectify the rolling shutter effects in video sequences better.
In addition, we have proposed a new method to compare the
results of rolling shutter rectification using vanishing point
detection when no ground truth is available.

The main limitation of our method is that it relies on the
quality of feature point detection. In low-light conditions the
frames may be blurred due to the long exposure time, so it
is harder to detect and track feature points precisely. The
inertial measurement sensors, however, can keep the same
measurement quality.
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