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Abstract—Non-Gaussian noise/interference severely limits communication performance of narrowband powerline communication (PLC) systems. Such noise/interference is dominated by periodic impulsive noise whose statistics varies with the AC cycle. The periodic impulsive noise statistics deviates significantly from that of additive white Gaussian noise, thereby causing dramatic performance degradation in conventional narrowband PLC systems. In this paper, we propose a robust transmission scheme and corresponding receiver methods to combat periodic impulsive noise in OFDM-based narrowband PLC. Towards that end, we propose (1) a time-frequency modulation diversity scheme at the transmitter and a diversity demodulator at the receiver to improve communication reliability without decreasing data rates; and (2) a semi-online algorithm that exploits the sparsity of the noise in the frequency domain to estimate the noise power spectrum for reliable decoding at the diversity demodulator. In the simulations, compared with a narrowband PLC system using Reed-Solomon and convolutional coding, whole-packet interleaving and DBPSK/BPSK modulation, our proposed transceiver methods achieve up to 8 dB gains in $E_b/N_0$ with convolutional coding and a smaller-sized interleaver/deinterleaver.
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I. INTRODUCTION

Powerline communication (PLC) is a technology that sends data over electric power lines. Thanks to the widespread availability of power line infrastructure, PLC has been considered as a low-cost solution for smart grid communications. In particular, narrowband PLC operating in the 3–500 kHz band has gained tremendous interest for enabling communications between smart meters and data concentrators that are deployed by local utilities on low-voltage or medium-voltage power lines [1]. The applications include automatic meter reading, device-specific billing, time-dependent pricing and other real-time control and monitoring. Examples of narrowband PLC systems are specified in international standards such as ITU-T recommendations G.9902 [2], G.9903 [3] and G.9904 [4], and the IEEE standard 1901.2 [5]. These standards use Orthogonal Frequency Division Multiplexing (OFDM) to deliver scalable data rates up to several hundred kbps over a portion of the European CENELEC band (3–95 kHz in CENELEC-A, 95–125 kHz in CENELEC-B and 125–148.5 kHz in CENELEC-CD) and part of the US FCC band (34.375-487.5 kHz).

One of the primary challenges for narrowband PLC is to overcome additive powerline noise. Recent field measurements on both indoor and outdoor power lines have identified the dominant noise component in the 3–500 kHz band to be periodic impulsive noise [6], [7], [8], whose statistics varies periodically with half the AC cycle. Such noise exhibits cyclostationarity in both time and frequency domain (Fig.1).

In general, it is comprised of two impulsive noise components, whose impulse rates are either synchronous or asynchronous to the main powerline frequency. The synchronous periodic impulsive noise consists of isolated impulses with a repetition rate equal to twice the main powerline frequency. These high-amplitude wideband impulses are typically caused by nonlinear power electronic devices, such as silicon controlled rectifiers and diodes, that switch on and off with the AC cycle while generating abrupt switching transients. On the other hand, the asynchronous periodic impulsive noise takes the form of bursts that occur twice per AC cycle. Each burst consists of an impulse train whose impulse rates are unrelated to and much higher than the main powerline frequency. The
periodic structure within each impulse train results in a sparse power spectral density where the noise power is concentrated around a few frequency components, similarly to that of narrowband interference. A primary contributor to the asynchronous periodic impulsive noise is switching mode power supplies, such as inverters and DC-DC converters, which contain MOSFET switches operating at frequencies above 20 kHz and up to several hundred kHz. These circuits output inband harmonic contents that cannot be perfectly removed by analog filtering.

In addition to the periodic impulsive noise, PLC systems within a smart grid network also suffer from uncoordinated interference from neighboring PLC devices. Such interference is generally characterized by asynchronous impulsive noise [9], which consists of high amplitude impulses that occur randomly in time. The uncoordinated interference can be reduced using multiple access protocols. It can also be mitigated at the receiver using various pre-processing methods [10]. In this work, we focus on combating periodic impulsive noise, and assume that the uncoordinated interference has either been removed by perfect scheduling all PLC transmissions within a network, or been removed by receiver pre-processing.

Compared to single-carrier communication systems, OFDM is known to be more resilient to frequency-selective channel. Therefore, it can be expected that OFDM also provides inherent immunity to periodic impulsive noise, due to its frequency-selective power spectral density. However, conventional OFDM systems might still encounter dramatic performance degradation in periodic impulsive noise since the noise level in a portion of the transmission band might reach 30–50 dB higher than the background noise, resulting in low SNR in corresponding subcarriers.

To compensate for the performance loss, current narrowband PLC standards adopt concatenated forward error correction coding combined with frequency-domain block interleaving [2], [3], [4], [5], at the expense of reduced throughput and increased implementation complexity. On the receiver side, pre-processing algorithms exploiting the cyclostationarity [11], [12], [13] and time-domain sparsity [10] of the periodic impulsive noise were derived for noise mitigation. These methods, however, demonstrated limited performance gains [11], [12], [13], or required time-domain block interleaving that is not supported by current narrowband PLC standards [10].

In this paper, we aim at improving reliability of OFDM-based narrowband PLC systems in periodic impulsive noise without reducing throughput. Towards that end, we adopt modulation diversity [14], [15] and propose a time-frequency modulation diversity technique that exploits the channel diversity provided by the periodically varying and spectrally shaped noise. An attractive feature of modulation diversity, compared to other diversity schemes, is that it does not incur data rate reduction or bandwidth expansion [14]. More specifically, instead of transmitting individual data symbols, modulation diversity jointly modulates multiple symbols using higher dimensional signal constellations, and transmits components of each signal point over different sub-channels. The modulation itself does not change the data rate in bits per sub-channel.

To improve the robustness of the diversity combining receiver, we propose a semi-online noise power spectrum estimation algorithm that is able to iteratively infer noise power spectrums from received signal, while partially relying on noise measurements prior to transmission. The noise power spectrum is estimated by sparse Bayesian learning techniques, which exploits the redundancy in the cyclic prefix of OFDM symbols, and the frequency-domain sparsity of the asynchronous periodic impulsive noise.

The proposed transceiver methods and conducted simulations are established primarily on the following assumptions. As mentioned previously, we assume that uncoordinated interference (if any) has been avoided or removed by existing techniques. To characterize various statistical properties of periodic impulsive noise, we adopt the linear periodically time varying noise model as specified in the IEEE 1901.2 narrowband PLC standard. A detailed discussion of the noise model is provided in Section II-A. In addition, to design the time-frequency modulation diversity scheme, it is assumed that the receiver is able to make some noise measurements prior to transmission and notify the transmitter, via a feedback link, about the burst duration within each period of the noise. Furthermore, we assume that duration of a transmitted packet is longer than that of a single noise burst. When the packet duration is shorter than a noise burst, joint processing over multiple packets might be desired, which will be deferred to future work due to space constraint.

The rest of the paper is organized as follows. We start in Section II with a description of statistical models for periodic impulsive noise in narrowband PLC, which will be used for emulating the noise in our simulations. We then give a detailed overview of existing transmitter and receiver methods for combating periodic impulsive noise or noise that has similar statistical properties (e.g. cyclostationarity, sparsity, etc.). We introduce time-frequency modulation diversity in Section III, and the diversity receiver for non-coherent and coherent systems in Section IV. In Section V, we present various alternatives for noise power spectrum estimation, focusing on the proposed semi-online algorithm based on sparse Bayesian learning. Finally, the communication performance and implementation complexity of the proposed transceiver methods are evaluated in Section VI.

II. PRIOR WORK

In this section, we briefly review related work on modeling and combating periodic impulsive noise in narrowband PLC.

A. Statistical Models of Periodic Impulsive Noise

Several statistical models have been suggested in the literature to capture the temporal and spectral properties of the periodic impulsive noise. In [7], the noise was expressed as a cyclostationary Gaussian process whose instantaneous variance is a periodic function of time. A linear time invariant filter was used for shaping the noise spectrum. This model, however, is unable to capture the variation of noise power spectral density over time.

A more general linear periodically time varying (LPTV) system model was proposed in [6] and later adopted by
The IEEE 1901.2 narrowband PLC standard. The model was established on the approximation that each period of the noise can be partitioned into a number of intervals, and that within each interval the noise is a stationary Gaussian process characterized by a particular power spectral density. For example, the noise trace in Fig. 1 can be modeled as a cyclostationary Gaussian process where each period consists of three stationary intervals $\{R_i\}_{i=1}^3$ (Fig. 2). The third stationary interval is comprised of wideband impulsive noise synchronous to the main powerline frequency. The first two contain periodic impulsive noise asynchronous to the main powerline frequency, which can be identified from the sparse power spectral densities (Fig. 3).

Using the LPTV system model, we can emulate periodic impulsive noise in Fig. 1 by passing additive white Gaussian noise (AWGN) through three linear time invariance filters, and switching the output periodically among them. The frequency response of each filter is fitted to the measured noise power spectral density in the corresponding stationary interval.

B. Existing Transmitter and Receiver Methods

Prior work on combating periodic impulsive noise in OFDM systems involves efforts from both the transmitter and receiver’s perspectives. Transmitters specified in existing narrowband PLC standards rely on forward error correction coding and frequency-domain block interleaving to cope with impulsive noise. In particular, it was suggested to use concatenated forward error correction codes (i.e., convolutional, Reed-Solomon and repetition codes) to enhance the error correction capability in harsh channel and noise environments. Heavy coding, however, sacrifices throughput (or equivalently, requires bandwidth expansion) for improved reliability. Most narrowband PLC standards adopt frequency-domain interleaving, i.e., bit-level interleaving prior to the inverse Fast Fourier Transform (IFFT). Sample-level time-domain and time-frequency-domain interleaving were proposed in [16], [17] due to their superior performance over frequency-domain interleaving at high SNRs. However, in order to store the continuous-valued time-domain signal, these interleavers require considerably larger memory than the bit-level frequency-domain interleavers, while the performance improvement is not as significant at low to moderate SNRs.

On the receiver side, pre-processing methods have been developed to mitigate the impact of periodic impulsive noise. These methods exploited various statistical properties of the noise, according to which they can be divided into two categories. The first type of approach is based on the cyclostationary noise model [6]. These methods parameterized the second-order noise statistics in each stationary interval by either a correlation matrix [18] or filter coefficients [11], [12], [13], and estimated the parameters by training. Based on the estimated parameters, equalizers [18], [13] or prediction filters [11], [12] were designed to essentially transform the spectrally shaped noise into AWGN. These parametric approaches are sensitive to parameter estimation errors. Accurate parameter estimation generally requires large training overhead and a huge memory that might not exist at narrowband PLC receivers.

A second class of receiver methods utilizes sparsity of the noise in time domain to estimate and subtract the noise bursts and impulses from received signal. These methods observe the impulsive noise on various subcarriers of the received OFDM symbols, and apply compressed sensing techniques to recover the noise impulses [19], [10]. In particular, our recent study [10] targeting periodic impulsive noise in narrowband PLC adopted time-domain block interleaving [16] to spread the noise bursts into short impulses over multiple OFDM symbols, and estimated the impulses by sparse Bayesian learning [20].

Compared to previous studies, our proposed joint transmitter-receiver design has several advantages. Unlike concatenated forward error correction coding, our transmission scheme using modulation diversity does not decrease data rates for improved robustness. Secondly, the whole transceiver design can be easily integrated into existing narrowband PLC standards. In particular, it does not depend on time-domain interleaving, which is an essential element in [10], [16], [17] but is not standard-compliant. Our proposed transceiver methods also bring significant memory savings compared to [10], [16], [17], thanks to the use of frequency-domain interleaving. Lastly, the proposed semi-online noise power estimator is primarily data-driven, and therefore saves significant training overhead compared to the parametric noise mitigation methods [11], [12], [13], [18].
Hochwald/Sweldens codes have attracted a lot of attention investigated in the literature [14], [21], among which the channel diversity. The goal is to improve communication reliability by spreading information over multiple sub-channels and hence exploiting channel diversity.

Several categories of modulation diversity codes have been investigated in the literature [14], [21], among which the Hochwald/Sweldens codes have attracted a lot of attention [15], [22]. A Hochwald/Sweldens codebook defines a one-to-one mapping from any group of $N_d R$ bits to an $N_d$ dimensional constellation point, each dimension of which is a phase shift keying (PSK) symbol:

$$f : c \in \{0, 1\}^{N_d R} \rightarrow s \in \mathbb{C}^{N_d}.$$  \hfill (1)

Here $R$ denotes the original data rate in bits per symbol, and $C$ denotes a $2^{N_d R}$-PSK constellation. Note that the same data rate of $R$ is maintained after modulation diversity, if the $N_d$ components of $s$ are transmitted over different sub-channels. The $n$-th component of a codeword $s^{(m)}$ has the form

$$s^{(m)}_n = \exp(j2\pi u_n m/2^{N_d R}),$$  \hfill (2)

where $u_n = 1, \ldots, 2^{N_d R}, \forall n = 1, \ldots, N_d$. When $u_n = 1, \forall n$, the Hochwald/Sweldens code reduces to a PSK repetition code [14]. In general, $u_n \triangleq [u_1 \cdots u_{N_d}]$ need to be optimized to minimize the symbol error rate in specific channel conditions. Assuming that all components of a codeword are transmitted over static flat channels or i.i.d. flat Rayleigh fading channels and corrupted by AWGN, the optimal values of $u$ for $R = 1$ and $N_d = 2$ to 4 have been found by exhaustive search [22] and are summarized in Table III.

Modulation diversity has been applied in various forms and demonstrated superior communication performance in multi-antenna communications [15] and in OFDM systems [23]. In [15], a unitary space-time modulation scheme was derived based on the Hochwald/Sweldens codes. In [23], dual carrier modulation was proposed to exploit channel diversity in frequency domain in ultra-wideband wireless communications.

In OFDM-based narrowband PLC systems, recognizing the periodically varying spectrally shaped statistics of periodic impulsive noise, we propose to apply modulation diversity across time and frequency, which leads to the time-frequency modulation diversity (TFMD). In TFMD, components of a modulation diversity codeword are transmitted on various subcarriers in multiple OFDM symbols. To achieve better performance, such time-frequency mapping needs to be configured properly according to the burst structure of the noise and the OFDM parameters. A simple mapping scheme is depicted in Fig. 4, assuming $N_d = 2$ as an example. In general, the $N_d$ components of a modulation diversity codeword are spread into time and frequency units so that adjacent components are separated by $\Delta K$ subcarriers and $\Delta T$ OFDM symbols. To reduce the possibility that all components are affected by narrowband interference or a deep fade in frequency domain, we divide the transmission band evenly into $N_d$ subbands, and distribute the components in different subbands, i.e., $\Delta K = N_{data}/N_d$, where $N_{data}$ denotes the number of data subcarriers in an OFDM symbol, and $N_{OFDM}$ is the number of OFDM symbols in a packet. Likewise, to ensure that not every component of a codeword is contaminated by noise bursts, $\Delta T$ is set to be the maximum number of consecutive OFDM symbols in a single noise burst. Thanks to the cyclostationary property of the noise, the burst duration within a period of the noise can be pre-determined by the receiver and made available to the transmitter via receiver feedback.

We adopt a Hochwald/Sweldens codebook since it produces PSK symbols. PSK is a mandatory modulation scheme in the ITU-T G.9903, G.9904 and the IEEE 1901.2 narrowband PLC standards. Ideally, the parameters $u$ need to be optimized taking into account the PLC channel models. In particular, amplitude of PLC channels is typically characterized by log-normal distributions rather than Rayleigh fading [24]. Furthermore, for a given PLC link, the channel frequency response is fairly static and can be determined from the topology and impedance properties of the cable [25]. Since this paper is focused on combating periodic impulsive noise, we leave the design of optimal codebooks based on PLC channel models for future work. The receiver methods presented in the following can be applied to arbitrary $u$.

The block diagram for an OFDM-based narrowband PLC transmitter using TFMD is shown in Fig. 5 and compared with a conventional transmitter operating in DBPSK/BPSK mode, using similar physical layer specifications as in the ITU-T G.9903 standard. In the conventional transmitter, the binary data is protected by an optional Reed-Solomon code, a convolutional code and an interleaver with scalable depths up to an entire packet. The interleaved bits are modulated into BPSK symbols, which are then allocated to the data tones of the OFDM symbols. The transmitter can be configured to operate in either of the two transmission modes: non-coherent (i.e., differential) and coherent. In a non-coherent system, a reference OFDM symbol is inserted at the beginning of a packet, upon which the following symbols are differentially encoded in the time domain, i.e., each subcarrier is differentially encoded based on the same subcarrier in the

<table>
<thead>
<tr>
<th>$N_d$</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[u_1 \cdots u_{N_d}]$</td>
<td>$[1 1]$</td>
<td>$[1 1 3]$</td>
<td>$[1 3 5 7]$</td>
</tr>
</tbody>
</table>

### III. Time-Frequency Modulation Diversity

In general, modulation diversity refers to modulation schemes that jointly map a number of bits to a multi-dimenional constellation point (a.k.a. a codeword), the components of which are transmitted over different sub-channels. The goal is to improve communication reliability by spreading information over multiple sub-channels and hence exploiting channel diversity.

Several categories of modulation diversity codes have been investigated in the literature [14], [21], among which the Hochwald/Sweldens codes have attracted a lot of attention [15], [22]. A Hochwald/Sweldens codebook defines a one-to-one mapping from any group of $N_d R$ bits to an $N_d$ dimensional constellation point, each dimension of which is a phase shift keying (PSK) symbol:

$$f : c \in \{0, 1\}^{N_d R} \rightarrow s \in \mathbb{C}^{N_d}.$$  \hfill (1)

Here $R$ denotes the original data rate in bits per symbol, and $C$ denotes a $2^{N_d R}$-PSK constellation. Note that the same data rate of $R$ is maintained after modulation diversity, if the $N_d$ components of $s$ are transmitted over different sub-channels. The $n$-th component of a codeword $s^{(m)}$ has the form

$$s^{(m)}_n = \exp(j2\pi u_n m/2^{N_d R}),$$  \hfill (2)

where $u_n = 1, \ldots, 2^{N_d R}, \forall n = 1, \ldots, N_d$. When $u_n = 1, \forall n$, the Hochwald/Sweldens code reduces to a PSK repetition code [14]. In general, $u_n \triangleq [u_1 \cdots u_{N_d}]$ need to be optimized to minimize the symbol error rate in specific channel conditions. Assuming that all components of a codeword are transmitted over static flat channels or i.i.d. flat Rayleigh fading channels and corrupted by AWGN, the optimal values of $u$ for $R = 1$ and $N_d = 2$ to 4 have been found by exhaustive search [22] and are summarized in Table III.

Modulation diversity has been applied in various forms and demonstrated superior communication performance in multi-antenna communications [15] and in OFDM systems [23]. In [15], a unitary space-time modulation scheme was derived based on the Hochwald/Sweldens codes. In [23], dual carrier modulation was proposed to exploit channel diversity in frequency domain in ultra-wideband wireless communications.

In OFDM-based narrowband PLC systems, recognizing the periodically varying spectrally shaped statistics of periodic impulsive noise, we propose to apply modulation diversity across time and frequency, which leads to the time-frequency modulation diversity (TFMD). In TFMD, components of a modulation diversity codeword are transmitted on various subcarriers in multiple OFDM symbols. To achieve better performance, such time-frequency mapping needs to be configured properly according to the burst structure of the noise and the OFDM parameters. A simple mapping scheme is depicted in Fig. 4, assuming $N_d = 2$ as an example. In general, the $N_d$ components of a modulation diversity codeword are spread into time and frequency units so that adjacent components are separated by $\Delta K$ subcarriers and $\Delta T$ OFDM symbols. To reduce the possibility that all components are affected by narrowband interference or a deep fade in frequency domain, we divide the transmission band evenly into $N_d$ subbands, and distribute the components in different subbands, i.e., $\Delta K = N_{data}/N_d$, where $N_{data}$ denotes the number of data subcarriers in an OFDM symbol, and $N_{OFDM}$ is the number of OFDM symbols in a packet. Likewise, to ensure that not every component of a codeword is contaminated by noise bursts, $\Delta T$ is set to be the maximum number of consecutive OFDM symbols in a single noise burst. Thanks to the cyclostationary property of the noise, the burst duration within a period of the noise can be pre-determined by the receiver and made available to the transmitter via receiver feedback.

We adopt a Hochwald/Sweldens codebook since it produces PSK symbols. PSK is a mandatory modulation scheme in the ITU-T G.9903, G.9904 and the IEEE 1901.2 narrowband PLC standards. Ideally, the parameters $u$ need to be optimized taking into account the PLC channel models. In particular, amplitude of PLC channels is typically characterized by log-normal distributions rather than Rayleigh fading [24]. Furthermore, for a given PLC link, the channel frequency response is fairly static and can be determined from the topology and impedance properties of the cable [25]. Since this paper is focused on combating periodic impulsive noise, we leave the design of optimal codebooks based on PLC channel models for future work. The receiver methods presented in the following can be applied to arbitrary $u$.

The block diagram for an OFDM-based narrowband PLC transmitter using TFMD is shown in Fig. 5 and compared with a conventional transmitter operating in DBPSK/BPSK mode, using similar physical layer specifications as in the ITU-T G.9903 standard. In the conventional transmitter, the binary data is protected by an optional Reed-Solomon code, a convolutional code and an interleaver with scalable depths up to an entire packet. The interleaved bits are modulated into BPSK symbols, which are then allocated to the data tones of the OFDM symbols. The transmitter can be configured to operate in either of the two transmission modes: non-coherent (i.e., differential) and coherent. In a non-coherent system, a reference OFDM symbol is inserted at the beginning of a packet, upon which the following symbols are differentially encoded in the time domain, i.e., each subcarrier is differentially encoded based on the same subcarrier in the
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By component of the codeword is allocated to subcarrier to a modulation diversity codeword. Suppose that the $j$-th mapper that allocates the PSK symbols to maps every $N_d$ bits to $N_d$ PSK symbols, and a time-frequency mapper that allocates the PSK symbols to $N_d$ designated time-frequency units. Note that the data rates (in bits per sub-channel) are the same before and after and modulation.

IV. SOFT-OUTPUT DIVERSITY DEMODULATION

Given the transmitter structure in Fig. 5, a diversity demodulator combines received signal in $N_d$ time-frequency slots to generate soft decisions on the $N_d$ bits. Such combining depends on the estimation of the periodically varying noise power spectral density.

Let us first consider the non-coherent transmission scheme. We have a group of bits, $c \in \{0,1\}^{N_d}$, that is jointly mapped to a modulation diversity codeword. Suppose that the $n$-th component of the codeword is allocated to subcarrier $i_n$ in the $j_n$-th OFDM symbol, $\forall n = 1, \cdots, N_d$, which is denoted by $v_{i_n,j_n}$. To simplify notations, define index sets $I \triangleq \{i_n\}_{n=1}^{N_d}$ and $J \triangleq \{j_n\}_{n=1}^{N_d}$, and a column vector $v_{I,J} \triangleq \{v_{i_n,j_n}\}_{n=1}^{N_d}$. The OFDM symbols are differentially encoded in the time domain, which results in
\[
    s_{I,J} = v_{I,J} \odot s_{I,J-1},
\]
where $s_{I,J-1} \triangleq \{s_{i_n,j_n-1}\}_{n=1}^{N_d}$, and $\odot$ denotes the pointwise product between two vectors.

One of the most important properties of OFDM is that it divides a frequency-selective channel to multiple narrowband flat sub-channels, each of which is centered at a subcarrier frequency. Assuming that the CP is longer than the channel delay spread, the receiver discards the CP and takes an FFT of the rest of the OFDM symbol, which leads to
\[
    r_{I,J} = h_{I,J} \odot s_{I,J} + e_{I,J}.
\]
Here $h_{i_n,j_n}$ denotes the complex amplitude of the sub-channel, and $e_{i_n,j_n}$ is the additive noise.

The soft decisions on $c$ consists of $N_d$ log-likelihood ratios (LLRs), one for each bit. Each of the LLRs is conditioned on the received signal $r_{I,J}$ and the reference signal $r_{I,J-1}$:
\[
    L(c_n) = \ln \frac{p(c_n = 0 | r_{I,J}, r_{I,J-1})}{p(c_n = 1 | r_{I,J}, r_{I,J-1})} = \max_{v_{I,J} : c_n = 0} \ln \frac{p(r_{I,J} | v_{I,J}, r_{I,J-1})}{\max_{v_{I,J} : c_n = 1} p(r_{I,J} | v_{I,J}, r_{I,J-1})}. \quad (3)
\]
In (3), the max-sum approximation of the exact LLR is applied to reduce the computational complexity as in [26]. Assuming that the additive noise samples on different subcarriers are mutually uncorrelated, the likelihood expressions in (3) can be derived following standard routines similarly as in [27]
\[
    p(r_{I,J} | v_{I,J}, r_{I,J-1}) = \mathcal{CN}(r_{I,J-1} - \bar{v}_{I,J}, \bar{\sigma}_{I,J}), \quad (4)
\]
where $\bar{\sigma}_{I,J} = \sigma_{I,J-1} + \sigma_{I,J}$, and $\sigma_{i_n,j_n}$ is the noise variance in the corresponding time-frequency slot, i.e., $\sigma_{i_n,j_n} \triangleq \mathbb{E}[|e_{i_n,j_n}|^2], \forall n$. Substituting (4) into (3) results in
\[
    L(c_n) = \max_{v_{I,J} : c_n = 0} \sum_{k=1}^{N_d} \frac{\text{Re}\{r_{i_k,j_k} v_{i_k,j_k}^* s_{i_k,j_k-1}\}}{\sigma_{i_k,j_k}} - \max_{v_{I,J} : c_n = 1} \sum_{k=1}^{N_d} \frac{\text{Re}\{r_{i_k,j_k} v_{i_k,j_k}^* s_{i_k,j_k-1}\}}{\sigma_{i_k,j_k}}. \quad (5)
\]
Compared to conventional DPSK detection [27], the diversity demodulator (5) combines the decision metrics from $N_d$ time-frequency slots, with the weights inversely proportional to the noise variances.

In addition to using a two-symbol observation window for differential detection, the diversity demodulator can also be generalized to use multiple-symbol differential detection, given that increasing the window size generally leads to better performance [26], [27], [28]. The generalized diversity demodulator computes LLRs conditioned on \( \{r_{i,j}, r_{i,j-1}, \ldots, r_{i,j-N_w+1}\} \), where $N_w$ is the window size. However, multiple-symbol differential detection requires much higher implementation complexity, and hence might be infeasible for low-power low-cost PLC systems. As such, throughout the rest of the paper, we will only use two-symbol observation windows for differential detection.

Following similar derivations, it can be verified that the diversity demodulator for coherent systems take the same mathematical form as (5), except for replacing the reference \( r_{i,j} \) with \( \hat{r}_{i,j} \) and \( \sigma_{i,j} \) with \( \hat{\sigma}_{i,j} \). Fig. 6 depicts the modulation diversity receiver that takes into account of the cyclostationary noise statistics, compared with a conventional OFDM receiver assuming AWGN.

V. NOISE POWER ESTIMATION

The gain of diversity combining depends on the accuracy of noise power estimation. In this section, we first discuss an offline estimator that measures noise power spectrums prior to transmission. Such offline approach can be applied to both non-coherent and coherent systems. After that, we will show that in coherent systems, a semi-online algorithm can be derived to iteratively infer noise power spectrums from the received signal, based on certain coarse measurements obtained prior to transmission.

In the offline approach, the receiver collects noise samples that span multiple AC cycles before the transmission starts, and uses that to estimate noise power spectrums. More specifically, it takes a short time Fourier transform (by sliding FFT) over the recorded noise samples, and averages the instantaneous noise power spectrums in each stationary interval.

Generally, such offline estimation becomes more accurate as more noise samples are collected. Consider a single PLC link, it appears that the idle interval between consecutive transmissions typically takes several minutes, covering thousands of AC cycles. For example, a smart meter reports customer load profile to a data concentrator every 15 minutes [29]. However, within a smart grid network, PLC transmissions from different devices need to be scheduled using multiple access protocols (e.g. carrier sense multiple access) to limit uncoordinated interference [30]. As the number of PLC devices increases, the length of idle intervals, when none of the devices is transmitting, becomes limited. In this situation, a receiver might not be able to collect sufficient noise samples to make accurate noise power estimation, or more advanced techniques have to be used to discriminate powerline noise from transmissions by neighboring devices. Therefore, it is desirable to develop algorithms to estimate noise power spectrums primarily during data transmission.

Towards that end, we notice that the stationary intervals can be divided into two categories. The type-1 stationary intervals contains periodic impulsive noise asynchronous to the main powerline frequency, and is characterized by a sparse power spectral density (e.g. $\mathcal{R}_1$ and $\mathcal{R}_2$ in the exemplified noise trace in Fig. 2). The type-2 stationary intervals consists of wideband impulsive noise whose power spectral density reaches much higher than that in the rest of the period (e.g. $\mathcal{R}_3$ in Fig. 2). Since the entire band is overwhelmed by high power noise in the type-2 stationary intervals, according to (5), signal received therein is supposed to be lightly weighted in the diversity combining, and therefore is generally negligible without causing noticeable performance degradation. In the following, we present a semi-online algorithm that estimates the noise power spectrums in the type-1 stationary intervals by exploiting its sparsity structure.

A. Problem Formulation

Let $N_c$ and $N_p$ denote the FFT size and CP length in an OFDM system, and $L_h$ the channel delay spread in samples. Most narrowband PLC standards adopt a CP that is much longer than typical channel delay spreads (i.e., $N_p \gg L_h$). For example, the root-mean-square delay spreads encountered in the narrowband PLC field measurements are $2 - 6\mu s$ [9], whereas the CP durations specified by the ITU-T G.9903 standard are $75\mu s$ in the CELENECA-A band (at the sampling frequency of 400 kHz), and $25\mu s$ in the FCC band (at the sampling frequency of 1.2 MHz) [3]. The first $L_h$ samples inside the CP are affected by inter-symbol-interference. Removing these samples from the $j$-th received OFDM symbol in time domain results in:

$$\hat{r}_j = H_j S F_N^* s_j + \hat{e}_j.$$  

Here $F_{N_c}$ is the $N_c$-point FFT matrix, $S = [0_{N_c-N_p+L_h} I_{N_c} 1_{N_p-L_h}]$, $H_j$ is a Toeplitz matrix consisting of a time shifted channel impulse response in each row. $\hat{r}_j$ and $\hat{e}_j$ denote the time-domain received signal and additive noise, respectively.

Define a matrix $W$ as

$$W \triangleq [A \ 0_{(N_p-L_h) \times (N_c-N_p+L_h)} -A],$$

where $A$ is an arbitrary $(N_p-L_h) \times (N_c-N_p+L_h)$ unitary matrix. It can be easily proved that $WH_jS = 0 \ \forall A$, as long as $H_j$ is Toeplitz. Therefore pre-multiplying $\hat{r}_j$ by $W$ removes the information bearing portion from the CP, i.e.,

$$y_j \triangleq W \hat{r}_j = W \hat{e}_j.$$  

We assume no uncoordinated interference, so that the additive noise $\hat{e}_j$ is dominated by periodic impulsive noise. As mentioned previously in Section I, the periodic impulsive noise asynchronous to the main powerline frequency has a sparse power spectral density (Fig. 3). This type of noise can therefore be decomposed in the frequency domain as:

$$\hat{e}_j = F_N (x_j + g_j),$$

where $N = N_c + N_p - L_h$, $x_j$ is a sparse vector, $g_j$ captures the residual background noise and is approximated
by AWGN. Defining $\Phi \triangleq WF_N^* \text{ and } v_j \triangleq WF_N g_j$, (6) can be succinctly rewritten as

$$y_j = \Phi x_j + v_j. \quad (7)$$

Note that $v_j$ is still AWGN since $A$ and $F_N$ are both unitary.

Suppose that before the transmission starts, the receiver has collected a few periods of noise samples using the idle intervals. It can roughly determine how to partition one period of the noise into multiple stationary intervals. Based on that information, the receiver is able to identify the OFDM symbols that are received during each of the type-1 stationary intervals. We thereby group the corresponding measurement vectors $y_j$ in the $k$-th stationary interval, and expand (7) into

$$Y_k = \Phi X_k + V_k. \quad (8)$$

Here $Y_k$ is a matrix formed by column vectors $\{y_j, \forall j \in S_k\}$, where $S_k$ is the index set for all OFDM symbols received in the $k$-th stationary interval. Similar definitions apply to $X_k$ and $V_k$. Note that all columns of $X_k$ are sparse vectors that share an identical support. (8) is an example of the standard multiple measurement vector (MMV) problem in compressed sensing. In the following, we describe an algorithm based on T-MSBL [31] to iteratively estimate the noise power spectrum and decode the received signal, based on (8). The proposed algorithm applies to every type-1 stationary interval, and for conciseness purposes we will omit sub-index $k$ in Section V-B.

### B. Noise Power Spectrum Estimation Using T-MSBL

The T-MSBL algorithm uses a sparse Bayesian learning (SBL) approach [20], [32] to solve the generic MMV problem $Y = \Phi X + V$, where $Y$ is an $M \times L$ measurement matrix, $\Phi$ is a known $M \times N$ dictionary matrix, $X$ is an unknown $N \times L$ source matrix with each row representing a possible source, and $V$ is an unknown $M \times L$ noise matrix.

The key idea is to exploit the row sparsity of the source matrix $X$, and impose a sparsity promoting prior on $X$ that leads to a posterior density that is concentrated over row-sparse matrices. Let $X_i$ denote the $i$-th row of $X$. The algorithm imposes a parameterized Gaussian prior on $X_i$.

$$p(X_i; \gamma_i, B) = \mathcal{CN}(X_i; 0, \gamma_i B), \quad \forall i = 1, \cdots, N \quad (9)$$

where $\gamma = [\gamma_1, \cdots, \gamma_N]$ are nonnegative parameters controlling the row sparsity of $X$, and $B$ is a positive definite matrix that captures the covariance of $X_i$. The maximum a posteriori (MAP) estimation of $\gamma$ and $B$ can be computed iteratively using the expectation maximization (EM) algorithm. Upon convergence, $\gamma$ will become a sparse vector. To ensure a unique global solution, the number of non-zero rows in $X$ has to be below a certain threshold.

In our specific problem, when applying the prior (9) to the $k$-th stationary interval, it is assumed that $x_j, \forall j \in S_k$ are temporally correlated, identically distributed Gaussian random vectors. While capturing the temporal correlation, the prior makes an approximation that the frequency components of the noise are uncorrelated with each other, i.e., $E[x_k x_k^*] \equiv \Gamma$ is a diagonal matrix. The neglect of frequency-domain correlation significantly reduces the number of parameters to be estimated, and hence prevents overfitting.

A challenge in using T-MSBL to estimate noise power spectrum is that the number of peaks in $x_j$ generally exceeds the threshold that guarantees a unique global solution. In that case, the EM algorithm may converge to a second global optimum $\gamma^*$ that has a different support than that of the desired global optimum. To better guide the Bayesian inference to converge to the actual noise power spectrum, despite of its low sparsity level, we propose a more informative prior that incorporates decision feedback from the decoder.

On top of the prior (9), we impose a hyper-prior on $\gamma$ and $B$, respectively. We adopt the following conjugate priors since they generally lead to computationally tractable solutions:

$$p(\gamma; a, b) = \prod_{i=1}^N IG(\gamma_i; a_i, b_i), \quad (10)$$

$$p(B; \mu, \Psi) = IW(B; \mu, \Psi). \quad (11)$$

Here $IG(\gamma_i; a_i, b_i)$ is the inverse Gamma distribution with the shape parameter $a_i$ and scale parameter $b_i$, both of which assume non-negative values; $IW(B; \mu, \Psi)$ denotes the inverse Wishart distribution, where $\mu > L$ is the degree of freedom and $\Psi$ is a positive definite scale matrix.

Upon receiving a packet, the hyperparameters $a, b, \mu$ and $\Psi$ are initialized with non-informative values (e.g. $a = b = 0, \mu = L + 1, \Psi = I_L$), and are then updated iteratively based on decision feedback from the FEC decoder. In each iteration, given the hierarchical prior, the noise power estimator executes a single iteration of the EM algorithm to generate an estimate of $\gamma$. Since $\gamma$ is the $N$-point noise power spectrum, we need to compute the desired $M_c$-point noise power spectrum $\sigma$ by

$$\sigma = \text{diag}\{\Phi \Gamma \Phi^*\},$$

where $\Phi = F_{N_c}[0_{N_r-L_h}, I_{N_c}] F_N$, and $\Gamma \equiv \text{diag}(\gamma)$. The diversity demodulator then combines received signals according to (5), using the current estimate of $\sigma$ for all stationary intervals. The soft outputs, after deinterleaving, are further decoded by the convolutional decoder. In coherent mode, the receiver can use the hard decisions from the decoder (e.g., convolutional or Reed-Solomon decoder) to reconstruct the transmitted signal, which is filtered by the estimated channel, and subtracted from the actual received signal. The residual in the frequency domain, denoted by $X'$, is an estimate of $X$ and contains side information that is extracted from the redundancy of the convolutional code. Since (10) and (11) are conjugate priors, the posterior distribution of $\gamma$ (or $B$), conditioned on
\( \hat{X}' \), is also an inverse Gamma (or inverse Wishart) distribution:

\[
 p(B|\hat{X}'; \mu, \Psi, \gamma) = IW(B; \mu, \Psi, \gamma),
\]

\[
 \mu = \mu + N,
\]

\[
 \Psi = \Psi + \sum_{i=1}^{\infty} \hat{X}_i' \hat{X}_i^t.
\]

(12)

\[
 p(\gamma|\hat{X}', a, b, B) = \prod_{i=1}^{N} IG(\gamma_i; a_i, b_i),
\]

\[
 a_i = a_i + \frac{L}{2},
\]

\[
 b_i = b_i + \frac{1}{2} \hat{X}_i' B \hat{X}_i^t.
\]

(13)

Note that the side information extracted from the decision feedback \( \hat{X}' \) is fused into the updated hyperparameters \( \hat{a}, \hat{b}, \hat{\mu}, \) and \( \hat{\Psi} \). These more informative hyper-priors are then used for noise power spectrum estimation in the next iteration. As such, we formulate a receiver that iteratively estimates noise power spectrums in all type-1 stationary intervals using decision feedback from the decoder, and uses the estimation to decode the received signal. Multiple iterations are run for every single packet. To reduce error propagation, the noise power estimation from one packet does not carry over to the next packet, i.e., the hyperparameters are re-initialized for every received packet. The iterative receiver structure described above is depicted in Fig. 6. Such receiver can be applied in coherent mode only, since it requires channel estimation to reconstruct the received signal from the decoder output.

Given the hierarchical prior, the MAP estimation of \( \gamma \) and \( B \) can be computed iteratively using the EM algorithm, following similar routines as in [31]. We summarize the T-MSBL algorithm with the hierarchical prior in Algorithm 1, while deferring the derivation details to the Appendix. Compared to the standard T-MSBL algorithm in [31], the update rules for \( \gamma \) and \( B \) now involves additional hyperparameters \( a_i, b_i, \mu \) and \( \Psi \), which provide extra information on \( X \). Note again that the algorithm needs to be applied to all type-1 stationary intervals.

VI. COMMUNICATION PERFORMANCE AND IMPLEMENTATION COMPLEXITY

In this section, we evaluate communication performance and implementation complexity of the proposed transceiver methods in periodic impulsive noise. The evaluation is in comparison to a reference OFDM-based narrowband PLC system as suggested by the ITU-T G.9903 standard.

A. Communication Performance

To evaluate the bit error rate (BER) performance in periodic impulsive noise, we inject both realistic and synthetic noise into the transmit signal. The realistic noise was measured from an outdoor low-voltage power line in [6]. A segment of the time-domain noise trace has been shown in Fig. 1. The synthetic noise is generated using the LPTV system model as described in Section II-A. More specifically, we partition each period of the noise into three stationary intervals, which covers 70%, 29% and 1% of a period, respectively. In each stationary interval, the noise is spectrally shaped using the power spectral density profile from the same field measurement in [6], which is also available in the IEEE 1901.2 standard [5]. The BER statistics is averaged over \( 10^4 \) data packets. In synthetic noise, each packet has an independent noise realization. For simplicity, we assume flat channel throughout the simulations.

We simulate the physical layer of the proposed TFMD transceiver and a reference narrowband PLC system, both of which adopt standard parameters as specified in the ITU-T TABLE II

<table>
<thead>
<tr>
<th>Parameters</th>
<th>CENELEC-A</th>
<th>FCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>Reference</td>
<td>Reference</td>
</tr>
<tr>
<td>Sampling Frequency</td>
<td>400 kHz</td>
<td>1.2 MHz</td>
</tr>
<tr>
<td>FFT Size ( N_p )</td>
<td>256</td>
<td>256</td>
</tr>
<tr>
<td>CP Length ( N_p )</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td># of Subcarriers</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>Data Subcarriers</td>
<td>23–58</td>
<td>33–104</td>
</tr>
<tr>
<td>Convolutional Code</td>
<td>rate 1/2, length ( \ell )</td>
<td></td>
</tr>
<tr>
<td>Reed-Solomon Code</td>
<td>251/235</td>
<td>N/A</td>
</tr>
<tr>
<td>Interleaver Size (Bits)</td>
<td>4032</td>
<td>36</td>
</tr>
<tr>
<td>Packetsize (Bytes)</td>
<td>235</td>
<td>235</td>
</tr>
<tr>
<td>Data Rate (kbps)</td>
<td>23.5</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
T G.9903 Recommendations (Table II). Both systems can be configured to operate in either non-coherent or coherent modes, and transmit in one of the two bands: 35.9–90.6 kHz in the CENELEC-A band and 154.7–487.5 kHz in the FCC band. In non-coherent mode, a reference OFDM symbol is inserted at the beginning of each packet for differential encoding; whereas in coherent mode, for simplicity purposes we do not insert any pilots for channel estimation, since a flat channel is assumed in the simulations. As suggested by the standard, the reference system uses concatenated Reed-Solomon and convolutional coding, whole-packet interleaving, and DBPSK/BPSK modulation for improved robustness in periodic impulsive noise. On the other hand, the proposed system uses convolutional coding, a smaller interleaver across one OFDM symbol, and TFMD modulation. Since modulation diversity does not change data rates, the proposed system has a slightly higher data rates than the reference system, due to the elimination of Reed-Solomon coding. The physical layer parameters for the proposed TFMD system are outlined and compared with those of the reference system in Table II, where a Reed-Solomon code with the input and output block lengths of $k_1$ and $k_2$ bytes, respectively, is denoted as $k_2/k_1$. The Reed-Solomon block sizes and packet sizes in the CENELEC-A and FCC bands are selected according to Table 7-1 and 7-7 in [3]. The effective data rates, excluding the preamble and frame control header, are calculated for the coherent mode.

As described in Section III, the TFMD scheme at the proposed transmitter is parameterized based on the burst structure of the noise and the simulated bandplan. These parameters include the codeword length $N_d$ and $(\Delta K, \Delta T)$ that determine the time-frequency mapping as shown in Fig. 4. To determine $\Delta T$, we assume that the burst duration within a period of the noise, i.e., maximum number of OFDM symbols affected by a burst, is perfectly known at the transmitter. Robustness of the TFMD scheme to estimation error in noise burst duration will be deferred to future study. In either realistic or synthetic noise, each period contains a single burst that extends approximately 4 OFDM symbols in the CENELEC-A band, and 12 OFDM symbols in the FCC band. Therefore we set $\Delta T = 4$ or 12 depending on the bandplan. Given $\Delta T$, the choice of $N_d$ is affected by the packet size. In the FCC band, a smaller packet size is used in our simulations. Without Reed-Solomon coding, each packet only contains 25 OFDM symbols (excluding the reference symbol in non-coherent mode). With $N_d = 3$, it is impossible to guarantee that the 3 components of a codeword are separated from each other by at least 12 OFDM symbols. In the worst case, a single noise burst spans almost half of the packet, and with insufficient separation in time, it is very likely that more than one components of a codeword are contaminated by noise bursts, which leads to performance degradation. As such, only $N_d = 2$ is adopted in the FCC band. In the CENELEC-A band, however, each packet contains 112 OFDM symbols, and hence a separation of at least 4 OFDM symbols can be ensured with both $N_d = 2$ and 3. For a given $N_d$, $\Delta K$ is simply set to be $\lfloor N_{data}/N_d \rfloor$. An extreme case that is not included in the simulations is when the packet duration is shorter than a noise burst. As mentioned in Section I, this is deferred to future work.

A diversity receiver with either offline or semi-online noise power estimation is used to decode the TFMD signal. In both non-coherent and coherent modes, the offline noise power estimation is performed once for all simulated packets, based on 10 periods of noise samples. In practice, the offline estimates need to be updated once in a while (e.g. on an hourly basis), since the cyclostationary noise statistics is in general slowly varying during the day. Collection of 10 periods of noise samples requires only 83.3 ms of idle time (i.e., when no PLC devices are transmitting within the network), which in general will not be a problem given that the estimation does not need to be updated frequently. In coherent mode, the semi-online estimator can be applied as well. In this case, the estimator first determines the partition of stationary intervals based on 2 periods of noise samples. The entire receiver is then set to run 5 iterations for each packet.

In synthetic noise, the proposed and reference systems are simulated in both the CENELEC-A and FCC bands. In either band, the BER performance is evaluated for both coherent and non-coherent modes. As shown in Fig. 7, the TFMD system achieves significant performance improvement compared to the reference in both operating modes and in both bands. In particular, to achieve the target BER of $10^{-4}$, the TFMD system requires considerably lower $E_b/N_0$ than the reference system. In coherent mode, our proposed transceiver methods obtain up to 6.5 dB gain in the CENELEC-A band, and up to 2.5 dB gain in the FCC band. In non-coherent mode, even larger gains (up to 8 dB in CENELEC-A and 3 dB in FCC) are observed. This indicates that the proposed methods are able to compensate part of the performance gap between non-coherent and coherent schemes. It is noticed that the proposed algorithms offer larger gains in the CENELEC-A band than in the FCC band, since a wide region in the latter band exhibits much lower noise levels. In the CENELEC-A band, increasing $N_d$ from 2 to 3 brings additional 2–3 dB gains when the offline noise power estimator is used. Although the offline estimator consistently outperforms the semi-online alternative, it is observed that the $E_b/N_0$ gap between the two remains below 2 dB and becomes smaller as $N_d$ increases. In the situations where the offline noise power estimator is infeasible due to limited idle time in the shared PLC channel, the semi-online estimator can still provide significant performance improvement, especially for larger $N_d$.

The performance improvement of our proposed methods is further validated in realistic noise measurement. In this case, we evaluate the BER performance in the CENELEC-A and FCC bands, but only for coherent mode due to space limit (Fig. 8). With $N_d = 2$, up to 4 dB and 2.5 dB $E_b/N_0$ gains are achieved in the CENELEC-A and FCC bands, respectively, similarly to those observed in synthetic noise. On the other hand, discrepancies between the BER performance in realistic noise and that in synthetic noise are observed. In the CENELEC-A band, the additional gains by increasing $N_d$ from 2 to 3 are smaller than those in synthetic noise. In realistic noise, compared to the reference system, the TFMD scheme with semi-online noise power estimation exhibits a less rapid BER decrease at higher SNRs. These discrepancies are primarily due to the correlation between the frequency
Fig. 7. Bit error rate performance of the proposed TFMD transceiver in periodic impulsive noise generated from a cyclostationary noise model [5], [6]. Performance is evaluated for the coherent mode (top) and the non-coherent mode (bottom), in the CENELEC-A band (left) and the FCC band (middle), respectively. In realistic noise, simulation is only run in the CENELEC-A band (right). For comparison, the reference narrowband PLC system (“Reference”) use Reed-Solomon and convolutional coding, whole-packet interleaving and DBPSK/BPSK modulation. The simulated TFMD system (“TFMD”) does not use Reed-Solomon coding, and uses a smaller interleaver across one OFDM symbol. \( N_d \) denotes the length of modulation diversity codewords. “Offline” and “semi-online” refer to the noise power estimation algorithms.

For clarity purposes, the \( E_b/N_0 \) gains of the proposed system over the reference in both synthetic and realistic noise are summarized and compared in Table III. To summarize, in our simulations, the TFMD transceiver demonstrates enhanced robustness over conventional narrowband PLC systems in both CENELEC-A and FCC bands, and in both non-coherent and coherent modes. The improved reliability is achieved in parallel with slightly increased data rates due to the elimination of Reed-Solomon coding.

### TABLE III

<table>
<thead>
<tr>
<th>TFMD Settings</th>
<th>Simulated Scenarios</th>
<th>Synthetic Noise</th>
<th>Realistic Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_d = 2 )</td>
<td>Offline</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>( N_d = 3 )</td>
<td>Offline</td>
<td>6.5</td>
<td>8</td>
</tr>
</tbody>
</table>

#### B. Implementation Complexity

In addition to the superior communication performance, our proposed transceiver methods also allow lower-complexity implementation compared to the reference narrowband PLC system. With TFMD, the entire transceiver can be relieved from Reed-Solomon coding/decoding and whole-packet interleaving/deinterleaving, both of which are known to be computationally intensive and memory consuming. This will
directly lead to a transmitter that is more power-efficient and cost-effective. The extra complexity introduced by the noise power estimation algorithms can be well compensated by the savings from the Reed-Solomon coding/decoding and the whole-packet interleaving/deinterleaving.

The offline noise power estimator involves a sliding FFT operation over ten periods of noise samples. The sliding FFT is known to have $O(N_c \log N_c)$ complexity for the first $N_c$-point FFT, and linear complexity after that. As mentioned previously, the estimates need to be updated once in a while (e.g. on an hourly basis). The overall computational complexity and memory requirement of the offline noise power estimation is much lower compared to the polynomial complexity of the state-of-the-art Reed-Solomon decoders [33]. For the same reason, the diversity receiver with offline noise power estimation has reduced processing latency compared to the reference receiver.

In coherent systems, compared with the offline noise power estimator, the semi-online alternative has a higher complexity, which primarily resides in the T-MSBL algorithm. Standard implementation of the T-MSBL algorithm requires $O(MN^2)$ additions/multiplications per iteration, where $M \leq 30$, $N \leq 286$ according to the ITU-T G.9903 standard. The complexity per iteration is comparable with that of the Reed-Solomon decoder, whose complexity is typically in proportion to the third power of the code block length [33], [34] (251 in the CENELEC-A band and 125 in the FCC band). Due to the iterative nature of the algorithm, the overall complexity and latency of the proposed receiver with semi-online noise power estimation might increase by about 10x compared to that of the conventional receiver, assuming 5 iterations for each packet, and 2 noise power spectrums to be estimated. Therefore, such receiver algorithm is more suitable for the data concentrators, which generally have less stringent requirements on power consumption and implementation costs. In fact, the semi-online estimation is mostly needed at the data concentrator, since it sees transmissions from all smart meters within the network and hence has limited idle time. A smart meter, on the other hand, is only affected by transmissions from a few nearby PLC devices. Therefore, it generally experiences a longer idle time which allows collecting enough noise samples for the offline noise power estimation.

VII. CONCLUSION

This paper proposes a time-frequency diversity modulation scheme to enhance the communication reliability of narrowband PLC systems in periodic impulsive noise. The time-frequency modulation diversity transmitter jointly encodes multiple bits to multiple PSK symbols, and allocates them to different subcarriers in various OFDM symbols. The receiver linearly combines signals received from corresponding subchannels / OFDM symbols with weights inversely proportional to the sub-channel SNRs. The periodically varying noise power spectrum can be estimated before or during data transmission using sparse Bayesian learning techniques. We validate the proposed transceiver methods based on both realistic noise measurements and synthetic periodic impulsive noise that is emulated from a statistical noise model specified in the IEEE 1901.2 narrowband PLC standard.

APPENDIX

DERIVATION OF THE EM UPDATE RULES FOR $\gamma$ AND $B$

Given the hierarchical prior formed by (10), (11) and (9), the MAP estimation of $\theta \triangleq \{\gamma, B, \lambda\}$ can be computed iteratively by the EM algorithm. Following similar routines as in [31], the derivation involves three major steps: (1) transform the MMV model into a higher dimensional SMV model; (2) derive the EM algorithm for the SMV model; and (3) back map the algorithm to the original lower dimensional space. While the same procedure as described in [31] can be directly applied in the first and the last steps, the maximization step in the EM algorithm needs to be derived separately, since the cost function now involves the additional hyperparameters $a, b, \mu$ and $\Psi$. 
According to [31], in the high dimensional space, the SMV model and the prior (9) can be expressed as

\[ \tilde{y} = \text{vec}(Y^T), \tilde{x} = \text{vec}(X^T), \bar{v} = \text{vec}(V^T), D = \Phi \otimes I_L, \text{ and } \Sigma_0 = \text{diag}(\gamma) \otimes B. \]

The EM algorithm treats \( \bar{x} \) as latent variables, and seeks to maximize the cost function

\[
Q(\theta) = E_{\bar{x}\gamma; \theta^{(0)}} \left\{ \log \left[ p(\tilde{y}, \tilde{x}, \theta) | p(\theta) \right] \right\} 
= E_{\bar{x}\gamma; \theta^{(0)}} \left[ \log p(\tilde{y} | \tilde{x}, \theta) \right] + 
E_{\bar{x}\gamma; \theta^{(0)}} \left[ \log p(\bar{x} | \gamma, B) \right] + 
\log p(\gamma) + \log p(B),
\]

where \( \theta^{(old)} \) denotes the estimate of \( \theta \) from the previous iteration. Since the only term in (16) that depends on \( \lambda \) is the first term, the update rule for \( \lambda \) remains the same as in the original T-MSBL algorithm. To derive the update rules for \( \gamma \) and \( B \), the cost function (16) can be simplified to

\[
Q(\gamma, B) = E_{\bar{x}\gamma; \theta^{(0)}} \left[ \log p(\bar{x} | \gamma, B) \right] + 
\log p(\gamma) + \log p(B) 
= Q(\gamma, B) + \log p(\gamma) + \log p(B),
\]

where \( \bar{Q}(\gamma, B) \) is the simplified cost function used in the original T-MSBL algorithm (Eq. (10) in [31]). Compared to the original T-MSBL algorithm, the cost function now involves the hyper-priors (10) and (11) in the two additional terms. We replace \( p(\gamma) \) and \( p(B) \) by the probability density function of the inverse Gamma and the inverse Wishart distributions, respectively

\[
\log p(\gamma) \propto \sum_{i=1}^{N} \left[ -a_i \log \gamma_i - b_i / \gamma_i \right]
\]

\[
\log p(B) \propto -\frac{\mu + L}{2} \log |B| - \frac{1}{2} \text{Tr}(\Psi B^{-1}),
\]

and take the derivative of (17) with respect to \( \gamma_i, \forall i = 1, \cdots, N \)

\[
\frac{\partial \bar{Q}}{\partial \gamma_i} \propto \frac{\partial \bar{Q}}{\partial \gamma_i} - \frac{a_i + 1}{\gamma_i} + \frac{b_i}{\gamma_i^2},
\]

where \( \frac{\partial \bar{Q}}{\partial \gamma_i} \) can be evaluated as in Eq. (11) in [31]. Setting the derivative to zero, we obtain the update rule for \( \gamma_i \):

\[
\gamma_i \leftarrow \frac{\text{Tr}(B^{-1}(\Sigma_{k,i} + \mu_{k,i}^* \mu_{k,i}^T)) + 2b_i}{L + 2a_i}.
\]

Similarly, we take the derivative of (17) over \( B \)

\[
\frac{\partial \bar{Q}}{\partial B} = \frac{\partial \bar{Q}}{\partial B} - \frac{\mu + L}{2} B^{-1} + \frac{1}{2} B^{-1} \Psi B^{-1}.
\]

Setting the derivative to zero gives the update rule for \( B \):

\[
B \leftarrow \frac{1}{N + \mu + L} \sum_{i=1}^{N} \frac{1}{\gamma_i} (\Sigma_{k,i} + \mu_{k,i}^* \mu_{k,i}^T) + \Psi^*.
\]

The update rules in (21) and (23) can be back mapped to the original space, as in [31], which results in (14) and (15).
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