
1

No-Reference Quality Assessment of Tone-Mapped
HDR Pictures

Debarati Kundu, Student Member, IEEE, Deepti Ghadiyaram, Student Member, IEEE,
Alan C. Bovik, Fellow, IEEE, and Brian L. Evans, Fellow, IEEE

Abstract—Being able to automatically predict digital picture
quality, as perceived by human observers, has become important
in many applications where humans are the ultimate consumers
of displayed visual information. Standard dynamic range (SDR)
images provide 8 bits/color/pixel. High dynamic range (HDR)
images which are usually created from multiple exposures of
the same scene, can provide 16 or 32 bits/color/pixel, but
must be tonemapped to SDR for display on standard monitors.
Multi-exposure fusion (MEF) techniques bypass HDR creation,
by fusing the exposure stack directly to SDR format while
aiming for aesthetically pleasing luminance and color distri-
butions. Here we describe a new no-reference image quality
assessment (NR IQA) model for HDR pictures that is based
on standard measurements of the bandpass and on newly-
conceived differential natural scene statistics (NSS) of HDR
pictures. We derive an algorithm from the model which we call
the HDR Image GRADient based Evaluator (HIGRADE). NSS
models have previously been used to devise NR IQA models
that effectively predict the subjective quality of SDR images, but
they perform significantly worse on tonemapped HDR content.
Towards ameliorating this we make here the following contribu-
tions: (1) We design HDR picture NR IQA models and algorithms
using both standard space-domain NSS features as well as novel
HDR-specific gradient based features that significantly elevate
prediction performance, (2) We validate the proposed models
on a large-scale crowdsourced HDR image database, and (3)
We demonstrate that the proposed models also perform well
on legacy natural SDR images. The software is available at:
http://signal.ece.utexas.edu/%7Edebarati/higradeRelease.zip.

I. INTRODUCTION

RECENT years have seen a huge growth in the acquisi-
tion, processing and transmission of digital pictures and

videos. While most pictures are still represented as Standard
Dynamic Range (SDR) images of 8 bits/color/pixel acquired
using a fixed exposure, there is a growing practice of ac-
quiring/creating and displaying high dynamic range (HDR)
images and other types of pictures created by multiple expo-
sure fusion. These kinds of images allow for more pleasing
representation and better use of the available luminance and
color ranges in real scenes, which can range from direct
sunlight to faint starlight [1]. HDR content can be captured
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by smart phones and digital SLR cameras, streamed by video-
on-demand services, and displayed by modern monitors.

HDR images which are commonly represented by 16 or
32 bits/color/pixel, are typically obtained by blending a stack
of SDR images at varying exposure levels, thereby allowing
a range of intensity levels on the order of 10,000 to 1.
HDR rendering also finds use in computer graphics, where
lighting calculations are performed over a wider dynamic
range. This results in a better contrast distribution, thereby
leading to a higher degree of detail preservation. However,
in order to visualize these images on standard SDR display
devices, they must be tonemapped to SDR. In addition to tone-
mapped SDR images, images are also often created by multi-
exposure fusion, where a stack of SDR images taken at varying
exposure levels are fused to create an SDR image that is more
visually informative than the input images. This bypasses the
intermediate step of creating an HDR irradiance map. HDR
images may also be post-processed (color saturation, color
temperature, detail enhancement, etc.) for aesthetic purposes.

Since different fusion/tone-mapping algorithms result in
different SDR images, a natural question is how to evaluate the
quality of the images obtained. Subjective testing is important
to evaluate the visual quality of images produced by different
algorithms. Recently we created the ESPL-LIVE HDR Im-
age Quality Database comprising of more than 1,800 HDR-
processed images [2] obtained by tone-mapping and multi-
exposure fusion with or without post-processing. We con-
ducted extensive subjective experiments on more than 5,000
observers using Amazon’s online crowdsourcing platform,
Mechanical Turk.

A highly desirable goal is to design objective quality pre-
diction models that automate the process of IQA, and that
can be classified into full-reference (FR) and no-reference
(NR) categories. FR-IQA algorithms have been proposed that
evaluate tone-mapped SDR images [1] [3] [4] and SDR images
created by multi-exposure fusion [5] based on the principles
of structural similarity. However, when evaluating the quality
of images created by HDR processing algorithms, it is hard to
assume a ‘reference’ image, since the input to the algorithms
is an exposure stack that may have a varying number of
images of unknown qualities based on the camera settings
used. In these applications, NR IQA is the only realistic option.
The most successful NR IQA algorithms for SDR images
deploy Natural Scene Statistics (NSS) models as essential
building blocks [6]. NSS models are based on the observation
that pristine real-world optical images obey certain statistical
principles (‘naturalness’) [7] [8] that are violated by the

D. Kundu, D. Ghadiyaram, A. C. Bovik and B. L. Evans, ``No-Reference Quality Assessment of Tone-Mapped HDR Pictures'',
IEEE Transactions on Image Processing, vol. 26, no. 6, pp. 2957-2971, Jun. 2017, DOI 10.1109/TIP.2017.2685941.



2

presence of distortions (‘unnaturalness’). NR IQA algorithms
that extract NSS features usually train a kernel function to map
the features to ground-truth human subjective scores using a
supervised learning framework. These techniques have shown
remarkable correlations with ground truth human subjective
scores on SDR images containing distortions such as blur,
additive noise, and compression on legacy IQA databases like
LIVE IQA Database [9], TID2013 [10], and so on.

To the best of our knowledge, NSS models have not yet been
used by other authors to create IQA models for NR evaluation
of tonemapped HDR image quality. Towards filling this gap,
we propose two NSS based NR IQA models that deliver
good predictive performance of the perceptual quality of
tonemapped HDR images. Specifically, we make the following
contributions:

1) We develop new natural scene-statistics based NR IQA
models that embody the fundamental NSS modeling
steps of extracting pointwise and pairwise bandpass
log-derivative statistics from image pixels (following
a local divisive-energy normalization step). We signif-
icantly elevate performance by also extracting gradient
image features, including a gradient structure tensor NSS
feature. The use of gradient-domain NSS is motivated
by the fact that most HDR processing tone-mapping
and multi-exposure fusion algorithms modify the local
gradients of the input images to achieve aesthetically
appealing contrast distributions.

2) We evaluate the performance of the proposed algorithms
against other leading NR-IQA models on the new ESPL-
LIVE HDR Image Quality Database using measures of
correlation, outlier ratio, and root-mean-square error. We
also conduct statistical significance tests to validate the
conclusions reached. We find that the proposed models
significantly outperform the compared state-of-the-art
NR IQA algorithms.

3) We also tested performance of the proposed mod-
els/algorithms on legacy SDR image databases and
found that they perform extremely well; hence including
HDR distortion-specific sensitivity does not reduce their
performance on SDR content.

The remainder of the paper is organized as follows. Sec-
tion II outlines related work on NR IQA. Details of the
proposed NR IQA algorithms, including the HDR-specific
features extracted are described in Section III. Section IV
evaluates the performance of the new algorithms on the ESPL-
LIVE HDR Image Quality Database and as well as on legacy
natural image databases and discusses the results. Section V
concludes the paper.

II. RELATED WORK

NR IQA models may be conveniently divided into two
categories. The first category aims to evaluate the quality
of an image by assuming the presence of a specific type
of distortion. For example, JNBM [11], CPBDM [12], and
LPCM [13] aim to perform perceptual blur estimation, while
algorithms like NJQA [14] and JPEG-NR [15] respectively
quantify the presence of noise and JPEG compression artifacts.

In [16] Fang el al. proposes an NR IQA algorithm that
conducts perceptual quality evaluation on contrast-modified
images.

By contrast, another category of NR IQA models that
are based on NSS generally make no assumptions with
respect to feature design regarding the type of distortions
present in the images. These models are often learned, and
have proved versatile for evaluating the quality of images
afflicted by a wide range of distortions or processing ar-
tifacts. As was systematically observed in [17], the local
mean-subtracted-contrast-normalized (MSCN) coefficients of
good quality natural images tend to follow a Gaussian-like
distribution [17]. The distribution of MSCN coefficients and
products of adjacent pairs of them were successfully employed
in the Blind/Referenceless Image Spatial QUality Evaluator
(BRISQUE) [18] and the Natural Image Quality Evaluator
(NIQE) [19]. The Derivative Statistics-based QUality Eval-
uator (DESIQUE) [20] supplements BRISQUE by using log-
derivative distributions of MSCN pixels. Similarly, a normal-
ized Gaussian-smoothed gradient magnitude (GM) map and
a normalized Laplacian of Gaussian (LOG) map are used
in the NR IQA GM-LOG model [21]. The gradient map
also finds its application in the calculation of local binary
pattern used in [22]. Neurons employed in early stages of the
visual pathway capture information over multiple orientations
and scales, motivating multiscale processing in many NSS-
based NR IQA models: log-Gabor decomposition (DESIQUE
[20]), Daubechies 9/7 wavelets (BIQI [23]), steerable pyramid
wavelets (DIIVINE [24], C-DIIVINE [25]), DCT (BLIINDS-
II [26]), and curvelets (CurveletQA [27]). In addition, features
like phase congruency (GRNN [28]) and expected image
entropy upon a set of predefined directions (Anisotropy [29])
have also been used in NR-IQA. Models like COdebook Rep-
resentation for No-Reference Image Assessment (CORNIA)
[30] uses a supervised learning technique to learn a dictionary
of different distortions from the raw image patches instead
of using a fixed set of features. Mittal [31] applies a “topic
model” to the visual words extracted from the pristine and
distorted images. The Bag-of-Words model has also been used
in [32]. In addition, blind IQA models that use sophisticated
deep learning models have also been proposed in [33](DIQI),
[34](DLIQA-R), [35](CNN), and [36].

Most of these NR IQA algorithms have been trained and
evaluated on the artificially distorted images contained in
legacy SDR image databases. Although these algorithms de-
liver excellent correlations against human ground truth subjec-
tive scores on these type of images, they perform poorly on
the images produced by HDR processing algorithms, as we
will show in the following sections.

III. PROPOSED ALGORITHM

Here we describe the perceptually relevant features that
are employed in our proposed NR IQA models. The features
include established NSS quality descriptors as well as new
features designed to handle processing artifacts arising in HDR
processed images. These are based on the observation that NSS
features extracted from image gradients are modified by HDR
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processing artifacts in characteristic ways. These deviations
may be used to improve predictions of human subjective
responses. In the following subsections, I(i, j) at the (i, j)-th
coordinate could be any color channel of an image, represented
in any common luminance or color space such as LAB, LMS,
or YUV, as specifically studied later in Section IV-E.

A. Log-Derivatives

A recent state-of-the-art NR IQA algorithm called DE-
SIQUE [20] uses log-derivative (log gradient) features to
predict the quality of natural images afflicted by (non-HDR)
processing artifacts. The log-derivative statistics are computed
after logarithmically converting the image luminances (or
other color channel values in some color space) [20]. We
also deploy these features in our models. Let M⇥N be the
dimension of the image I , and I(i, j) be the value at the (i, j)-
th spatial location, i 2 {1, 2, ..,M}, j 2 {1, 2, ..., N}. The
logarithmic image is then:

J(i, j) = log[I(i, j) + C] (1)

where C is a small constant added to avoid numerical insta-
bilities. The following log-gradient values are computed as in
[20]:

D1 : r
x

J(i, j) = J(i, j + 1)� J(i, j), (2)

D2 : r
y

J(i, j) = J(i+ 1, j)� J(i, j), (3)

D3 : r
xy

J(i, j) = J(i+ 1, j + 1)� J(i, j), (4)

D4 : r
yx

J(i, j) = J(i+ 1, j � 1)� J(i, j), (5)

D5 : r
x

r
y

J(i, j) = J(i� 1, j) + J(i+ 1, j)

� J(i, j � 1)� J(i, j + 1), (6)

D6 : r
cx

r
cy

J(i, j)1 = J(i, j) + J(i+ 1, j + 1)

� J(i, j + 1)� J(i+ 1, j), (7)

D7 : r
cx

r
cy

J(i, j)2 = J(i� 1, j � 1) + J(i+ 1, j + 1)

� J(i� 1, j + 1)� J(i+ 1, j � 1).

(8)

B. Spatial Domain Scene Statistics

Similar to the BRISQUE [18] and NIQE [19] models, we
also model the scene statistics of images processed by mean
subtraction and divisive normalization operators (MSCN). Let
M⇥N be the dimensions of an image I , and I(i, j) be the lu-
minance value in the (i, j)-th spatial location, i 2 {1, 2, ..,M},
j 2 {1, 2, ..., N}. Then MSCN values are generated by:

ˆI(i, j) =
I(i, j)� µ(i, j)

�(i, j) + 1

, (9)

where the local mean µ(i, j) and standard deviation �(i, j)
are defined as:

µ(i, j) =

k=KX

k=�K

l=LX

l=�L

w
k,l

I(i+ k, j + l) (10)

and

�(i, j) =

vuut
k=KX

k=�K

l=LX

l=�L

w
k,l

[I(i+ k, j + l)� µ(i, j)]2, (11)

where w = {w
k,l

|k = �K, ..,K, l = �L, ..., L} is a
symmetric local Gaussian convolution window centered at the
(i, j)-th pixel. K and L determine the size of the local patches
used in the calculation of the mean and standard deviation. In
[18], the authors used 7 ⇥ 7 image patches, and a circularly
symmetric 2D Gaussian kernel; however, our experiments
indicate that the distributions of the MSCN patches are not
very sensitive to the window size.

Generally, as in [18], [19] and [24], we may view the
distribution of (9) as a tool for studying the loss of naturalness
of an image, due to distortion or processing. It is effective
for measuring tone-mapping effects. The normalized image
(

ˆI) of a good quality, unprocessed pristine image will have
an empirical probability distribution or a histogram that is
Gaussian like. The standard deviation map � highlights object
boundaries and other details of the image. The MSCN values
of both original and distorted images are commonly modeled
using a Generalized Gaussian Distribution (GGD) when used
for image quality assessment [18] [19].

The zero mean Generalized Gaussian Distribution (GGD)
used to model MSCN coefficients ˆI(i, j) is given by:

f(x;↵, �2
) =

↵

2��(1/↵)
exp


�
✓
|x|
�

◆
↵

�
(12)

where � = �
q

�(1/↵)
�(3/↵) and �(x) =

R1
0 t(x�1)e�t, x > 0

is the gamma function. The variables ↵ and � are shape
and scale parameters, respectively, and are valuable quality-
aware features that capture deviations of the image statistics
corresponding to HDR processing artifacts.

Local adaptation methods [40] [41] that tone-map the HDR
irradiance maps to SDR images work on the principle of
dividing each pixel by its average luminance, approximating
the“dodge-and-burn” technique employed by photographers
[42]. This corresponds to subtracting a low-pass filtered ver-
sion from the original image in the logarithm domain. This
further motivates the use of NSS features extracted from the
log-derivatives of the MSCN coefficients to evaluate the qual-
ity of HDR-processed images. Log-derivatives of the MSCN
coefficients modified by( 2) -( 8) are also well modeled by as
GGD. The shape (↵) and scale (�) parameters of GGD fits
to the seven types of log-derivatives are useful quality aware
features.

The �-field has previously been shown to provide effective
quality-aware NSS features [43]. We extract two quantities
from the �-field: the mean value and the square of the
reciprocal of the coefficient of variation. These quantities are
respectively defined as:
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(a) MOS = 62.15 (b) MOS = 64.52 (c) MOS = 47.79

Fig. 1: Image of the same scene processed using several different HDR/tone-mapping algorithms obtained from the ESPL-LIVE HDR Image
Quality Database (details are available in IV-A). (a) Raman TMO [37], (b) Ward TMO [38], and (c) post-processing by ‘Surreal’ effect in
Photomatix [39]. Each of the processing algorithms give rise to visually distinctive images. The caption of each image shows the associated
Mean Opinion Score (MOS).

(a) (b) (c)

Fig. 2: (a) MSCN coefficients (b) Local standard deviation and (c) Log-derivative of the MSCN coefficients map of the luminances of the
images in Fig. 1(c).

�

�

=

1

MN

M�1X

i=0

N�1X

j=0

�(i, j), (13)

⌃

�

(i, j) =

vuut
M�1X

k=0

N�1X

j=0

[�(i+ k, j + l)� �
�

]

2, (14)

and

 

�

=

✓
�

�

⌃

�

◆2

. (15)

Figure 1 shows three images of the same scene processed
using three different HDR/tone-mapping algorithms. Figure 3
shows the histograms of the MSCN coefficients, the log-
derivatives of the MSCN coefficients, and the �-field of the
images in Fig. 1. The spatial domain features extracted at each
scale and in each color channel are summarized in Table I. The
features are extracted in the three color channels of the LAB
color space. In order to separately study the impact of the
spatial domain features, we also created and tested a model
we refer to as HIGRADE-S, which uses only the described
spatial domain features to predict quality.

TABLE I: Spatial domain features extracted for every color channel
used in the proposed IQA models.

Feature ID Feature Description
f1 � f2 Shape and Scale parameters of GGD fit to the MSCN coeffi-

cients (9)
f3 � f16 Shape and Scale parameters of GGD fit to the log-derivative of

the seven types of neighbors (III-A)
f17 � f18 Two parameters extracted from the �-field (11)

C. Gradient Domain Scene Statistics

Image gradients contain important information regarding the
distribution of edges and variations of local contrast. They are
used widely in IQA since they capture changes of local struc-
tures when images are distorted by post-acquisition processing
techniques. Several state-of-the-art FR-IQA [44] [45] [4] and
NR IQA [21] algorithms employ gradient information. Further,
many HDR processing algorithms, such as tone-mapping and
multi-exposure fusion algorithms, modify the gradients of
images in the multi-exposure stacks, which results in modified
contrast levels in the resultant fused images.

While gradient magnitude features are widely used in IQA,
gradient orientation information has only been recently studied
as an IQA feature [46]. We utilize both gradient magnitude and
gradient orientation information extracted from the gradient
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(a) (b) (c)

(d) (e) (f)

Fig. 3: Histograms of (a) MSCN pixels (b) Log-derivatives of MSCN pixels (c) �-field of the L-channel of the pixels. (d)-(f) represent the
corresponding histograms for the A-channel in the LAB color space. The three plots represent processing by Raman TMO [37], Ward TMO
[38], and post-processing by ‘Surreal’ effect in Photomatix [39] respectively for the images shown in Figure 1.

structure tensor [47], as explained in the following.
1) Gradient Magnitude Features: The local gradient is

computed by convolving the image with a simple Sobel
operator. The horizontal (H

x

) and vertical (H
y

) components
of the Sobel operator are given by:

H
x

=

2

4
�1 0 1

�2 0 2

�1 0 1

3

5 (16)

H
y

=

2

4
�1 �2 �1

0 0 0

1 2 1

3

5 . (17)

The estimated gradient magnitude M of the image I(i, j)
is then given by:

M(i, j) =
q

(I ⇤H
x

)

2
(i, j) + (I ⇤H

y

)

2
(i, j), (18)

where ⇤ denotes the convolution operator.
The same spatial domain features summarized in Table I are

also extracted from the gradient magnitude field. An algorithm
that combines the spatial domain features with the gradient
magnitude features will be referred to as the HDR Image
GRADient based Evaluator-1 (HIGRADE-1). Since many of
the HDR processing algorithms modify the local gradients
across multiple scales [48], we compute all of the image
features over two image scales.

2) Gradient Structure Tensor Features: The structure tensor
is a well known concept in signal and image processing. For

example, in [49], Saad et. al. used features extracted from a
motion structure tensor to conduct objective quality evaluation
of natural videos. The gradient structure tensor [47] captures
the predominant gradient directions and degree of coherence
of the gradient vector field of an image. It has been used for
image interpolation [50], anisotropic filtering [51], and motion
detection [52]. It is particularly relevant for analyzing the
quality of HDR/tonemapped images which have had gradient
manipulations executed on them that can unnaturally modify
the spatial distribution of the local image gradient. The 2D
structure tensor is given by:

J =


f(G

x

) f(G
x

.G
y

)

f(G
x

.G
y

) f(G
y

),

�
(19)

where
f(V ) =

X

l,k

w[i, j]V (i� l, j � k)2 (20)

and where G
x

(i, j) and G
y

(i, j) are smoothed horizontal and
vertical second derivatives at coordinate (i, j), respectively,
and w is a window of dimension of P ⇥ P over which the
localized structure tensor is computed. The quantities G

x

(i, j)
and G

y

(i, j) are implemented as directional difference-of-
Gaussian filters. The relative discrepancy between the two
eigenvalues indicates the degree of anisotropy of the local
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Fig. 4: Histograms of (a) MSCN coefficients (b) Log-derviatives of the MSCN coefficients (c) �-field (d) Gradient structure tensor coherence
of gradient field of the L-channel. (e)-(h) are the corresponding histograms for the A-channel. The legends represent processing by Raman
TMO [37], Ward TMO [38], and post-processing by the ‘Surreal’ effect in Photomatix [39] on the images shown in Figure 1.

gradient. The coherence measure is defined by:

C =

✓
�1 � �2

�1 + �2

◆2

(21)

where �1 and �2 are the two eigenvalues of the gradient
structure tensor. The coherence measure is computed over
P ⇥ P non-overlapping blocks of the image. The sample
mean, standard deviation, skewness, and kurtosis values of
the coherence measure are also used as features. An algorithm
that combines the spatial domain features of Table I with the
gradient structure tensor features just described is referred to
as the HDR Image GRADient based Evaluator-2 (HIGRADE-
2). The tensor features are also calculated over all three LAB
chromatic channels.

To study the effect of using all of the gradient features,

we defined a model using features f1 � f40 which we call
HIGRADE-3. In order to motivate the gradient based features
used in proposed HIGRADE algorithms, we plotted the vari-
ations of the different parameters extracted from the image
gradients on images produced by different HDR processing
algorithms. The scatter plot between the shape and scale
parameters obtained by fitting the GGD to the empirical
distributions of the MSCN coefficients of the gradient mag-
nitudes of the luminances (of the images in the ESPL-LIVE
HDR Image Quality Database) is shown in Fig. 5(a), while
Fig. 5(b) shows the scatter plot between the features �

�

and
 

�

extracted from the corresponding local �-map. The images
obtained by the TMO and MEF algorithms show overlap of
the gradient features, but the post-processed images show a
difference in the features extracted. The variations of the mean
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(a) (b) (c)

Fig. 5: 2-D scatter plot between (a) shape and scale parameters obtained by fitting GGD to the empirical distributions of MSCN coefficients
of gradient magnitude of the image luminances (b) The features �� and  � extracted from the local �-map of gradient magnitude of the
image luminances (c) Mean and standard deviation of the gradient structure tensor coherence for the images in the ESPL-LIVE HDR Image
Quality Database. The legends ‘TMO’, ‘MEF’, and ‘PP’ show images processed by tone-mapping, multi-exposure fusion and post-processing
algorithms respectively.

TABLE II: Spearman’s Rank Ordered Correlation Coefficient between each feature and DMOS across 50 train-test (4:1) combinations on the
ESPL-LIVE HDR Database for various processing algorithms. To isolate the effect of each scale and color channel, this table summarizes
the results for the coarsest image scale and uses the L-component only. ‘TMO’, ‘MEF’, ‘PP’ represents tone-mapping, multi-exposure fusion,
and post-processing algorithms respectively. Low correlations between each individual feature and DMOS show that the features complement
each other. Features f1 � f36 are used in HIGRADE-1 and features f1 � f18, f37 � f40 are used in HIGRADE-2 respectively. In order to
study the effect of using all the gradient features, we used features f1 � f40 in HIGRADE-3. Further, in order to study the impact of the
spatial domain features separately, HIGRADE-S was proposed using features f1 � f18.

Domain Feature Description TMO MEF PP Overall
Spatial Shape and Scale parameters of the GGD fitted to the MSCN coefficients (9) [f1�f2] 0.207 0.241 0.423 0.240
Spatial Shape and Scale parameters of the GGD fitted to the log-derivative of the seven

types of neighbors [f3 � f16]
0.333 0.489 0.490 0.424

Spatial Two parameters extracted from the �-field (11) [f17 � f18] 0.543 0.300 0.418 0.404
Gradient Shape and Scale parameters of the GGD fitted to the MSCN coefficients of gradient

magnitude field [f19 � f20]
0.217 0.202 0.409 0.247

Gradient Shape and Scale parameters of the GGD fitted to the log-derivative of the seven
types of neighbors of gradient magnitude field [f21 � f34]

0.248 0.385 0.566 0.374

Gradient Two parameters extracted from the �-field of gradient magnitude field [f35 � f36] 0.615 0.280 0.383 0.420
Gradient Mean, standard deviation, skewness, and kurtosis of gradient structure tensor

(Section III-C2) [f37 � f40]
0.588 0.263 0.405 0.439

Fig. 6: Gradient structure tensor coherence of MSCN coefficients map
of L-channel of Fig. 1(c).

and standard deviation of the local gradient structure tensor
coherence computed across all the image blocks is shown in
Fig. 5(c).

Overall, 216 features constitute the HIGRADE-1 model
while 120 features define the HIGRADE-2 model. HIGRADE-
3 and HIGRADE-S use 228 and 108 features respectively. In
the next section, we study the performances of these models

on the HDR and legacy SDR image quality databases.

IV. RESULTS

We conducted an experiment where we evaluated the per-
formance of several state-of-the-art NR IQA algorithms on
the recently developed ESPL-LIVE HDR Database as well
as on two legacy SDR image quality databases. The per-
formances of the proposed algorithm models were evaluated
by measuring the correlations between the predicted and the
subjective scores (after non-linear regression), as well as the
outlier ratios and root-mean-square-errors. The results were
also analyzed to determine the statistical significance of the
algorithm comparisons.

A. ESPL-LIVE HDR Image Quality Database

The ESPL-LIVE HDR Image Quality Database was recently
created by crowdsourcing a large number of subjective evalua-
tions on a sizeable corpus of images processed using a variety
of HDR processing algorithms. More details about the types of
processing algorithms, the subjective testing framework, and
the method of analyzing the raw scores may be found in [2].
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Fig. 7: Sample images from the ESPL-LIVE HDR Image Quality
Database. The images include pictures taken both during day and
night under diverse illumination conditions. Scenes containing both
natural and man-made objects are included.

The database contains 1,811 HDR-processed images created
from 605 high quality source HDR scenes. The original
multiple exposure stacks were captured using a Canon Rebel
T5, a Nikon D2x, and a Nikon D5300 digital SLR cameras
and displayed at a resolution of 960 ⇥ 540 (landscape) and
540 ⇥ 304 (portrait). Figure 7 shows some sample images
from the new database.

Although legacy subjective IQA databases usually catego-
rize images into distortion types (such as blur, JPEG com-
pression, and color saturation), this database makes no such
attempt. It is infeasible to superimpose artificial classification
schemes onto realistic HDR images, since, depending on the
scene and the type of processing algorithm considered, the
image could be impaired by a complex interplay of multiple
luminance, structural or chromatic artifacts that are difficult
to categorize. Here we briefly describe the different methods
used to create the images.

1) Images generated by Tone Mapping Operators (TMO):
The process of generating well-exposed SDR scenes involves
estimating the scene radiance map (typically represented
as a 32 bit floating point HDR map), followed by tone-
mapping it to the displayable gamut of SDR displays (8
bit/color/pixel). Tone-mapping algorithms compute either a
spatially varying transfer function or shrink image gradients
to fit within the available dynamic range [53]. In our database,
747 tonemapped images were created by using four represen-
tative TMOs proposed by Ward [38], Fattal [48], Durand [54]
and Reinhard [42].

2) Images generated by Multi-Exposure Fusion (MEF):
The bracketed stack of images, after being downsampled to
the display resolution, was first registered using a SIFT based
image alignment method [55], then the aligned images were
cropped so that every pixel was visible in every image of the
stack, thus avoiding “black border” artifacts. The exposure
images were then blended using a MEF algorithm, which can
broadly be expressed as [5]:

Y (i) =

KX

k=1

W
k

(i)X
k

(i) (22)

where K is the number of bracketed images, Y is the fused
output image, and X

k

(i) and W
k

(i) indicate luminance or
color either in the spatial domain or coefficients in a transform
domain, and the weight at the i-th pixel in the k-th exposure
image, respectively. W

k

is a relative spatial weight on images
captured at the different exposure levels, based on the per-
ceptual information content. Different MEF algorithms differ
in the ways that the weights are captured, but they all have
an end goal of maintaining details both in underexposed and
overexposed regions. These methods bypass the intermediate
step of creating an HDR irradiance map, by instead creating an
SDR image that can be directly displayed on standard displays.
In the ESPL-LIVE HDR Image Database, 710 images were
created via multi-exposure fusion (using local and global
energy methods and the ones described in [56] [57] [37]).

3) Post Processed Images: Many HDR images created by
professional and amateur photographers are post-processed
in order to convey different ‘feels’ about a scene. This can
drastically alter the final look of the image. We also included
post-processed HDR images in the database for subjective
evaluation, since these types of effects are not represented in
any existing HDR quality database. In our implementation,
we first created an irradiance map using Photomatix and
tonemapped it using their default tone-mapping algorithm,
followed by post-processing using two commonly used effects:
“Surreal” and “Grunge”, using different parameter settings
on color saturation, color temperature and detail contrast
preservation. A total of 354 images in the database were
created using this method.

We obtained subjective evaluations from 5,462 observers
using Amazon’s online crowdsourcing platform, Mechanical
Turk. A total of 327,720 human subjective ratings were
gathered, and each image was rated by an average by 110
subjects. Although the subjects viewed the images under
widely varying conditions, a high degree of consistency was
observed among the subjects with respect to their judgments
of perceptual quality. For each image, the ratings were divided
into two disjoint equal sized subsets and the MOS values
computed using each of them. This procedure was repeated
over 25 random splits. The median Pearson Linear Correlation
Coefficient (PLCC) between the MOS of the two sets was
found to be 0.97211. In a separate control experiment, we
also collected ‘gold standard’ MOS values on 5 images via
a subjective test conducted in a traditional laboratory setting.
The PLCC between these scores and the crowdsourced MOS
on the same images was found to be 0.9465.

The high values of these correlations indicate ex-
ceptionally good consistency between the scores ob-
tained via crowdsourcing. The database is publicly avail-
able at http://signal.ece.utexas.edu/⇠debarati/ESPL LIVE
HDR Database/index.html.

1All of the correlation values between IQA algorithm scores and/or human
ground truth values were computed following non-linear logistic regression
as outlined in [9]
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TABLE III: Median Spearman’s Rank Ordered Correlaton Coefficient (SROCC) and Pearson’s Linear Correlation Coefficient (PLCC) between
the algorithm scores for various IQA algorithms and the MOS scores on the ESPL-LIVE HDR database along with algorithm computation
time (on a Macintosh laptop having 8 GB RAM, 2.9 GHz clock, Intel Core i7 CPU). The table was sorted in descending order of SROCC
of the ‘Overall category’. The bold values indicate the best performing algorithm. The proposed HIGRADE algorithms are shown in red.
(L) denotes algorithm is applied on luminance only.

IQA Tone Mapping Multi-Exposure Fusion Post Processing Overall Time
SROCC PLCC SROCC PLCC SROCC PLCC SROCC PLCC (Secds.)

1 HIGRADE-2 0.760 0.794 0.723 0.709 0.582 0.606 0.730 ( 0.675, 0.789) 0.728( 0.667, 0.784) 3.043
2 HIGRADE-1 0.728 0.764 0.711 0.705 0.616 0.643 0.719 ( 0.671, 0.766) 0.718( 0.652, 0.776) 12.613
3 HIGRADE-3 0.713 0.753 0.707 0.699 0.627 0.663 0.714 ( 0.650, 0.789) 0.719( 0.645, 0.791) 42.083
4 HIGRADE-S 0.718 0.743 0.698 0.684 0.582 0.619 0.700 ( 0.617, 0.751) 0.697( 0.608, 0.766) 1.098
5 HIGRADE-2 (L) 0.723 0.750 0.687 0.676 0.516 0.560 0.690 ( 0.602, 0.740) 0.692( 0.592, 0.740) 1.029
6 HIGRADE-3 (L) 0.678 0.713 0.642 0.643 0.580 0.606 0.668 ( 0.600, 0.748) 0.667( 0.582, 0.741) 12.400
7 HIGRADE-1 (L) 0.672 0.702 0.634 0.637 0.551 0.582 0.661 ( 0.595, 0.732) 0.658( 0.590, 0.738) 0.426
8 DESIQUE 0.542 0.553 0.572 0.584 0.529 0.563 0.570 ( 0.481, 0.657) 0.568( 0.467, 0.650) 0.503
9 GM-LOG 0.549 0.562 0.545 0.541 0.578 0.599 0.556 ( 0.448, 0.638) 0.557( 0.465, 0.639) 20.498
10 CurveletQA 0.584 0.623 0.517 0.535 0.481 0.506 0.547 ( 0.458, 0.610) 0.560( 0.447, 0.631) 35.662
11 ContrastQA 0.683 0.717 0.432 0.433 0.401 0.413 0.506 ( 0.405, 0.631) 0.521( 0.402, 0.632) 189.303
12 DIIVINE 0.523 0.530 0.453 0.472 0.392 0.447 0.482 ( 0.326, 0.578) 0.484( 0.331, 0.583) 8.759
13 BLIINDS-II 0.412 0.442 0.446 0.459 0.486 0.510 0.444 ( 0.310, 0.519) 0.454( 0.326, 0.545) 0.797
14 C-DIIVINE 0.453 0.453 0.423 0.460 0.432 0.470 0.434 ( 0.265, 0.551) 0.444( 0.277, 0.538) 5.473
15 BRISQUE 0.340 0.370 0.494 0.516 0.468 0.483 0.418 ( 0.300, 0.500) 0.444( 0.313, 0.528) 0.341

TABLE IV: Root-mean-square error (RMSE), reduced �̃2 statistic between the algorithm scores and the MOS for various NR-IQA algorithms
(after logistic function fitting) and outlier ratio (expressed in percentage) for each distortion category on the ESPL-LIVE HDR database.
The bold values indicate the best performing algorithm for that category. The proposed HIGRADE algorithms are shown in red. (L) denotes
algorithm is applied on luminance only.

IQA Tone Mapping Multi-Exposure Fusion Post Processing Overall
RMSE �̃2 OR RMSE �̃2 OR RMSE �̃2 OR RMSE �̃2 OR

1 HIGRADE-2 6.416 4.207 0.000 6.830 21.907 0.000 7.148 3.458 0.000 6.992 11.197 0.276
2 HIGRADE-1 6.711 9.908 0.000 6.884 21.155 0.000 6.884 2.376 0.000 7.033 13.918 0.275
3 HIGRADE-3 6.932 3.895 0.621 6.791 9.144 0.000 6.798 13.531 0.000 7.078 11.930 0.277
4 HIGRADE-S 6.916 4.715 0.000 6.970 15.356 0.627 7.186 11.933 0.000 7.338 13.062 0.552
5 HIGRADE-2 (L) 6.945 3.869 0.000 7.128 5.008 0.669 7.422 7.442 0.000 7.336 12.920 0.551
6 HIGRADE-3 (L) 7.285 11.940 0.637 7.305 10.488 0.000 7.180 2.866 0.000 7.548 15.929 0.552
7 HIGRADE-1 (L) 7.434 8.624 0.662 7.484 5.263 0.000 7.308 3.131 0.000 7.628 12.558 0.552
8 DESIQUE 8.577 12.079 0.683 7.862 11.588 0.687 7.402 1.851 0.000 8.296 19.614 0.829
9 GM-LOG 8.632 5.002 1.170 8.028 15.027 0.702 7.420 0.851 0.000 8.357 20.659 0.829

10 CurveletQA 8.177 17.408 0.694 8.054 10.754 0.714 7.922 2.892 0.000 8.511 15.253 0.829
11 ContrastQA 7.248 8.681 0.000 8.562 21.640 0.755 8.183 6.501 0.000 8.556 33.433 0.829
12 DIIVINE 8.805 10.025 0.791 8.371 5.663 0.667 7.979 2.659 0.000 8.821 12.115 0.829
13 BLIINDS-II 9.330 7.565 0.697 8.517 19.979 0.752 7.818 1.976 0.000 8.975 21.948 0.828
14 C-DIIVINE 9.167 15.338 1.356 8.485 8.374 0.671 7.852 1.428 0.000 8.983 12.305 0.966
15 BRISQUE 9.535 16.712 1.356 8.227 5.681 0.685 7.894 7.146 0.000 9.049 17.259 0.831

B. Regressions Conducted

Once the features described in Section III were extracted,
a mapping was obtained from the feature space to the DMOS
scores using a regression method, which provides predictions
of perceptual quality. We used a support vector regressor
(SVR), implemented using the LibSVM [58] package to
implement an ✏-SVR using the radial basis function kernel,
where the kernel parameter was by default the inverse of the
number of features.

C. Experiments on the ESPL-LIVE HDR Database

We randomly split the data into disjoint training and testing
sets at a 4:1 ratio and the split was randomized over 100
trials. Care was taken to ensure that the same source scene
did not appear in both the training and the testing sets to
prevent artificial inflation of the results. The Spearman's rank
ordered correlation coefficient (SROCC) and Pearson's linear
correlation coefficient (PLCC) values between the predicted

and the ground truth quality scores were computed at every
iteration. The median value across iterations of the correlations
was reported. Fig. 8 shows the scatter plots between the
predicted scores and the MOS scores on the ESPL-LIVE HDR
Database for a few NR IQA algorithms.

We discovered that there is significant room for improve-
ment among contemporary top-performing NR IQA models
with regards to their HDR quality prediction power. Further,
as compared to HIGRADE-S, the HIGRADE models that
utilize gradient features delivered higher correlations against
human judgments than otherwise (HIGRADE-1, HIGRADE-
2, and HIGRADE-3). However, using all of the gradient
features, as in HIGRADE-3, did not produce an improvement
in performance relative to HIGRADE-1 or HIGRADE-2. This
may be explained by the redundancy between their feature
sets. The results are summarized in Table III.

The algorithm compute times were also measured on a
960⇥540 image using a Macintosh laptop having 8 GB RAM,
2.9 GHz clock, and an Intel Core i7 CPU. Fig. 9 shows a
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scatter plot of SROCC vs. execution time for the considered
NR-IQA algorithms. The plot makes quite clear the high
efficiency achieved by the HIGRADE models.

Table IV shows the root-mean-squared-errors (RMSE), re-
duced �̃2 statistic between scores predicted by the algorithms
and MOS (after logistic regression) and the outlier ratios
(expressed in percentage). The top performing algorithms
yielded lower values of RMSE and outlier ratio. HIGRADE-1
(L), HIGRADE-2 (L), and HIGRADE-3 (L) only used features
extracted on the L-component after conversion to LAB color
space.

We believe that this is because of the fact that adding
more number of features may not always result in better
performance of the algorithms because the features might
be capturing overlapping or redundant information from the
images.

Fig. 10 shows box plots of the distributions of the Spear-
man’s Rank Ordered Correlation Coefficient values for each
of the 100 trials of random train-test splits on the ESPL-LIVE
HDR Image Database. This enabled us to study the robustness
of the algorithms against variations of the choice of training
set. The HIGRADE model predictions had smaller variation
of correlation against the human subjective scores.

To analyze the degree of variation of SROCC between the
scores predicted by the algorithm and MOS, the percentage of
train/test splits was varied from in 10% increments, 90% of
the content used for training and the remaining 10% used for
testing, to 10% of the content used for training to 90% used
for testing. As shown in Fig. 11, the knee of the curve occurs
roughly at 60:40 train:test splits for the proposed HIGRADE
algorithms. This shows that the results are not affected by
overfitting or underfitting to the training data.

D. Experiments on Other Databases

We also tested the performance of the proposed HIGRADE
algorithms on the legacy LIVE IQA database [9], TID2013
database [10], LIVE Multiply Distorted Image Database [59]
and on the large new crowd-sourced LIVE In the Wild
Challenge database [60]. None of these databases contain HDR
processed images. In each of these experiments, a mapping
was obtained from the feature space to MOS/DMOS scores
using a support vector regressor (SVR) to implement ✏-SVR
with the radial basis function kernel. The same protocol was
followed of splitting the data into disjoint training and testing
sets at 4:1 ratio, randomized over a number of trials.

Table V shows the performance of the HIGRADE al-
gorithms on the LIVE database [9]. The high degrees of
correlation obtained against the subjective data shows that the
HIGRADE methods are also able to capture typical artifacts
arising in SDR images. Several blind IQA models that use
sophisticated deep learners are included in Table V [34]
[35] [36]. These models can achieve the outer bounds of
performance on this legacy database.

In order to explore the database independence of HI-
GRADE, it was trained on the legacy LIVE IQA database of
natural images, then evaluated on the TID 2013 database [10].
From among the distortions present in the TID2008 database

only the ones corresponding to those in the LIVE database
were selected: JPEG2000, JPEG, gaussian noise, and blur.
Table VI shows the results obtained on those types of artifacts.
For the sake of comparison, results obtained under the same
train-test setup from some other well-known NR IQA models
were also included, including the Deep learning based Image
Quality Index (DIQI) in [33]. The correlation figures did drop
somewhat relative to the results obtained when training and
testing on disjoint sets of the same database, which is to
be expected given the diversity of distortion ranges across
databases, but the agreement with human quality judgments
remained very strong.

The LIVE Multiply Distorted Image database contains im-
ages distorted by mixtures of blur, noise, and JPEG com-
pression artifacts and offers a more realistic simulation of
the images impaired by distortions arising from multiple
sources. ‘Part 1’ of the database contains images distorted
by blur, followed by JPEG compression, whereas ‘Part 2’
contains images that are distorted by blur, followed by additive
Gaussian white noise. The HIGRADE models again achieved
good correlation against MOS on these type of artifacts. These
results are summarized in Table VII.

We tested the performance of the HIGRADE algorithms
on the challenging LIVE In the Wild Challenge Database
[60] containing 1,162 images obtained under a wide variety
of photographic and lighting conditions, captured using a
variety of imaging devices, and afflicted by highly diverse
and complex authentic distortions. The results are shown in
Table VIII2. Again, the performance of the HIGRADE models
was highly competitive with the current state-of-the-art.

In addition to natural images, the proposed HIGRADE mod-
els have also been found to show high degrees of correlation
with human subjective scores on the ESPL Synthetic Image
Database [61] composed to pristine and distorted computer
graphics images obtained from video games and animation
movies. The details may be found at [62].

E. Experiments on Different Color Spaces
In order to see the impact of choosing different color spaces

on the performance of the proposed algorithms, HIGRADE-1
and HIGRADE-2 features were also extracted from the same
images represented in the YUV and LMS color spaces. For
the images in the ESPL-LIVE HDR Image Quality database,
the correlations between the HIGRADE model predictions
against MOS are summarized in Tables IX and X. In the
LAB color space, using only the L-component resulted in
a higher degree of correlation with human subjective scores
as compared to only extracting features from the A or B
chromatic channels. Interestingly, when testing on images
represented in the YUV and LMS color spaces, extracting all
the features from any of the three channels in isolation yielded
almost equal degrees of correlation between the predicted
scores and MOS. Unsurprisingly, the best performance on
each color space was achieved when all three channels were
used. Overall, using the LAB color space produced the best

2As stated in [43], outlier ratio on the predicted scores is not computed for
NIQE since it is not trained on MOS values.
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Fig. 8: Scatter plots between the predicted scores and the MOS scores on the ESPL-LIVE HDR Database for a few NR IQA algorithms. The
red line indicates the logistic regression fit. The abbreviations “TMO”, “MEF”, and “PP” indicate Tone-Mapping, Multi-Exposure Fusion,
and Post-Processing algorithms respectively.

Fig. 9: Scatter plot of SROCC of selected NR-IQA algorithms with
images in the ESPL-LIVE HDR Image Quality Database vs. runtime.
Red indicates the proposed algorithms.

prediction results for HIGRADE-2 and YUV color space for
HIGRADE-1.

Fig. 10: Box plot of SROCC of selected learning based NR IQA
algorithms on ESPL-LIVE HDR Image Database using 4:1 train-test
splits over 100 trials. For each box, median is the central box, edges
of the box represent 25th and 75th percentiles, whiskers span the most
extreme non-outlier data points, and outliers are plotted individually.
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TABLE V: Median Spearman’s Rank Ordered Correlation Coefficient (SROCC) and Pearson’s Linear Correlation Coefficient (PLCC) between
algorithm scores and DMOS for various NR IQA algorithms across 100 train-test (4:1) combinations on the legacy LIVE IQA Database.
Performances of some FR-IQA algorithms (shown in italics) have been included for comparison. ‘-’ indicates that the original paper did not
report these values. The table has been sorted in the descending order of SROCC of the ‘Overall category’ for NR IQA algorithms. Numbers
within parentheses in the “Overall” category show the confidence intervals on correlation values, computed by over 100 trials. Bold values
indicate the best performing algorithm for that category. Red indicates the proposed models. (L) denotes algorithm is applied on luminance
only.

IQA JP2K JPEG Gaussian Noise Blur Fast Fading Overall
SROCC PLCC SROCC PLCC SROCC PLCC SROCC PLCC SROCC PLCC SROCC PLCC

1 Tang’s IQA 0.950 - 0.970 - 0.980 - 0.940 - 0.925 - 0.965(-,-) -(-,-)
2 CNN 0.952 0.953 0.977 0.981 0.978 0.984 0.962 0.953 0.908 0.933 0.956(-,-) 0.953(-,-)
3 DLIQA-R 0.928 0.947 0.912 0.940 0.968 0.955 0.946 0.944 0.861 0.890 0.927(-,-) 0.930(-,-)
4 GM-LOG 0.882 0.904 0.878 0.917 0.978 0.988 0.915 0.925 0.899 0.917 0.914 ( 0.860, 0.941) 0.917( 0.857, 0.942)
5 HIGRADE-1 0.905 0.914 0.883 0.915 0.983 0.990 0.917 0.925 0.836 0.860 0.906 ( 0.788, 0.952) 0.907( 0.786, 0.952)
6 HIGRADE-2 0.904 0.910 0.867 0.902 0.982 0.990 0.920 0.930 0.841 0.863 0.904 ( 0.810, 0.943) 0.903( 0.819, 0.943)
7 BRISQUE 0.878 0.888 0.852 0.889 0.962 0.975 0.941 0.942 0.863 0.887 0.902 ( 0.798, 0.950) 0.900( 0.786, 0.949)
8 C-DIIVINE 0.872 0.882 0.839 0.876 0.965 0.974 0.915 0.915 0.891 0.915 0.898 ( 0.817, 0.944) 0.905( 0.816, 0.945)
9 BLIINDS-II 0.907 0.912 0.846 0.884 0.939 0.960 0.906 0.918 0.884 0.902 0.897 ( 0.775, 0.938) 0.900( 0.746, 0.946)

10 DESIQUE 0.875 0.893 0.824 0.869 0.975 0.985 0.908 0.925 0.829 0.865 0.878 ( 0.805, 0.944) 0.884( 0.797, 0.938)
11 HIGRADE-1 (L) 0.848 0.853 0.839 0.870 0.955 0.960 0.865 0.891 0.788 0.836 0.866 ( 0.721, 0.934) 0.861( 0.710, 0.930)
12 CurveletQA 0.816 0.824 0.827 0.836 0.969 0.979 0.896 0.900 0.826 0.866 0.863 ( 0.694, 0.916) 0.859( 0.493, 0.911)
13 HIGRADE-2 (L) 0.822 0.843 0.818 0.855 0.941 0.956 0.897 0.907 0.729 0.737 0.837 ( 0.600, 0.920) 0.840( 0.621, 0.911)
14 DIIVINE 0.824 0.828 0.759 0.798 0.937 0.950 0.854 0.888 0.759 0.792 0.827 ( 0.451, 0.924) 0.829( 0.452, 0.919)
15 GRNN 0.816 0.822 0.765 0.748 0.916 0.939 0.877 0.896 0.816 0.861 0.776 ( 0.652, 0.833) 0.784( 0.688, 0.854)
16 BIQI 0.668 0.689 0.580 0.612 0.776 0.782 0.744 0.783 0.567 0.578 0.634 ( 0.173, 0.811) 0.642( 0.194, 0.815)
17 MS-SSIM 0.963 0.975 0.979 0.979 0.977 0.988 0.954 0.965 0.939 0.949 0.954 0.951
18 SSIM 0.939 0.941 0.947 0.946 0.964 0.982 0.905 0.900 0.939 0.951 0.913 0.907
19 PSNR 0.865 0.876 0.883 0.903 0.941 0.917 0.752 0.780 0.8736 0.880 0.864 0.859

TABLE VI: Spearman’s Rank Ordered Correlation Coefficient (SROCC) and Pearson’s Linear Correlation Coefficient (PLCC) between
algorithm scores and DMOS for various NR IQA algorithms on a subset of the TID 2013 Database after training the algorithms on the
LIVE IQA database.‘-’ indicates that the original paper did not report these values. The table was sorted in descending order of SROCC of
the ‘Overall’ category. The bold values indicate the best performing algorithm. Red indicates the proposed models. (L) denotes algorithm is
applied on luminance only.

IQA JPEG JP2K Gaussian Noise Blur Overall
SROCC PLCC RMSE SROCC PLCC RMSE SROCC PLCC RMSE SROCC PLCC RMSE SROCC PLCC RMSE

1 BLIINDS-II 0.889 - - 0.915 - - 0.696 - - 0.857 - - 0.854 - -
2 Tang’s IQA 0.900 - - 0.950 - - 0.830 - - 0.900 - - 0.83 - -
3 HIGRADE-1 0.864 0.913 0.176 0.909 0.926 0.185 0.874 0.884 0.095 0.927 0.922 0.139 0.839 0.883 0.188
4 HIGRADE-2 0.840 0.886 0.201 0.914 0.938 0.169 0.851 0.857 0.105 0.889 0.883 0.168 0.823 0.868 0.199
5 HIGRADE-1 (L) 0.777 0.805 0.271 0.871 0.898 0.215 0.743 0.751 0.134 0.817 0.813 0.208 0.789 0.806 0.237
6 BRISQUE 0.835 0.867 0.215 0.870 0.890 0.252 0.696 0.699 0.145 0.816 0.805 0.212 0.779 0.819 0.230
7 HIGRADE-2 (L) 0.787 0.845 0.231 0.772 0.800 0.293 0.701 0.697 0.146 0.875 0.880 0.170 0.767 0.793 0.244
8 DESIQUE 0.762 0.831 0.240 0.812 0.805 0.290 0.752 0.770 0.130 0.714 0.757 0.246 0.727 0.749 0.265
9 DIQI - - - - - - - - - - - - 0.673 - -

TABLE VII: Spearman’s Rank-order Correlation Coefficient
(SROCC), Pearson’s Linear Correlation Coefficient (PLCC), and
Root Mean Square Error (RMSE) between various IQA algorithm
scores and the MOS across 100 train-test (4:1) combinations on
the LIVE Multiply Distorted Image database. The Table is sorted
in descending order of SROCC for Part 2 of the database. Red
indicates the proposed models. (L) denotes algorithm is applied on
luminance only.

IQA Part 1 Part 2
SROCC PLCC RMSE SROCC PLCC RMSE

1 BRISQUE 0.873 0.909 8.578 0.881 0.906 8.132
2 HIGRADE-1 0.863 0.895 8.956 0.879 0.900 8.326
3 HIGRADE-1 (L) 0.892 0.918 7.654 0.871 0.899 8.407
4 C-DIIVINE 0.901 0.927 7.236 0.870 0.897 8.686
5 DESIQUE 0.894 0.926 7.670 0.850 0.881 8.935
6 CurveletQA 0.782 0.846 10.936 0.847 0.879 9.325
7 HIGRADE-2 0.754 0.814 11.355 0.834 0.848 9.999
8 GM-LOG 0.813 0.860 10.173 0.831 0.865 9.478
9 HIGRADE-2 (L) 0.812 0.871 9.891 0.805 0.848 10.518

10 DIIVINE 0.795 0.854 10.432 0.790 0.812 11.467
11 ContrastQA 0.248 0.219 18.397 0.200 0.176 18.324

TABLE VIII: Median Spearman’s Rank-order Correlation Coeffi-
cient (SROCC), Pearson’s Linear Correlation Coefficient (PLCC)
and Outlier Ratio (OR) between various IQA algorithm scores and
MOS across 50 train-test (4:1) combinations on the LIVE Challenge
database. Bold values indicate the best performing algorithm. The
Table is sorted in descending order of SROCC. Red indicates the
proposed models. (L) denotes algorithm is applied on luminance only.

NR IQA algorithms SROCC PLCC OR
1 FRIQUEE-ALL 0.66 ± 0.04 0.70 ± 0.04 0.04
2 HIGRADE-1 0.64 ± 0.01 0.65 ± 0.01 0.05
3 C-DIIVINE 0.63 ± 0.04 0.66 ± 0.04 0.05
4 HIGRADE-1 (L) 0.62 ± 0.01 0.64 ± 0.01 0.05
5 HIGRADE-2 0.61 ± 0.01 0.62 ± 0.01 0.06
6 HIGRADE-2 (L) 0.59 ± 0.01 0.60 ± 0.01 0.06
7 BRISQUE 0.58 ± 0.05 0.61 ± 0.06 0.07
8 DIIVINE 0.56 ± 0.05 0.59 ± 0.05 0.06
9 NIQE 0.42 ± 0.05 0.48 ± 0.05 -

10 BLIINDS-II 0.40 ± 0.05 0.45 ± 0.05 0.09
11 ContrastQA 0.27 ± 0.01 0.27 ± 0.01 0.08
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TABLE IX: Median Spearman’s Rank Ordered Correlaton Coefficient (SROCC) and Pearson’s Linear Correlation Coefficient (PLCC) between
algorithm scores and MOS across 50 train-test combinations on the ESPL-LIVE HDR database when HIGRADE-1 features from each
component of each of three different color spaces were independently used to train an SVR, was well as using all three channels of each
color space.

Color Space IQA Tone Mapping Multi-Exposure Fusion Post Processing Overall
SROCC PLCC SROCC PLCC SROCC PLCC SROCC PLCC

HIGRADE-1 (L) 0.675 0.712 0.644 0.636 0.554 0.591 0.664 0.660
LAB HIGRADE-1 (A) 0.389 0.466 0.573 0.575 0.541 0.570 0.509 0.529
space HIGRADE-1 (B) 0.457 0.519 0.589 0.596 0.478 0.497 0.533 0.542

All 0.730 0.762 0.710 0.698 0.617 0.651 0.719 0.719
HIGRADE-1 (Y) 0.711 0.743 0.609 0.615 0.497 0.545 0.654 0.657

YUV HIGRADE-1 (U) 0.608 0.638 0.615 0.611 0.524 0.560 0.620 0.614
space HIGRADE-1 (V) 0.689 0.728 0.567 0.582 0.473 0.520 0.624 0.626

All 0.762 0.788 0.689 0.685 0.541 0.576 0.728 0.730
HIGRADE-1 (L) 0.665 0.696 0.580 0.581 0.479 0.512 0.616 0.615

LMS HIGRADE-1 (M) 0.681 0.717 0.596 0.596 0.536 0.583 0.644 0.651
space HIGRADE-1 (S) 0.612 0.647 0.622 0.628 0.519 0.548 0.610 0.618

All 0.718 0.752 0.643 0.655 0.553 0.581 0.686 0.688

TABLE X: Median Spearman’s Rank Ordered Correlaton Coefficient (SROCC) and Pearson’s Linear Correlation Coefficient (PLCC) between
algorithm scores and MOS across 50 train-test combinations on the ESPL-LIVE HDR database when HIGRADE-2 features from each
component of each color space were independently used to train an SVR, as well as when using all three channels of each color space.

Color Space IQA Tone Mapping Multi-Exposure Fusion Post Processing Overall
SROCC PLCC SROCC PLCC SROCC PLCC SROCC PLCC

HIGRADE-2 (L) 0.726 0.752 0.687 0.678 0.517 0.567 0.696 0.694
LAB HIGRADE-2 (A) 0.387 0.457 0.530 0.550 0.513 0.554 0.481 0.508
space HIGRADE-2 (B) 0.442 0.498 0.576 0.573 0.480 0.492 0.525 0.534

All 0.764 0.794 0.717 0.702 0.590 0.609 0.731 0.728
HIGRADE-2 (Y) 0.734 0.773 0.619 0.629 0.501 0.545 0.675 0.680

YUV HIGRADE-2 (U) 0.701 0.733 0.662 0.647 0.506 0.546 0.679 0.669
space HIGRADE-2 (V) 0.690 0.740 0.556 0.585 0.446 0.482 0.618 0.628

All 0.755 0.792 0.680 0.689 0.533 0.581 0.726 0.728
HIGRADE-2 (L) 0.701 0.727 0.612 0.621 0.498 0.538 0.647 0.649

LMS HIGRADE-2 (M) 0.694 0.731 0.612 0.626 0.500 0.540 0.648 0.650
space HIGRADE-2 (S) 0.678 0.716 0.622 0.632 0.461 0.496 0.636 0.637

All 0.739 0.771 0.658 0.666 0.529 0.576 0.695 0.696

TABLE XI: Results of the F-test performed on the residuals between model predictions and MOS scores on the ESPL-LIVE HDR database.
Each cell in the table is a codeword consisting of 4 symbols that correspond to “Tone Mapping Operators”’, “Multi-Exposure Fusion”, “Post
Processing”, and “Overall” processing algorithms. “1”(“0”) indicates that the performance of the row IQA algorithm is better(worse) to that
of the column IQA algorithm. - indicates that the statistical performance of the row IQA is equivalent to that of the column IQA. The matrix
is symmetric. The proposed algorithms have been shown in red.

HIGRADE-2 HIGRADE-1 DESIQUE GM-LOG Curvelet ContrastQA DIIVINE BLIINDS-II C-DIIVINE BRISQUE
HIGRADE-2 - - - - - - - - 1 - - 1 1 1 - 1 1 1 - 1 1 1 - 1 1 1 - 1 1 1 - 1 1 1 - 1 1 1 - 1
HIGRADE-1 - - - - - - - - 1 - - 1 1 1 - 1 1 1 - 1 - 1 - 1 1 1 - 1 1 1 - 1 1 1 - 1 1 1 - 1

DESIQUE 0 - - 0 0 - - 0 - - - - - - - - - - - - - - - - - - - - - - - - - - - - 1 - - 1
GM-LOG 0 0 - 0 0 0 - 0 - - - - - - - - - - - - 0 - - - - - - - - - - - - - - - - - - -
Curvelet 0 0 - 0 0 0 - 0 - - - - - - - - - - - - - - - - - - - - - - - - - - - - 1 - - -

ContrastQA 0 0 - 0 - 0 - 0 - - - - 1 - - - - - - - - - - - 1 - - - 1 - - - 1 - - - 1 - - -
DIIVINE 0 0 - 0 0 0 - 0 - - - - - - - - - - - - 0 - - - - - - - - - - - - - - - - - - -

BLIINDS-II 0 0 - 0 0 0 - 0 - - - - - - - - - - - - 0 - - - - - - - - - - - - - - - - - - -
C-DIIVINE 0 0 - 0 0 0 - 0 - - - - - - - - - - - - 0 - - - - - - - - - - - - - - - - - - -
BRISQUE 0 0 - 0 0 0 - 0 0 - - 0 - - - - 0 - - - 0 - - - - - - - - - - - - - - - - - - -

F. Determination of Statistical Significance

In order to study the statistical significance of the correlation
results on the ESPL-LIVE HDR Image Quality database,
ten representative NR IQA algorithms were selected. The
statistical significance tests were carried out over multiple
training-test splits, using random 4:1 train-test splits of the
database each time, and similar results were obtained over
all trials. Table XI outlines the results obtained for one such
representative trial. To determine whether results delivered by
the IQA algorithms were significantly different from each
other, the F-statistic, as in [9], was used to determine the

degree of statistical significance between the variances of the
residuals after a non-linear logistic mapping between the two
IQA algorithms, at the 95% confidence interval. Overall, the
proposed HIGRADE algorithms were found to be statistically
better to the other NR IQA algorithms.

V. CONCLUSION

We devised a new gradient-based NSS framework and
proposed two algorithms that predict the perceptual quality
of tonemapped/fused/post-processed HDR images. We also
studied the relevance of various color spaces of the input
HDR maps when perceiving their quality. We validated the
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Fig. 11: Median SROCC between predicted scores and subjective
DMOS scores for HIGRADE-1, HIGRADE-2, HIGRADE-3, and
HIGRADE-S (and the associated 95% confidence intervals) as a
function of the percentage of the content used to train on the ESPL-
LIVE HDR Image Database over 25 trials. Note that the ordinate is
plotted over [0.4,0.8]

new model(s) on a new, very large crowdsourced study of
HDR images that deployed 5,462 unique participants who
reported 327,720 image evaluations. The proposed HIGRADE
algorithms were found to be the top performing predictors of
human perceptual judgments of visual HDR artifacts, among
the 12 NR-IQA models that were tested. The HIGRADE fea-
tures were also shown to be effective at assessing the artifacts
arising in SDR images, as corroborated by the experimental
results on the legacy image quality databases [9] [10] [59]
[60]. In the future, we believe that the HIGRADE models
or features may prove to be quite useful for the perceptual
optimization [63] of HDR processed pictures.
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