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Learning technique during pilot transmission phase
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Conclusions

§ Robust learning-based one-bit ML detection
§ Likelihood probabilities with reasonable number of 𝑁$#
§ Post update has better performance
§ Optimization is needed

Solution
§ Adding dither to improve ML detection

Goal
§ Apply maximum likelihood (ML) 

detection without channel estimation

Problem
§ Improve communication reliability 

using one-bit I/Q converters

Robust learning-based One-Bit ADCs

: massive number of zeros at high SNR

§ Sets *𝑝,,.
(0) = 𝑝0.34 and  *𝑝,,.

(50) = 1 − 𝑝0.34, if 𝑝̂,,.
(0) = 0

§ 𝑝0.34 has to be less that 1/𝑁$#

SNR training

The number of zero probabilities

§ Divides data transmission into 𝐷 subframes

§ Each subframe has length 𝑁&'() (𝑁& = 𝐷𝑁&'())

§ CRC is added to each frame, and checked as BS

Biased-learning approach

Dither-and-learning method

§ 𝑝̂,,.
(0) is updated using 𝑁$# + 𝑑, 𝑗

§ 𝑑, 𝑗 is number of 𝐬, in first successfully 
decoded subframes

: optimal parameter should be designed

§ 𝑝̂,,.
(0) is updated after successfully decoding 

each subframe  

Post updated likelihood function 

𝑣@: # of successfully decoded subframes 
during first 𝑗 subframes

𝛼,,. 𝑣@ : update rate after 𝑗th subframe 

ML detection rule

: likelihood function for ith antenna for vector 𝐬,

: requires CSI

Effective channel

Signal model with dithering noise

: known to BS

Trained probability is derived as

Optimal ML detection

One-bit quantized observation

IV

http://utexas.edu
http://ece.utexas.edu

