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SPACE-TIME PROCESSING FOR WIRELESS BASE STATIONS

SRIKANTH GUMMADI, M.S.E.

The University of Texas at Austin, 1998

Supervisor: Brian L. Evans

The explosive growth in the demand for cellular communications ser-

vices has driven research into improving spectrum e�ciency, battery life, and

link quality in wireless systems. Using space-time diversity in antenna arrays

for transmission and reception is an emerging solution to all three problems. A

space-time system operates simultaneously on all of the antennas by processing

signal samples both in space and time. This extra dimension enables interfer-

ence cancellation in a way that is not possible with single antenna systems.

At the base station, received signals su�er from cochannel signal in-

terference from other users and degradation from the channel. This report dis-

cusses a Constant Modulus (CM) array for separating cochannel users and 2-D

unitary ESPRIT for estimating channel parameters. Each stage in a CM array

consists of a CM beamformer and an adaptive signal canceler that recovers one

cochannel signal. The 2-D unitary ESPRIT algorithm jointly estimates the

direction-of-arrival (DOA) and time-of-arrival (TOA) of each path impinging

on an antenna array. By knowing the DOA and TOA, we can locate the mobile

user, and transmit the signal in a narrow beam towards the mobile, which im-

proves spectral e�ciency, link quality and battery life. The key contributions

of this report are (i) a modi�ed error criterion for CM array, which makes the

CM array phase sensitive, and (ii) a closed-form solution for joint angle and

delay estimation, which signi�cantly reduces computational complexity.
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Chapter 1

Introduction

1.1 Wireless Communications

The wireless era has its origins in the 1895 demonstration by Guglielmo

Marconi of the use of radio waves to communicate over long distances [1]. In

the 1960's, Bell Laboratories developed the cellular concept. Cellularization

consists of breaking up a large geographical service area into smaller cells, each

of which can reuse a portion of the available bandwidth (frequency reuse), thus

making it possible to provide wireless links to many users despite limited spec-

trum. Channels are reused when there is enough distance between cells to

avoid mutual interference (cochannel interference). In each cell, a base station

communicates with the mobile users via a radio link on one side and on the

other side with the Mobile Telephone Switching O�ce (MTSO), as shown in

Figure 1.1. The MTSO is connected to the Public Switched Telephone Network

(PSTN). Cellularization is used in most commercial mobile radio communica-

tions systems, e.g. Advanced Mobile Phone Systems (AMPS), Digital European

Cordless Telephone (DECT), Global System for Mobile (GSM), and the North

American Digital Cellular System (IS-54, IS-36, and IS-95) [2].

Cells have irregular shapes and dimension, and are determined largely

by terrain features and man-made objects. Depending on their size, cells can

be classi�ed as macrocells (where the base station has enough transmit power

1
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Figure 1.1: In a wireless network, each base station services a cell. Each base

station is connected to the Mobile Telephone Switching O�ce (MTSO) and the

MTSO is connected to the Public Switched Telephone Network (PSTN).

to cover a radius of 1{20 km), microcells (radius of 0.1{1 km) and picocells

(indoor areas). Cellular systems operate in the 800{900 MHz and 1800{2000

MHz radio frequency bands.

Wireless communication systems, unlike their wireline counterparts,

pose several unique challenges: (i) a variable number of users operating on the

same limited allocated spectrum; (ii) the radio propagation environment and

mobility of users give rise to signal fading and spreading in time, space, and

frequency; (iii) the limited battery life at the mobile user imposes restrictive

power constraints; and (iv) interference due to frequency reuse. Over the last

20 years, many technologies have been developed to o�er solutions to these

challenges, including multiple access, channel coding, and space-time signal

processing techniques.
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1.2 Space-Time Processing

In the early development of signal processing for wireless communica-

tion systems, the received signal was sampled only in time using one antenna.

The goal of space-time processing is to combine spatial and temporal infor-

mation gathered by sampling the signal with an array of antenna elements.

Space-time signal processing techniques exploit the new spatial dimension to

add spatial diversity among di�erent users. These techniques increase coverage

and capacity, mitigate multipath e�ects and cochannel interference, simplify

user hand-o� from one base station to another, improve security, and increase

power e�ciency [3]. These bene�ts come at the expense of increased complex-

ity at the base station, because of the extra antennas and embedded computers

placed at the base station.

The embedded processors used at the base station usually have dual-

core architectures which combine an advanced programmable digital signal pro-

cessor (DSP) with a reduced instruction set computer (RISC) microcontroller,

e.g. Motorola's MC56652 and MC56651 and Lucent's DSP1620 and DSP16210.

These processors have substantial on-chip memory, a sophisticated interface

that allows its two cores to function together seamlessly, and a mature periph-

eral set for cellular applications. The DSP core compresses and decompresses

speech, and controls reliable transmission and reception of the digital signal via

radio waves. The microcontroller core generates control signals, frame headers,

and power control bits.

Each signal received by an antenna array can be characterized by its

direction-of-arrival (DOA) and time-of-arrival (TOA), which are often called
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its signature. The interference and desired signals generally arrive at the an-

tenna array with distinct and often well separated signatures, even in complex

multipath environments. We can exploit this di�erence to reduce cochannel

interference. In the transmitter, we can use space-time processing to deliver

signals to the desired mobile using spatial selectivity to minimize the interfer-

ence to other mobiles. Wireless channels are rapidly time-varying, thus the

use of training for equalization not only consumes bandwidth but is also inef-

�cient, as we have to transmit the training sequence often. The use of blind

equalization (i.e., equalization without the use of a training sequence) gives an

additional advantage when used with space-time processing. Therefore, blind

channel equalization and estimation of multiple users signals can improve net-

work capacity and performance.

1.3 Estimation of Channel Parameters

In wireless systems, a transmitted signal may arrive at the receiver

along multiple propagation paths. Each path has its own direction-of-arrival

(DOA), time-of-arrival (TOA), and attenuation (fading). As the transmitted

signal (a radio wave) propagates through the environment, re
ection, di�rac-

tion and scattering occur each time the signal collides with an object such

as a building, hill, or tree. Each collision causes a change in direction (az-

imuth/elevation) and amplitude (attenuation). The di�erent lengths of the

propagation paths lead to di�erent time delays.

Several motivations exist for estimating the channel parameters, esp.

the DOAs and TOAs. Classical applications are source localization in sonar
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systems and modeling layers of the earth in seismic survey systems. Two

modern applications include mobile user localization and channel equalization

and tracking.

Many methods for mobile user localization are based on DOA and/or

time di�erence of arrival (TDOA) estimation of the received signals [4]. The

time di�erence of arrival of a signal at two base stations traces a hyperbola, and

intersection of two hyperbola gives the location of mobile. A key application

of mobile positioning is personal safety, such as in emergency localization (E-

911 service) and automatic location identi�cation of cell phone users. Federal

Communications Commission (FCC) regulations state that these features be

implemented by the year 2001 [5]. Mobile positioning can also be used by

advanced user hand-o� schemes and by many user services for which a global

positioning system (GPS) receiver is impractical [4]. Other applications are

automatic billing and fraud detection for cellular providers, accident reporting,

law enforcement, cargo tracking, and intelligent transportation systems [4].

Channel equalization and tracking aids directive transmission in the

downlink. Also, knowledge of the more slowly varying channel parameters

(such as the DOAs) allows for e�ective channel tracking in fast-changing en-

vironments. For example, an improved receiver could obtain DOA/TOA esti-

mates and then use a Viterbi algorithm to jointly �nd the signals and channel

by updating only the fading and signals at each state [6].

Techniques for estimating channel parameters can be classi�ed into

two categories: spectral-based and parametric. Spectral-based techniques such

as MUSIC [7] form a spectrum (a function) of the desired parameters and search
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the spectrum for peaks, which determine the value of the desired parameters.

A parametric approach such as ESPRIT [8] involves optimization of a highly

non-linear function of the parameters and yields more accurate estimates. The

complexity of spectral-based techniques increases exponentially in the number

of parameters while that of parametric techniques increases linearly. This re-

port develops closed-form parametric solutions that rely on models of radio

propagation which are described next.

1.4 Radio Propagation Model

Understanding the physics of radio frequency (RF) wave propagation

is crucial to the development of realistic models for use in space-time wireless

signal processing systems. Radio wave propagation is a complex phenomenon

which cannot be completely described by a single model. We describe propaga-

tion models that are largely empirical. They are drawn from �eld measurements

and often contain simplifying assumptions. Due to the random 
uctuations

of the various parameters associated with RF wave propagation, the models

are often statistical rather than deterministic. As a radio signal propagates

through the environment, it experiences (i) a decrease in power level due to

path loss and fading as described in Section 1.4.1 and (ii) spreading in space,

time, or frequency, due to multipath e�ects and user mobility as described in

Section 1.4.2.
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Figure 1.2: Fading of a transmitted signal

1.4.1 Path Loss and Fading

An important measure of link quality in mobile communications is

path loss. It is de�ned as the ratio between the received and transmitted

power. Path loss increases with distance, carrier frequency, and the number

of large obstructions. The mean received signal level varies with distance d as

d�n, where n is a parameter in the range of 2-5. The value of n depends on

the type of environment [9], e.g. n = 2 is realistic for free space propagation.

The more built-up and obstructed the environment, the larger the value of n.

In addition to path loss, the signal exhibits 
uctuations in power level.

These 
uctuations, called fading, also depend on distance. The two types of

fading are slow (or long-term, or shadowing) and fast (or short-term) fading, as
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shown in Figure 1.2. A signal experiences slow fading when it is shadowed by

obstructions between the transmitter and receiver such as hills and buildings.

The envelope of a slow-fading signal is determined statistically by the local

mean of the fast-fading signal, which is the average signal level for few tens of

wavelengths.

Fast fading is caused by multiple re
ections of the transmitted wave

by objects around the mobile such as houses and trees. Since the waves scat-

tered by these objects have di�erent attenuation and phases, they may add

constructively or destructively, thereby causing fast 
uctuations in the signal

level. The received signal power may change by a few orders of magnitude

(e.g. 20-40 dB) within a few wavelengths (50 ns at a carrier frequency of 1.8

GHz). When the mobile is completely obstructed from the base station, i.e.,

when there is no direct line-of-sight, the envelope of the received signal is best

modeled as a Rayleigh distribution [9]. When we have direct line-of-sight, the

received signal can be modeled as a Rician distribution. Usually in an urban

environment, we do not have a line-of-sight for about 75% of the time.

1.4.2 Multipath

Multipath phenomena are caused by objects (scatterers) lying in the

environment in which the radio signal is propagating. Multipath causes the

spreading of signals in time and space (and also in frequency if the source is

moving). So, the received signal consists of multiple time-delayed replicas of

the transmitted signal that have arrived from various directions. Multipath

e�ects are caused by re
ection, di�raction, and scattering of the propagating

waves [10]. Re
ection occurs when a propagating wave impinges upon an ob-
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struction with dimensions that are very large relative to its wavelength, e.g. the

earth surface and buildings. In refraction, components of the radio wave travel

into the obstruction medium. Most buildings are made of materials that absorb

most of the energy of the wave, so that the refracted wave is not signi�cant in

strength when compared to the re
ected wave. Re
ection and refraction occur

according to Snell's laws. Di�raction occurs when the radio path between the

transmitter and receiver is obstructed by an impenetrable object; then, accord-

ing to Huyghen's principle, secondary waves form behind this object [10]. This

phenomenon explains how radio waves arrive at the receiver even though there

is no direct line-of-sight, as is the case in many urban environments. Scattering

occurs when the wave impinges upon objects of dimensions that are on the or-

der of the wavelength (or less), such as street signs and lamp posts. Scattering

causes the energy of the wave to be radiated in many directions.

The relative importance of these propagation mechanisms depends on

the particular environment. If there is a direct line-of-sight between the mobile

and base station, then re
ection dominates the propagation. If the mobile is in

a heavily build-up area with no line-of-sight to the base station, then di�raction

and scattering will play a major role.

Doppler spread is caused by the movement of the mobile or other

objects in the environment. The maximum value of this frequency shift is

given by fD =
2Vmfc

c
, where fD is the maximum Doppler frequency, Vm is the

velocity of the mobile, fc is the communication carrier frequency, and c is the

velocity of propagation.

To summarize, multipath propagation results in signal spreading in
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Figure 1.3: Macrocell multipath propagation and scattering

time (delay spread), space (angle spread), and frequency (Doppler spread). In

typical outdoor cellular systems, the delay spread is on the order of 0-10 mi-

croseconds, angle spread ranges from 2 to 60 degrees, and Doppler spread varies

from 5 to 200 Hz [3].

1.5 Characterizing Propagation in Wireless Cells

The propagation of signal in wireless cells depends on the type of

scatterers, the size of cell, and the elevation of the antenna at the base sta-

tion. Propagation can be classi�ed based on the size of the cell as macrocell,

microcell and picocell propagation. Both microcell and picocell have similar

characteristics as the antenna for both of them is below the roof top. Macrocell

propagation is discussed in Section 1.5.1, and microcell and picocell propaga-

tion is discussed in Section 1.5.2.
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1.5.1 Macrocell propagation

In the context of macrocell mobile communications, the scattering

objects in the environment can be classi�ed as scatterers local to base, scatterers

local to mobile, and remote scatterers, as shown in Figure 1.3. An object

is called a local scatterer if it is (i) it is greater in size than the operating

wavelength and (ii) higher than the antenna [11]. Scatterers local to base

are local structures (e.g., buildings and trees) in the proximity of the base

station. They can cause large angle spread of the incoming signal, but small

delay spread and no additional Doppler spread. Scatterers local to mobile are

structures within a few meters of the mobile. Because of the relatively low

height of the mobile antenna, these scatterers can cause severe angular spread,

as well as Doppler spread, when the vehicle is in motion. From the point of

view of the base station, however, these scatterers cause only small delay and

angle spread. Finally, remote scatterers, also known as dominant re
ectors,

are terrain features (e.g. hills) or high-rise buildings located far (hundreds of

meters) from the base or mobile. They give rise to specular multipath, and

cause large delay and angle spreads, but no additional Doppler spread.

1.5.2 Microcell and picocell propagation

In microcells and picocells, the base station antenna is usually below

roof top level. The numerous scatterers, such as building and cars, cause short

delay spread, large angle spread, and some Doppler spread of the signal arriving

at the base station, as shown in Figure 1.4. When a line-of-sight exists, a Rician

model for fast signal fading is more suitable and scattering is non-isotropic [9].

Compared to macrocell environments, the number of paths may be very large.
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Figure 1.4: Microcell multipath propagation and scattering

Indoor environments exhibit scatterers (e.g., walls and furniture) as

well. Base Station antennas are at roughly the same height as mobile antennas,

such as on the same 
oor of a building. This causes the large angle spread found

in microcells. A line-of-sight may or may not exist. In addition, the signal can

also experience the \hallway e�ect", in which a hallway acts as a wave guide [2].

Because microcells and picocells often exhibit a large number of paths

and insu�cient delay spread (as the propagation paths are small), the tech-

niques for joint angle and delay estimation derived in this work may not readily

apply. Therefore, we focus our attention to macrocell environments.

1.6 An Overview of the Report

This report address two key issues in wireless macrocell base stations:

(i) cochannel interference rejection and (ii) joint estimation of spatial and tem-

poral parameters of the channel based on space-time processing. We make the

following assumptions:
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� Source signals are received by an array consisting of at least two antennas;

� The environment exhibits specular (as opposed to di�use) multipath

propagation;

� Doppler shifts and residual carriers of sources are not appreciable in small

time periods (200 ns); and

� Source signals are linearly modulated with a known pulse shaping func-

tion.

Based on the introduction to wireless communications systems in this

chapter, Chapter 2 discusses the Constant Modulus (CM) Array for cochannel

interference rejection. Recovery of multiple cochannel signals based on se-

quential application of CM array is also shown. A class of algorithms for joint

angle-delay estimation (referred to as JADE) are discussed in Chapter 3. Chap-

ter 3 also introduces a closed-form solution for JADE using a uniform linear

array and 2-D unitary ESPRIT. These ESPRIT-like algorithms take advantage

of uniform sampling in space and time; thus, the estimation of DOAs/TOAs

reduces to solving a generalized eigenvalue problem. A discrete receiver data

model (sampled in space and time) is also presented. Appendix A describes

the notation and abbreviations used in this report. Appendix B derives 2-D

unitary ESPRIT.



Chapter 2

Constant Modulus Array

2.1 Introduction

In mobile wireless communication systems, the transmitted signal

may be unintentionally re
ected, refracted, or scattered on its way to the

receiver. The received signal is a linear combination of delayed, scaled, and

attenuated versions of the transmitted signal. Other users transmitting at

the same frequency cause cochannel interference. Vehicle motion a�ects the re-

ceived frequency because of Doppler shift and creates standing waves. Standing

waves produce regions of high and low amplitudes, which is known as fading.

Fading causes both attenuation and phase shift, which in turn cause errors

at the receiver. Attenuation decreases SNR and phase shifts rotate the signal

constellation which cause errors at the receiver.

One way to reduce errors at the receiver is to use a smart antenna

system. Smart antenna systems improve signal recovery in severe cochannel sig-

nal environments. One smart antenna system, the multistage constant modulus

(CM) array [12], is capable of separating cochannel signals. Figure 2.1 shows

the stages in a CM array. Each stage consists of two components: (i) a weight-

and-sum beamformer adapted by the constant modulus algorithm (CMA) [13]

that captures one source, and (ii) a signal canceler adapted by the least-mean-

squares (LMS) algorithm [14] that removes the captured source from the array

14
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Figure 2.1: Multistage constant modulus array. Signals x(k), ym(k), and e(k)

are complex-valued.

input.

The CMA is a blind equalization algorithm (i.e., does not require a

training or pilot signal) that makes use of the property that the transmitted

signals are of constant amplitude. The CMA in [13] is insensitive to the phase of

received signals because the error which is used to update the weights comprises

of only amplitude di�erences. In this chapter, we propose a modi�cation to the

CM array which makes the error dependent on both phase and amplitude of

the output. In digital communications, the phase of the received signal is

important because a shift in the phase would rotate the constellation of the

received signal thus causing decision errors at the decoder.

Section 2.2 describes the operation of a CM array and the CM algo-

rithm in [13]. Section 2.3 describes our channel model. Section 2.4 discusses

decision-directed equalization and introduces our modi�cation to the CMA er-

ror criterion. Section 2.5 presents computer simulations to show the robustness

of signal tracking using the modi�ed error criterion in a fading environment.

Section 2.6 concludes the chapter. This chapter is an expanded version of [15].
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2.2 Background

Each stage of the constant modulus (CM) array consists of a constant

modulus beamformer and an adaptive signal canceler. The purpose of the

beamformer is to lock onto and track a particular user. Section 2.2.1 describes

the weight-and-sum beamformer which is adapted by the constant modulus

algorithm (CMA). Section 2.2.2 describes the adaptive signal canceler which

uses a least-mean-squares (LMS) algorithm [14] to remove the captured source

from the array input.

2.2.1 Constant Modulus Beamformer

The CM beamformer with complex input x(k) and complex output

y(k) = wH(k) x(k) is shown in Figure 2.1. The complex weight vector w(k) =

[w1(k) w2(k) � � � wN(k)]
T is updated using the CM algorithm according to

w(k + 1) = w(k) + 2 �cma x(k) �
�
cma(k) (2.1)

where �cma > 0 is the step size and �cma(k) is the CMA error

�cma(k) =
y(k)

j y(k) j � y(k) = y(k)

 
1

j y(k) j � 1

!
(2.2)

where j y(k) j =
q
y(k) y�(k). The term

y(k)

j y(k) j is called the instantaneous

modulus (amplitude) of the received signal. The error criterion in (2.2) does not

contain any phase information; thus, the update in (2.1) is phase insensitive.

The update of the weights in (2.1) is similar to the update used in the

Least Mean Squares (LMS) algorithm [14] where the instantaneous modulus

y(k)

j y(k) j acts as the \desired response" signal. The CMA tries to make the
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instantaneous modulus constant. Thus, it can be used only with signals of

constant modulus (amplitude) such as FSK and QPSK [16].

The value of step size �cma has to be chosen appropriately (as is the

case with most of the adaptive algorithms) so that the algorithm converges

fast. If the value is too small, the algorithm takes a long time to converge; if it

is too large, then the algorithm may diverge. If 0 < �cma <
2

�max

, where �max

is the maximum eigenvalue of input autocorrelation matrix, then the algorithm

converges [17].

2.2.2 Adaptive Signal Canceler

Every stage of a CM array contains an adaptive signal canceler. The

output y(k) is weighted by the canceler weights u(k) = [u1(k) u2(k) � � �uN(k)]T

which is subtracted from x(k) to generate the error vector e(k). This error

vector serves as the input to the next stage and is also used to update the

canceler weights according to

u(k + 1) = u(k) + 2 �lms y
�(k) e(k) (2.3)

where �lms > 0 is the step size. The weights of canceler estimate the columns

of the array response matrix which in turn gives an estimate of the directions

of arrival of various signals. We de�ne the array response matrix in the next

section.

2.3 Channel Model for Digital Signals

We assume that the transmitted signals are narrowband and that the

receiver antenna array is in the far �eld of the transmitter. The baseband
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analog waveform transmitted by the lth source is

sl(t) =
1X
n=0

dl(n) g(t� nT ); l = 1; : : : L (2.4)

where dl(n) are the digital symbols, T is the symbol period, and g(t) is the pulse

shape. The dl(n) terms are symbols of constant modulus (amplitude) such as

BPSK and QPSK so that points in the constellation for the dl(n) terms lie on

a circle of the same radius. We assume that the lth source propagates alongMl

paths, where each multipath has a di�erent attenuation and propagation delay

[18].

The received baseband signal at the mth antenna element of a uniform

linear array is

xm(t) =
LX
l=1

MlX
i=1

�li(k) e
j2�fc�li ej�mli sl(t� �li) + nm(t) (2.5)

where fc is the carrier frequency, �li is the propagation delay of the i
th multipath

of the lth signal, �li(k) is the corresponding attenuation, nm(t) is white Gaussian

noise and

�mli = 2�
d

�
(m� 1) sin(�li)

where d is the inter-sensor spacing, � is the carrier wavelength, and �li is the

signal angle of arrival (AOA) for path i of the lth source. The array input can

be compactly written as

x(k) = A(k) s(k) + n(k) (2.6)

where A is called the array response matrix. We assume that s(k) and n(k)

have zero mean and are uncorrelated with each other. We model the attenua-

tion coe�cients by using a Rayleigh fading channel [9] with Doppler shift. The
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attenuation terms are given by

�li(k) =
1p
M

MX
m=1

ej(
ik cos(
m)+�m) (2.7)

where 
i = 2�
fi

fs
, such that fi is the Doppler shift of the i

th source and fs is the

symbol rate, M is the number of scattering paths received, 
m =
2�m

M
which

assumes that the scatterers are uniformly distributed, and �m is a random

variable uniformly distributed on [��; �] representing the initial phase of the

mth scattering path.

2.4 Modi�ed Error Criterion

In this section, we convert a constant modulus (CM) array into a ro-

bust smart antenna by modifying the error criterion to be a weighted sum of

the conventional CM array error and decision-directed equalization error. The

new error criterion enables the CM array to (1) separate digital cochannel sig-

nals with multipath and inter-symbol interference and (2) track fading signals.

The key contribution is that the modi�ed error criterion adds phase sensitivity

to the otherwise phase insensitive CM error criterion. Phase is important for

constellations which are based on phase like BPSK and QPSK. Section 2.4.1

explains decision directed equalization and shows the possibility of error propa-

gation if the decisions are in error. Section 2.4.2 derives the proposed modi�ed

error criterion.
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Figure 2.2: A decision directed beamformer shown for an array of four sensors.

2.4.1 Decision Directed Beamforming

If the output of a communication channel were the correct transmit-

ted sequence, then the output may be used as the \desired" response for the

purpose of adaptive equalization. This method of equalization, called Decision

Directed Equalization [17], can only be used if the output is free of errors; oth-

erwise, an error in output will propagate through the receiver. The error �dd

for updating the weights using decision directed equalization is

�dd = Y �Y0 (2.8)

where Y is the output of the beamformer and Y0 is the output of the decision

device.

The primary disadvantage of using decision directed equalization is

error propagation when wrong decisions are made. In a real-time application,

pure decision directed equalization cannot be performed. When we start the
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receiver, we get errors as the weights of the receiver �lter are not set correctly.

Since the decisions are in error, we cannot use decision directed equalization

to update the weights of the receiver �lter; thus, an initial training signal is

needed.

2.4.2 The Modi�ed Error Criterion

The primary advantages of CM beamformers are that they do not

require a reference signal (because they perform blind equalization) and they

can be implemented in real time (even on �xed-point processors). Its close

resemblance to the LMS algorithm means that a hardware or software subsys-

tem con�gured to use the complex LMS algorithm could be used for the CM

algorithm.

From (2.2), �cma does not contain any phase information in it; i.e.,

the update in (2.1) is insensitive to phase shifts. Therefore, a conventional

CM beamformer would not be able to give the desired response for a wireless

communication system with fading e�ects. For signals like QPSK and FSK, the

decision depends on the phase of the output wave and not on the amplitude.

Thus, a phase shift in the output could result in many wrong decisions. In

addition, the CM array captures the source having the maximum power. When

deep fading occurs, the CM beamformer captures the interfering source, which

causing erroneous decisions to be made. Thus, the need arises for a modi�ed

error criterion that would keep the advantages of CM array while removing its

disadvantages.

The key advantage in decision directed equalization is its sensitivity to
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phase in updating the weights, which prevents an error if we have a phase o�set.

Decision directed equalization also has the ability to track small frequency

o�sets because it would adjust its weights to track the change in frequency.

For a conventional CM array, however, a small frequency o�set would result

in a phase o�set that cannot be corrected by CMA due to its insensitivity

to phase. The decision directed equalization would also latch onto a captured

source even in the case of deep fading. All of the above predictions are based on

the assumption that the decisions being made are correct, and this assumption

may not be valid in practice.

To overcome the drawbacks of the CM array, we propose a new error

criterion which is a weighted mean of the CM error �cma and the decision

directed error �dd

�(k) = �cma �cma(k) + �dd �dd(k) (2.9)

where �cma is the weight of CM error and �dd is the weight of decision directed

error and

�cma + �dd = 1 (2.10)

During the initial stage when the weights of the beamformer have not con-

verged, i.e., when the decisions may not be correct, we use only the CM error

by setting �cma = 1 and �dd = 0. As the weights converge and the output

becomes stable and decisions become correct, we move from pure CM error to

the modi�ed error given in (2.9) with both �cma and �dd being non-zero. We

determine this transition based on the absolute value of the CM error. When

the error �cma becomes less than a threshold (1% of the maximum CM error

in our case), then we switch from a CM error criterion to modi�ed error crite-
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rion [19]. The modi�ed error builds phase sensitivity into the update equation

and improves the performance of the CM array in the following ways:

� it latches onto a captured signal irrespective of the power of the signal,

� it overcomes small frequency o�sets, and

� it reduces phase o�sets in the CM array.

The �rst property implies that the modi�ed error criterion gives the correct

output even when the captured signal has destructive fading, which occurs

when the power of the captured signal is less than that of the interference. The

new error criterion would perform better than the CM error by itself and make

decisions more reliable.

2.5 Computer Simulations

We present the results of a computer simulation for the case where the

modi�ed error could separate two cochannel sources undergoing fading but the

traditional CM array fails to latch onto one signal. The simulation uses L = 2

users, N = 4 antenna elements, and M1 = M2 = 12 multipaths. The symbol

rate fs is 24,300 baud and the fading frequency fi is 72 Hz to correspond to

a vehicle traveling at approximately 45 MPH with a transmitting frequency of

1.8 GHz. For the pulse shape g(t) we used a square-root raised-cosine spectrum

[20] with a roll-o� parameter of � = 0:35. We transmit QPSK signals.

Figure 2.3(a) shows the amplitude of the received signal in a fading

channel. Initially, the amplitude of the �rst signal is greater than that of the

second. The �rst signal fades with time, and eventually, the power of the second
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Figure 2.3: Performance of constant modulus array for two di�erent error cri-

teria: (a) power of fading signals, (b) output power of �rst beamformer using

traditional CMA, and (c) output power of �rst beamformer using modi�ed

error criterion. The traditional CMA locks onto the signal of highest power

which alternates between the signal of interest and the interference signal. The

modi�ed CMA locks onto the signal of interest.
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Figure 2.4: Cochannel Signals (SNR = 10 dB) separated by a CM array using

the modi�ed error criterion.

signal becomes greater than that of the �rst. We refer to the crossover point as

the critical point. A traditional CM array would capture the �rst signal until

the critical point. After the critical point, the CM array would be forced to

capture the second signal, thereby causing errors at the decision device because

the decision device thinks that it is still receiving the �rst signal. Figure 2.3(b)

plots the output signal power using the traditional CMA. The CM beamformer

clearly captures the interference signal when interference becomes stronger than

the signal of interest.

We overcome the problem of capturing di�erent sources by using the

modi�ed error criterion. Figure 2.3(c) shows the output signal power using

the modi�ed error criterion. Using the modi�ed error criterion, the CM array

latches onto one signal even during deep fades. Figure 2.4 displays the received

constellation of the separated signals using the modi�ed error criterion. The

signals have been clearly separated without any errors after we switch from

pure CM error to the modi�ed error.
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2.6 Conclusion

We present a new error criterion, which is a weighted mean of the

Constant Modulus and Decision Directed Error criteria, to improve the perfor-

mance of CM beamformer. The new error criterion allows the beamformer to

latch onto a signal even during deep fades because it adds phase sensitivity to

the beamformer. The use of a modi�ed CM error criterion requires an addi-

tional comparison and two additions, which is insigni�cant with respect to the

complexity of the CM array. The cochannel signal separator has been shown to

work in simulations of severe signal conditions, e.g. when the cochannel inter-

ference is stronger than the signal of interest. Additional advantages of using

the CM cochannel signal separator are that (a) its canceler weights can be used

to estimate the angles of arrival, and (b) it can be used to estimate the number

of cochannel signals.

The step size �cma for the beamformer and �lms for the canceler could

change with the situation. They should be appropriately chosen so that both

the algorithms converge and do so in a few iterations. A typical value for both

�cma and �lms is 0.01. Another decision that the designer has to make is the

transition from CM mode to modi�ed error mode. We perform the shift when

the error from the CM mode falls below a threshold of 1% to the maximum

CM error. This shift should be performed once the receiver is sure that the

decisions on the output are error free. It could be made either empirically or

when the mean CM error reaches a steady value.



Chapter 3

Joint Angle and Delay Estimation (JADE) using

2-D Unitary ESPRIT

3.1 Introduction

In wireless cellular communications, locating the position of mobile

user has many applications. Federal communication commission regulations

state that the wireless emergency 911 (E-911) feature be implemented by the

year 2001 [5]. Additional personal safety applications include emergency road-

side service, early warning evacuation, and emergency locator service. Other

applications include location-sensitive billing, mobile yellow pages, and driving

directions.

Adding the global positioning system (GPS) to each new cell phone

is a solution that would increase cost and power consumption but not support

the 58 million current cellular customers. Thus, a cost-e�ective solution should

not be subscriber-based but should be based on existing cellular infrastruc-

ture. Infrastructure-based solutions depend on computing one or more of the

following:

� Time-of-arrival (TOA)

� Time di�erence-of-arrival (TDOA)

� Direction-of-arrival (DOA)

27
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Infrastructure-based solutions are classi�ed into two groups: (i) three-site vis-

ibility and (ii) single-site visibility, based on the number of base stations with

which the mobile can communicate.

With three-site visibility, the infrastructure-based solutions can use

triangulation to locate the mobile unit. The location of mobile units may be

given by the

� intersection of the three TOA circles as shown in Fig. 3.1(a),

� intersection of any two TDOA hyperbolas as shown in Fig. 3.1(b), or

� intersection of any two DOA lines as shown in Fig. 3.1(c).

In practical situations, we do not use DOAs by themselves because the error

in estimating DOAs is usually larger than the error in estimating TOAs. For

single-site visibility, a combination of the TOA and DOA can be used to locate

the mobile unit. The intersection of TOA circle with the DOA line gives the

location of mobile, as shown in Figure 3.1(d).

This chapter presents an algorithm for the joint high-resolution esti-

mation of multipath DOAs and delays that uses the shift-invariance properties

of a special sensor array geometry. This algorithm gives a closed-form low-

complexity solution for jointly estimating and automatically pairing the DOAs

and TOAs (delays). The �rst step of this algorithm consists of transforming the

data (i.e., channel estimates) by a Discrete Fourier Transform (DFT), which

maps delay in the time domain into phase shifts in the frequency domain, fol-

lowed by a deconvolution by the known pulse shaping function. Deconvolution
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(a) (b)

(c) (d)

Figure 3.1: Location of mobile is given by intersection of (a) three TOA circles

or (b) two TDOA hyperbolas or (c) two DOA lines for three-sites visibility or

(d) TOA circle and DOA line for single-site visibility.
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is done via the DFT, as it is more accurate if the number of samples is small,

because there are no edge e�ects in the frequency domain. The algorithm in-

corporates many techniques developed for ESPRIT and DOA estimation, such

as spatial smoothing [21] and forward-backward averaging [22]. The number

of paths may be more than the number of antennas, which overcomes a limi-

tation of the sequential estimation of TOA and DOA [23], which assumes that

the number of paths are no more than the number of antenna elements.

Section 3.2 describes the space-time transmitter, receiver, and channel

model. Section 3.3 derives the channel model transformation that is required

for TOA estimation. Section 3.4 discusses the deconvolution via the DFT

method. Section 3.5 presents JADE-ESPRIT and Section 3.6 gives computer

simulations of JADE-ESPRIT. Section 3.7 concludes this chapter.

3.2 Discrete Space-Time Channel Model

We derive a channel model for wireless communications that is sam-

pled in space and in time. This section is less concerned with the details of

radio propagation, but instead adopts a space-time signal processing point of

view. We make the following assumptions:

� The sensor array has a doublet (pairwise equal antennas) structure, e.g.,

uniform linear array (ULA) whose sensors are spaced at a half-wavelength

or closer.

� The signal received by the antennas is sampled above the Nyquist rate.

� Source signals are received by an array of at least two antennas;
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� Source signals are linearly modulated with a known pulse shaping func-

tion.

Section 3.2.1 describes the space-time transmitter model. The receiver model

is discussed in Section 3.2.2, and the channel model is derived in Section 3.2.3.

3.2.1 Transmitter Model

We focus on the case of a single user transmitting a modulated digital

signal in a specular multipath environment. Digital modulation is the process

by which a digital baseband signal is converted into an bandpass signal for RF

transmission. The digital sequence fskg is modulated by a pulse shaping func-
tion g(t), such that, assuming linear modulation for simplicity, the baseband

transmitted signal is the convolution of the digital signal with the modulation

waveform

s(t) =
X
l

sl g(t� lTs) (3.1)

where Ts is the symbol period. The digital signal is described by a sequence

of Dirac delta impulses
P
sl �(t� lTs). The data points sl come from a signal

constellation (a set of k-point vectors). In Binary Phase Shift Keying (BPSK),

sl = +1 or �1. The modulated waveform (i.e., the output of the transmitter) is

a function of the pulse shape. For example, the GSM system uses binary signals

with Gaussian Minimum Shift Keying (GMSK) which is a type of nonlinear

modulation [2]. This is a modulation scheme in which the phase of the carrier

is instantaneously varied by the \modulating" signal (i.e. the information to

transmit).
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3.2.2 Receiver Model

Let the number of receiving antennas be M . If we assume for sim-

plicity that the source and sensors are located in the same plane, and that

the source is in the far-�eld of the array (i.e., the impinging wave appears as

a plane wave rather than a spherical wave), then only the DOA � character-

izes the location of the source. The mth antenna response (i.e., the measured

power) is proportional to

Am(�) = Gm(�)e
�j2�fc�m(�)

where Gm(�) is the complex amplitude or gain of the mth sensor towards

direction � (for isotropic sensors, Gm(�) = 1), and �m(�) is the propagation

delay between the reference point and themth sensor for a wavefront impinging

from �. If one of the sensors (say, the �rst one) is taken as a reference point,

then the array response is

a(�) =

2
66664

G1(�)

G2(�)e
�j2�fc�2(�)

...

GM(�)e
�j2�fc�M (�)

3
77775 (3.2)

Let the received signal at the antenna array be arranged into anM�1
vector x(t). The continuous-time received signal can be modeled from (3.2) as

x(t) =
QX
i=1

a(�i)�is(t� �i) + n(t) (3.3)

where n(t) is additive noise (e.g., thermal and measurement noise), Q is the

number of discrete paths that are received by the antenna array, and �i is the
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path attenuation of ith path. The output of antenna array can be represented

as the convolution

x(t) = s(t) � c(t) + n(t) (3.4)

where c(t) is the channel impulse response,

c(t) =
QX
i=1

a(�i)�i�(t� �i) (3.5)

x(t) =
X
l

slh(t� lT ) + n(t) (3.6)

h(t) is the channel pulse response

h(t) =
QX
i=1

a(�i)�ig(t� �i) (3.7)

which is the channel response to the pulse shaping function g(t). We assume

that g(t) has �nite support; i.e., it is non-zero only for t 2 [0; LgT ), where Lg

is the number of non-zero samples of g(t). Then, the (integer) channel length

is L, where LT = LgT +�� seconds and �� is the delay spread. Thus, h(t) is

non-zero only for t 2 [0; LT ).

3.2.3 Channel Model

Let the data be collected overN symbol periods. Let the oversampling

factor be P , i.e., at each symbol period we take P samples of x(t). Without

loss of generality, it can be assumed that the sampling is perfectly synchronized

with the transmission, so we sample exactly at instants t = kT . Then, (3.6)

can be rewritten as

x(kT ) =
X
l

slh((k � l)T ) + n(kT ); k = 0;
1

P
; � � � ; N � 1

P
(3.8)
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Given that the channel is FIR of length L taps,

x(kT ) =
bkcX

l=bk�L+1c
slh((k � l)T ) + n(kT ); k = 0;

1

P
; � � � ; N � 1

P
(3.9)

If we collect the channel vectors into an M � PL matrix

H =

�
h(0) h

�
T

P

�
� � � h

��
L� 1

P

�
T

��
(3.10)

then based on the channel model in (3.7),

H = [a(�1) � � �a(�Q)]

2
664
�1 0

. . .

0 �Q

3
775
2
664
gT (�1)
...

gT (�Q)

3
775 = A(�)DG

T
(� ) (3.11)

where g(�i) = [g(kT � �i)]k=0; 1
P
;���;L� 1

P
is a LP -dimensional column vector con-

taining the samples of g(t � �i), � = [�1 � � � �Q], �= [�1 � � � �Q], D = diag(�)

and �T = [�1 � � ��Q]. Note that �; �; and � vary with time and are stationary

only for a short intervals.

For notation simplicity, we drop the dependence of A on � and G on

� . Assuming that the antenna array gain is omni-directional,A can be written

as

A = [a0(�1) � � � a0(�Q)] (3.12)

where

a0(�i) =

2
66664

1

e�j2�fc�2(�i)

...

e�j2�fc�M (�i)

3
77775

The derivation of 2D-ESPRIT given in Appendix B uses the above form of A.
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3.3 Channel Model Transformation

Let g(0) be the vector samples of the known waveform g(t) and let

~g be its DFT, ~gT = gTF , where F denotes the DFT matrix of size LP � LP

de�ned by

F =

2
66664
1 1 � � � 1

1 � � � � �LP�1

...
...

...
...

1 �LP�1 � � � �(LP�1)
2

3
77775 � = e�j

2�
LP (3.13)

If � is an integer multiple of
T

P
, then the Fourier Transform of g(�) is given by

~g� = [1 ��P (��P )2 � � � (��P )LP�1] diag[~g] (3.14)

The same holds for any � if g(t) is bandlimited and sampled above the Nyquist

rate. This is not in full agreement with the FIR assumption of the channel

impulse response, which requires that g(t) be of �nite length Lg, so that L is

�nite. Because of this truncation, the spectrum of g(t) widens and sampling

at a rate of TP introduces aliasing due to spectral folding. This gives extra

terms in (3.10) that will eventually lead to a bias in the delay estimate. In

typical situations, however, the extra terms are small. For example, for P = 2,

a raised-cosine pulse with excess bandwidth � = 0:10 truncated at a length

Lg = 4 (T = 1) leads to a model mismatch (relative error) in (3.14) of a

maximum of 6% for any � , with a corresponding delay estimation error of less

than 0.002%. The error becomes even smaller for larger P , Lg, or �. Hence,

in comparison to estimation errors that will occur in the presence of noise, this

bias will not be signi�cant [24].

Based on the channel model in (3.11),

H = ADG (3.15)
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Figure 3.2: Parameters associated with square-root of raised cosine pulse shape:

(a) time domain and (b) frequency domain.

Performing the DFT on the rows of H, we obtain

~H = HF = ADFT diag[~g] (3.16)

where F is a Vandermonde matrix [25] of the form

FT =

2
66664
1 �1 �21 � � � �LP�11

1 �2 �22 � � � �LP�12
...

...
...

...
...

1 �Q �2Q � � � �LP�1Q

3
77775 ; �i = ��iP = e�j

2�
L
�i (3.17)

3.4 Deconvolution

We perform a deconvolution of g(t) by dividing ~H by diag[~g]. This can

be performed only on intervals for which ~g is non-zero. To illustrate this, as-

sume that g(t) is bandlimited with normalized bandwidth Wmax in rad/sample

(that is, its Fourier transform is non-zero only for frequencies j!j � Wmax),
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and assume that P > Wmax. Then ~g has at most LWmax nonzero entries. A

raised-cosine pulse with excess bandwidth � has Wmax = (1 + �)B, where B

is the bandwidth of the transmitted signal. However, instead of taking LWmax

entries of ~g, we would select a somewhat smaller number, e.g., LW , since the

entries at the border can be relatively small as well, and their inversion can

amplify the noise, as shown in Figure 3.2. In the case of a raised cosine pulse,

it is advisable to set W = 1 and select only the L center frequency samples as

the other values are close to zero.

Let the LP � LW matrix J~g be the corresponding selection matrix

for ~g, such that ~gJ~g has only nonzero entries. For later use, we require that

the selected frequencies appear in increasing order, which with the de�nition

of the DFT in (3.13) usually means that the �nal

�
LW

2

�
samples of ~g should

be moved to the front. Thus, J~g performs the function of DFT shift matrix

and has the form

J~g =

2
664

0 IbLW
2
c

0 0

IdLW
2
e 0

3
775
LP�LW

(3.18)

Multiplying both sides of (3.17) by J~g given by (3.18),

~HJ~g = ADFT fdiag[~g] J~gg (3.19)

The post-processed channel model can be represented as

�H = ~HJ~gfdiag[~g] J~gg�1; (M � LW ) (3.20)

�H = ADFT ; (3.21)

where F is as in (3.17) but with LW columns rather than LP columns.
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3.5 Joint Angle and Delay Estimate

At each time index n, we obtain the channel estimate, perform the

discrete Fourier transform and deconvolve with the known pulse, as described

in Section 3.3. If we have a uniform linear array ofM omni-directional antennas

uniformly spaced at distance d, then the array response

A =

2
66664

1 � � � 1

 1 � � �  Q
...

...

 M�1
1 � � �  M�1

Q

3
77775 (3.22)

where  i = e�j2�
d
�
sin �i. The amplitude matrix D is a function of the snapshots

(a snapshot is the samples at the sensors at an instant of time)

D(n) =

2
664
�1(n) 0

. . .

0 �Q(n)

3
775 = diag(�(n)) n = 1; 2; � � � ; Ns (3.23)

where Ns is the number of snapshots available. The channel model is

�H(n) = A D(n) FT (3.24)

If Y is a diagonal matrix, then

vec(XYZ) = (ZT �X) diag(Y) (3.25)

where � represents the Khatri-Rao product of matrices [25]. Applying vec on

both sides of (3.24), we use (3.25) to obtain

�Y(n) = (F �A) �(n) (3.26)

Stacking all the vectors �(n) to form matrix B, we can rewrite (3.26) as

�Y = UB (3.27)
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where U = F �A.

U has structure similar to the array manifold matrix in the 2-D DOA

estimation given by (B.29). Thus, we can use the 2-D unitary ESPRIT derived

in Section B.4 on �Y and estimate  i and �i, to obtain TOA and DOA. By using

2-D estimators, we automatically pair the TOA and DOA for each multipath.

This estimation of TOA and DOA using ESPRIT is called JADE-ESPRIT [26].

3.6 Computer Simulations

We use computer simulations to assess the performance of JADE-

ESPRIT. We assume that one source emits signals that arrive at an array of

M = 2 sensors separated by a half-wavelength along Q = 3 paths. The additive

noise at the array has an SNR that varies from 10 dB to �40 dB. Signal power
is calculated by averaging over the frame of bits (192 bits in case of IS-95). The

angles-of-arrival are f�5o; 0o; 10og and time delays are f1; 1:1; 2g Ts, where Ts
is the symbol rate. The path fading is generated from a complex Gaussian

distribution with zero mean and variance [1; 0:9; 0:8], respectively, for the three

paths. The pulse shaping function is a raised cosine with excess bandwidth

� = 0:35, truncated to a length of Lg = 6 symbols. After truncation 2% of

the energy is lost. The oversampling rate is P = 2 and the symbol rate is

normalized to T = 1.

The multipath which arrives �rst at the array is called the prompt ray.

Our aim is to �nd the TOA and DOA of the prompt ray. The JADE-ESPRIT

is compared against a total least squares TLS-ESPRIT [8] sequential estimator.

As we have more samples in the time domain than in the spatial domain, TOA



40

−10 −5 0 5 10 15 20 25 30 35 40
10

−4

10
−3

10
−2

10
−1

10
0

SNR (dB)

T
O

A
 R

M
S

E
 (

T
)

Cramer Rao Bound 
Sequential ESPRIT 
2−D Unitary ESPRIT

Figure 3.3: The root mean square error of TOA vs. SNR for the prompt ray.
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Figure 3.4: The root mean square error of DOA vs. SNR for the prompt ray.
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is estimated �rst and then the DOA is calculated from the TOA estimate. The

sequential estimator is not capable of separating rays when they are very close

(less than 0:3T ) in the time domain, while the JADE-ESPRIT has no problem

separating the rays. Figs. 3.3 and 3.4 compare the two ESPRIT techniques and

show the root mean square error (RMSE) of the estimate of TOA and DOA as

a function of the noise power �2. JADE-ESPRIT asymptotically approaches

the Cramer-Rao Bound as SNR goes to in�nity [8]. To obtain a DOA RMSE

of 2:5o, TLS-ESPRIT requires 10 dB higher SNR than JADE-ESPRIT, which

in turn requires 5 dB higher SNR than the Cramer-Rao Bound.

3.7 Conclusion

In this chapter, we develop a discrete space-time channel model for

an array of receivers and a transformation that converts the time delays to

phase shifts in the frequency domain. This facilitates the use of 2-D ESPRIT

algorithms that were originally developed to �nd 2-D angles of arrival to the

joint angle and delay estimation (JADE). We verify that the JADE-ESPRIT

algorithm is capable of jointly estimating the TOA and DOA estimates of the

rays. JADE-ESPRIT is a closed-form solution that can estimate more paths

than the number of antenna elements (discussed in detail in Appendix B).

Signal subspace estimation is the most computational expensive step

in the JADE-ESPRIT. For an M �M matrix a singular value decomposition

(SVD) requires O(M3) operations to be performed. In traditional ESPRIT,

SVD has to be taken on complex data, but in JADE-ESPRIT, it has to be taken

on real data, thereby reducing the computational complexity. The channel
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estimates obtained using JADE-ESPRIT are more reliable because it improves

the underlying signal subspace estimation. Another key advantage of JADE-

ESPRIT is that the number of paths could be more than the number of antenna

elements, while in traditional ESPRIT, the number of paths should be less than

the number of antenna elements.



Appendix A

Notation and Abbreviations

A.1 Notation

This report follows the IEEE conventions. Vectors are denoted by

lowercase boldface letters, matrices by boldface capital or calligraphic capital

letters, scalar parameters by capital or lower case Latin or Greek letters. Other

symbols that are used often follow:

T matrix or vector transpose
� matrix or vector complex conjugate
H Hermitian of the matrix or vector (complex conjugate transpose)

Im identity matrix of size m�m

0m a zero matrix of m columns and an appropriate number of rows

� convolution operator


 Kronecker or outer product [25]

� Khatri-Rao product [25] which is a column-wise Kronecker product

A �B = [a1 
 b1 a2 
 b2 � � �]
Ref�g real part of complex scalar, vector or matrix

Imf�g imaginary part of complex scalar, vector or matrix

vecf�g column vector obtained by stacking the columns of a matrix

diagf�g column vector of diagonal elements of a matrix or

a diagonal matrix whose diagonal elements are the column vector

d�e smallest integer greater than real number (ceiling)

b�c largest integer smaller than real number (
oor)

�() Dirac delta functional

�kl Kronecker delta which has value of 1 if k = l and 0 otherwise

[AjB] concatenate matrices A and B into a new matrix.

43
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A.2 Abbreviations

The following are the primary abbreviations (in alphabetical order)

that are used in this report.

BPSK Binary Phase Shift Keying

CCI Co-channel Interference

CDMA Code Division Multiple Access

CM Constant Modulus

CMA Constant Modulus Algorithm

DFT Discrete Fourier Transform

DOA Direction of Arrival

ESPRIT Estimation of Signal Parameters using Rotational Invariance Techniques

FFT Fast Fourier Transform

FIR Finite Impulse Response

GMSK Gaussian Minimum Shift Keying

GSM Global System for Mobile

GPS Global Positioning System

ISI Inter-Symbol-Interference

JADE Joint Angle and Delay Estimation

LOS Line-of-sight

MIMO multiple-input, multiple-output

ML Maximum Likelihood

NLOS Non Line-of-sight

MSE Mean Square Error

RMSE Root Mean Square Error

TDMA Time Division Multiple Access

TDOA Time Di�erence of Arrival

TLS Total Least Squares

TOA Time of Arrival

ULA Uniform linear Array

URA Uniform Rectangular Array

Some wireless systems and standards:

� IS-54, 136, 95 (Interim Standard 54, 136, 95) - North American digital

wireless system. IS-54 and IS-136 are TDMA while IS-95 is CDMA.
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� PHS (Personal Handyphone System) - Japanese personal wireless system

� GSM (Global System for Mobile) - European digital cellular system

� DECT (Digital European Cordless Telecommunications) system

� DCS 1800 (Digital Cellular System 1800) - Europe

� AMPS (Advanced Mobile Phone System) - North America



Appendix B

2-D Unitary ESPRIT

B.1 Introduction

Estimation of Signal Parameters via Rotational Invariance Techniques

(ESPRIT) [8] is a high-resolution parameter estimation method used in DOA

estimation, system identi�cation, and time series analysis. ESPRIT exploits an

underlying rotational invariance among signal subspaces induced by an array

of sensors with a translational invariance structure. That is, we decompose an

array into two overlapping subarrays containing the same number of sensors

whose sensor locations are related by a single phase shift. Unitary ESPRIT

�nds DOA with increased accuracy and reduced computational complexity [27].

All computations in unitary ESPRIT are real-valued.

In Section B.2, we discuss the real-valued processing using a uniform

linear array (ULA). This real-valued processing forms the basis of unitary ES-

PRIT which is derived in the Section B.3. Section B.4 discusses the extension

of 1-D unitary ESPRIT to 2-D unitary ESPRIT. Most of the material in this

chapter has been borrowed from [28].

46
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B.2 Real-Valued Processing with a Uniform Linear Ar-

ray

The development of unitary ESPRIT relies on aspects of real-valued

processing with a ULA [22] [27] [29]. Employing the center of the ULA as a

phase reference, the array manifold is conjugate centrosymmetric. For example,

if the number of elements N in the ULA is odd, then a sensor is located at the

array center and the array response vector is

aN (�) = [e�j(
N�1
2

)�; � � � ; e�j�; 1; ej�; � � � ; ej(N�12
)�]T (B.1)

where � = 2�
�
�xu with � as the wavelength, �x as the inter-element spacing,

and u as the direction cosine (sine of the DOA) of the received ray relative to

the array axis. The conjugate symmetry of aN(�) can be expressed as

�NaN(�) = a�N (�) (B.2)

where

�N =

2
66664
0 1

1
. . .

1 0

3
77775 2 <N�N

The inner product between any two conjugate centrosymmetric vectors is real-

valued. Any matrix whose rows are each conjugate centrosymmetric may be

employed to transform the complex-valued element space manifold aN (�) into

a real-valued manifold. As noted in [22] [27] [29], the simplest matrices for

accomplishing this are

Q2K =
1p
2

"
IK jIK
�K �j�K

#
(B.3)
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if N is even, or

Q2K+1 =
1p
2

2
64
IK 0 jIK
0T

p
2 0T

�K 0 �j�K

3
75 (B.4)

if N is odd. QH
N is a sparse unitary matrix that transforms aN (�) into an N�1

real-valued manifold,

dN(�) = QH
NaN (�) (B.5)

If the number of elements comprising the ULA is odd, then

dN (�) = QH
NaN (�)

=
p
2 [cos(N�1

2
�); � � � ; cos(�); 1p

2
;� sin(N�1

2
�); � � � ;� sin(�)]T

(B.6)

If X denotes the N �Ns element data matrix containing Ns snapshots in time

as columns, then the signal eigenvectors may be computed as the \largest" left

singular vectors of the real-valued matrix [RefYg j ImfYg], whereY = QH
NX.

B.3 Unitary ESPRIT for Uniform Linear Array

In this section, we develop the unitary ESPRIT method which uses

only real computations. The element space manifold in (B.1) satis�es the

invariance relation [8]

ej�J1aN (�) = J2aN (�) (B.7)

where J1 and J2 are the (N � 1)�N selection matrices

J1 =

2
66664
1 0 0 � � � 0 0

0 1 0 � � � 0 0
...

...
...

. . .
...

...

0 0 0 � � � 1 0

3
77775 2 <(N�1)�N (B.8)
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J2 =

2
66664
0 1 0 � � � 0 0

0 0 1 � � � 0 0
...

...
...

. . .
...

...

0 0 0 � � � 0 1

3
77775 2 <(N�1)�N (B.9)

J1 and J2 select the �rst and last (N � 1) components of an N � 1 vector,

respectively. J1 and J2 satisfy the relationship

�N�1J2�N = J1 (B.10)

Since QN is unitary, it follows that

QNQ
H
N = IN (B.11)

Substituting (B.11) into (B.7),

ej�J1QNQ
H
NaN (�) = J2QNQ

H
NaN(�) (B.12)

Substituting (B.5) into (B.12),

ej�J1QNdN (�) = J2QNdN (�) (B.13)

Multiplying both sides by QH
N�1 on the left yields the invariance relationship

ej�QH
N�1J1QNdN (�) = QH

N�1J2QNdN(�) (B.14)

Since QN satis�es the relationship

�NQN = Q�
N (B.15)

and �N satis�es the relationship

�N�N = IN (B.16)
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We combine (B.10), (B.15), and (B.16) to obtain

QH
N�1J2QN = QH

N�1�N�1�N�1J2�N�NQN

= QT
N�1J1Q

�
N

= (QH
N�1J1QN)

�
(B.17)

Substituting (B.17) in (B.14) we obtain

ej�(QH
N�1J2QN )

�dN (�) = QH
N�1J2QNdN(�) (B.18)

Let K1 and K2 be the real and imaginary parts of QH
N�1J2QN , respectively,

K1 = RefQH
NJ2QNg (B.19)

K2 = ImfQH
NJ2QNg (B.20)

K1 and K2 are real-valued (N � 1)� N matrices. Based on these de�nitions,

(B.18) may be expressed as

ej
�

2 (K1 � jK2)dN(�) = e�j
�

2 (K1 + jK2)dN (�) (B.21)

Rearranging terms, we have

(ej
�

2 � e�j
�

2 )K1dN (�) = j(ej
�

2 + e�j
�

2 )K2dN(�) (B.22)

which becomes an expression involving only real-valued quantities

tan(
�

2
)K1dN (�) = K2dN(�) (B.23)

For d sources, we de�ne the N � d real-valued DOA matrix as

D = [dN(�1);dN (�2); � � � ;dN(�d)]

The real-valued manifold in (B.23) translates into the real-valued DOA matrix

relation

K1D
 = K2D (B.24)
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where


 = diag

�
tan(

�1

2
); � � � ; tan(�d

2
)

�
(B.25)

As discussed in the previous section, if X denotes the N � Ns element space

data matrix containing Ns snapshots as columns, then the signal eigenvectors

for unitary ESPRIT may be computed as the largest left singular vectors of

the real-valued matrix [RefYg j ImfYg], where Y = QH
NX. As the number

of snapshots becomes in�nitely large, the N � d real-valued matrix of signal

eigenvectors Es is related to the real N � d real-valued DOA matrix D as

lim
Ns!1

Es = DT (B.26)

where T is an unknown d � d non-singular, real-valued matrix. Substituting

D = EsT
�1 into (B.24) yields,

K1EsT
�1
 = K2EsT

�1

K1EsT
�1
T = K2Es

K1Es	 = K2Es

(B.27)

where 	 = T�1
T. The eigenvalues of the d � d solution 	 to the (N �
1) � d matrix equation above are tan(

�i

2
); i = 1; 2; : : : d. If �x =

�

2
so that

�i =
2�

�
�xui = �u. In this case, there is a one-to-one mapping between

�1 � ui � 1, corresponding to the range of possible values for a direction co-

sine. The eigenvalues of 	 give tan(
�i

2
); thus we know �i so ui (the desired

direction cosine) is
�i

�
.

Figure B.1 gives the unitary ESPRIT algorithm for a uniform linear

array of sensors. We do not address the problem of estimating the number of

sources d. We assume that an estimate is available via a procedure such as

that described in [30], which explicitly exploits the conjugate centrosymmetry

of the array manifold for a ULA.
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� Compute Es via the d \largest" left singular vectors of [RefYg; ImfYg],
where Y = QH

NX. X contains the N �Ns snapshots of the array sample

values and QN is de�ned by either (B.3) or (B.4) as appropriate.

� Compute 	 as the solution to (N � 1) � d matrix equation

K1Es	 = K2Es where K1 and K2 are de�ned in (B.19) and (B.20).

� Compute !i; i = 1; 2; � � � ; d, as the eigenvalues of the d � d real-valued

matrix 	.

� Compute the spatial frequency estimates as �i = 2 arctan(!i),

i = 1; � � � ; d.
Figure B.1: Unitary ESPRIT algorithm for a uniform linear array of N sensors.

B.4 2-D Unitary ESPRIT

In this section, we develop 2-D unitary ESPRIT for uniform rectan-

gular array (URA) as an extension of unitary ESPRIT for ULA. The URA

consists of N �M elements lying in the x� y plane and equispaced by �x in

the x direction and �y in the y direction. In addition to � = 2�
�
�xu, where

u is the direction cosine relative to the x-axis, we de�ne the spatial frequency

variable � = 2�
�
�xv, where v is the direction cosine variable relative to the

y-axis.

The array response is denoted as an NM � 1 vector a(�; �) or as an

N�M matrix denoted by A(�; �). The two forms are related through the oper-

ators, vec(�) and mat(�) as a(�; �) = vec(A(�; �)) and A(�; �) = mat(a(�; �)).

The operator vec(�) maps a N �M matrix to an NM � 1 vector by stacking

the columns of the matrix. The operator mat(�) performs the inverse mapping,
mapping a NM � 1 vector to an N �M matrix such that mat(vec(X)) = X.

An important property of the vec operator that will be used heavily in the
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development of 2-D unitary ESPRIT is

vec(ABC) = (CT 
A)vec(B) (B.28)

where 
 denotes the Kronecker matrix product [25].

In matrix form, the array manifold may be expressed as

A(�; �) = aN (�)a
T
M(�) (B.29)

where aM (�) is de�ned by (B.1) with N replaced by M and � replaced by �.

Similar to the 1-D case, multiplyingA(�; �) by QH
N on the left and multiplying

by Q�
M on the right, creates the N �M real-valued manifold

D(�; �) = QH
NA(�; �)Q

�
M

= QH
NaN (�)a

T
M(�)Q

�
M

= dN (�)d
T
M(�)

(B.30)

where dM (�) is de�ned in (B.5) with N replaced by M and � replaced by �.

Given that dN (�) satis�es the invariance relationship in (B.23), it

follows that D(�; �) satis�es

tan(
�

2
)K1D(�; �) = K2D(�; �) (B.31)

where K1 and K2 are de�ned in (B.19) and (B.20), respectively. Using the vec

on both sides of (B.31),

tan(
�

2
)vec(K1 D(�; �) IM) = vec(K2 D(�; �) IM) (B.32)

Using the property of vec operator in (B.28), we �nd that the NM � 1 real-

valued manifold in vector form, d(�; �) = vec(D(�; �)) satis�es

tan(
�

2
)K�1d(�; �) = K�2d(�; �) (B.33)
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where K�1 and K�2 are (N � 1)M �NM matrices de�ned as

K�1 = IM 
K1 and K�2 = IM 
K2 (B.34)

Similarly, the 1-D real-valued manifold dM(�) satis�es

tan(
�

2
)K3dM (�) = K4dM (�) (B.35)

where K3 and K4 are de�ned as (B.19) and (B.20) but with N replaced by M

such that they are the (M � 1)�M matrices de�ned as

K3 = RefQH
MJ2QMg (B.36)

K4 = ImfQH
MJ2QMg (B.37)

It follows that

tan(
�

2
)D(�; �)KT

3 = D(�; �)KT
4 (B.38)

Using the vec operator, we �nd that d(�; �) satis�es

tan(
�

2
) K�1 d(�; �) = K�2 d(�; �) (B.39)

where K�1 and K�2 are the N(M � 1)�NM matrices,

K�1 = K3 
 IN and K�2 = K4 
 IN (B.40)

Consider the NM � d real-valued DOA matrix

D = [d(�1; �1); : : : ;d(�d; �d)]

where d(�i; �i) = vec(D(�i; �i)). From (B.33), D satis�es

K�1D
� = K�2D (B.41)
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where


� = diag

�
tan(

�1

2
); � � � ; tan(�d

2
)

�
(B.42)

From (B.39), D satis�es

K�1D
� = K�2D (B.43)

where


� = diag

�
tan(

�1

2
); � � � ; tan(�d

2
)

�
(B.44)

For a given snapshot, the array output is an N � M matrix. The

data matrix Y can be generated as follows: multiply the array output by QH
N

on the left and by Q�
M on the right, apply the vec operator, and place the

resulting NM � 1 vector as a column of an NM � Ns data matrix Y (Ns is

the number of snapshots). If X denotes the NM �Ns complex-valued element

space data matrix, then the relationship between Y and X may be expressed

as Y = (QH
M 
QH

N)X where we have again used the property in (B.38). The

appropriate NM � d matrix of signal eigenvectors Es may be computed as the

d largest left singular vectors of the real-valued matrix [RefYg j ImfYg]. As
the number of snapshots becomes in�nitely large, Es approaches DT where T

is an unknown d�d non-singular, real-valued matrix. SubstitutingD = EsT
�1

into (B.41) and (B.43) yields the eigenvector relations

K�1Es	� = K�2Es where 	� = T�1
�T: (B.45)

K�1Es	� = K�2Es where 	� = T�1
�T: (B.46)

The automatic pairing of � and � spatial frequency estimates is facilitated by

the fact that all the quantities in (B.45) and (B.46) are real-valued. Thus
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� Compute Es via the d \largest" left singular vectors of [RefYg; ImfYg],
where Y = (QH

M 
 QH
N)X. X contains the NM � Ns snapshots of the

array sample values, QM and QN are de�ned by either (B.3) or (B.4) as

appropriate.

� Compute 	� as the solution to (N � 1)M � d matrix equation

K�1Es	� = K�2Es where K�1 and K�2 are de�ned in (B.34).

� Compute 	� as the solution to N(M � 1) � d matrix equation

K�1Es	� = K�2Es where K�1 and K�2 are de�ned in (B.40).

� Compute !i; i = 1; 2; � � � ; d, as the eigenvalues of the d�d complex-valued
matrix 	� + j	�.

� Compute the spatial frequency estimates as �i = 2 arctan(Ref!ig),
�i = 2 arctan(Imf!ig); i = 1; 2; � � � ; d.

Figure B.2: 2-D unitary ESPRIT for a uniform rectangular array of N �M

sensors.

	� + j	� may be spectrally decomposed as

	� + j	� = T�1f
� + j
�gT (B.47)

The maximum number of sources d that 2-D unitary ESPRIT can

locate is d = minfM(N � 1); N(M � 1)g assuming that at least
d

2
snapshots

are available. This is because forward-backward averaging is applied in unitary

ESPRIT, which e�ectively doubles the number of snapshots [22]. If only a single

snapshot is available, then one can extract
d

2
or more identical rectangular

sub-arrays from the master (overall) array to obtain the equivalent of multiple

snapshots, thereby increasing the maximum number of sources that can be

located.

Figure B.2 gives the summary of closed-form 2-D unitary ESPRIT for
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a uniform rectangular array. Note that 2-D unitary ESPRIT provides closed-

form, automatically paired 2-D angle estimates as long as the spatial frequency

coordinates pairs (�i; �i); i = 1; : : : ; d are distinct.
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