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Asymmetric Digital Subscriber Line in its standardized versions G.DMT and G.Lite

uses discrete multitone modulation (DMT) for data transmission. Orthogonal Fre-

quency Division Multiplexing (OFDM) is a similar modulation standard for wireless

transmission that has been adopted in IEEE 802.11a wireless local area network,

Digital Video Broadcasting and HYPERLAN/2. The transmission channel induces

inter-symbol (ISI) interference and other noise sources. The traditional DMT or

OFDM equalizer is a cascade of a time domain equalizer (TEQ) as a single finite

impulse response filter (FIR), a fast Fourier transform (FFT) multicarrier demodu-

lator, and a frequency domain equalizer as a one-tap filter bank. The time domain

equalizer shortens the transmission channel impulse response to mitigate ISI. Pre-

vious TEQ design methods optimize objective functions not directly tied to system

bit rate.

I present the equalizer design that maximizes the bit rate of a DMT system

at the output of the FFT demodulator. I develop a subchannel Signal-to-Noise

vii



Ratio (SNR) model where the desired signal is formed as the circularly convolved

data symbol and the channel impulse response at the input of the FFT and noise

is the difference between the received and the desired signal. The received signal

also includes the near-end crosstalk, additive white Gaussian noise, analog-to-digital

converter quantization noise and the digital noise floor due to finite precision arith-

metic. Using the subchannel SNR model, I arrive at the optimal time domain

per-tone equalizer filter bank (TEQFB) that maximizes a measure of the ADSL

system bit rate. I propose a novel receiver architecture that uses TEQFB and a

Goertzel filter bank demodulator at the receiver during data transmission. I also

present the design of single FIR equalizer that on average achieves more than 99%

of the performance of the TEQFB for the tested standard ADSL carrier serving area

loops. Simulation results show that the TEQFB and single FIR outperform the bit

rate achieved by the minimum mean-squared error design methods, maximum bit

rate approach, and minimum ISI design. The TEQFB also outperforms the least-

squares initialized per-tone equalizer (LS PTE) method while the single FIR closely

matches LS PTE performance.
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Chapter 1

Introduction

1.1 Wireline Communication Systems

Today’s customer has a variety of technologies to choose from to connect to a number

of competing broadband access service providers. The telephone copper twisted

pair network offers access to the Internet through the voiceband dial-up modems

at rates up to 56 kbps and telephone voice service. In addition, the telephone

network offers high-speed broadband access in the form of digital subscriber line

(DSL) technologies, such as the high-speed DSL version 2 at 1.544 Mbps to and

from the service provider and asymmetric DSL (ADSL) at up to 8 Mbps from and 1

Mbps to the service provider. A higher speed version of ADSL, known as very-high

speed DSL, runs over much shorter line lengths and offers rates up to 23 Mbps from

the service provider. Sections 1.1.1 and 1.1.3 describe voiceband and DSL modems

in more detail.

Coaxial cable technologies enable cable TV services including TV interactive

service, access to the Internet, voice-over Internet protocol (VoIP) and always-on

service at connection speeds ranging from 0.5 to 1.5 Mbps. Cable companies have

recently added video-on-demand services. Section 1.1.2 delves into cable technology

1



in greater detail.

DSL and voiceband modems provide a dedicated link from the customer’s

premises to the central office i.e. one-to-one connection, while the cable modem

accesses a shared cable used simultaneously by many customers thus providing

a many-to-one connection. Nonetheless, both access technologies support Trans-

mission Control Protocol/Internet Protocol (TCP/IP) and allow deployment of a

wireless local area network (LAN) in customer premises.

Wireless broadband access has been deployed early on using a two-way mul-

tichannel multipoint distribution service utilizing 150 MHz bandwidth centered at

2.5 GHz. The multichannel multipoint distribution systems available are based on

technology used for the coaxial cable and as such are not specifically designed for

the multipath channel. IEEE 802.16 standardized wireless systems in the 10 to 66

GHz range that are characterized by high data rates and a short access range. The

systems are generally known as local multipoint distribution service. IEEE 802.11

standards reserve bandwidths centered at carrier frequencies of 2.4 and 5 GHz for

the wireless local area networks targeting data rates from 6 to 54 Mbps. Wireless

broadband access offers VoIP, TV programming and Internet access.

1.1.1 Voiceband transceivers

The telephone network was designed to carry speech signals. The bandwidth needed

for voice transmission is approximately 3.5 kHz. Through various modulation tech-

niques it is possible to transmit data signals through the telephone network, as well.

A number of standards ranging from V.21 to V.90 have been published dealing with

data transmission over the telephone network with each successive standard enabling

a higher data rate. Voiceband modems started with V.21 in the 1970s with a bit

rate of less than 300 bps using frequency shift keying and had the ability to support

2



duplex1 operations. V.22 and V.22 bis followed with the rate of 2400 bps using phase

shift keying and 16 quadrature amplitude modulation (QAM), respectively, and also

allowed duplex operation. V.26 ter was the first voiceband modem to employ sep-

aration of transmissions from the central office to the customer (downstream) and

from the customer to the central office (upstream) using echo cancellation. V.27

doubled the rate to 4800 bps over a 4-wire telephone interface allowing duplex op-

eration and including a 75 symbol/s feedback channel for error control. V.29 in

1976 again doubled the rate to 9600 bps using phase shift keying and amplitude

modulation. V.29 also allowed rates of 7800 bps and 4800 bps as a backup if 9600

bps was not possible. As Drajic and Bajic [4] note, up to this point error control

coding and modulation were designed separately. V.32 in 1984 allowed duplex oper-

ation and used Trellis coded modulation at the same rate of 9600 bps as V.29. V.32

utilized echo cancellation thus achieving upstream and downstream channel separa-

tion. V.33 in 1988 achieved 14400 bps using QAM with Trellis coded modulation

and a 12000 bps option. V.34 communicated up to 33600 bps using QAM with

Trellis coded modulation and allowed 14 data rate options starting from 2400 bps

to 33600 bps that would be selected based on the channel conditions. V.34 allows

full duplex or half-duplex transmission with echo cancellation. V.90 modem, which

was standardized in 1998 allowed asymmetric connection, 56000 bps downstream

and 33600 bps upstream. If a V.90 connection cannot be established, then a V.34

connection is attempted. A V.90 modem operates at 8000 symbols/s. Each symbol

carries an eight-bit code word; however, only 7 bits carry information.

1.1.2 Cable transceivers

Cable television was first offered to the public in 1948 to provide TV service to

viewers in remote rural areas [5]. The service was provided through a coaxial cable.
1A duplex system allows two-way simultaneous communication.

3



The number of United States households with access to the cable network is esti-

mated at 99 million [6] as of 2001. The cable network allocates the bandwidth of

54-550 MHz for broadcasts (downstream) of programming content. The upstream

is allocated the frequency band from 5-42 MHz. The allocated bandwidth for both

upstream and downstream is divided further into 6 MHz-wide channels. In the

standard cable TV architecture, the downstream provides the TV programming,

while the upstream is used for interactive cable TV service where the subscribers

can be up to 80 km away. Cable is a shared medium; that is, all users have to

share the available bandwidth. The upstream path is the noisier of the two due

to interference from poorly terminated subscriber equipment, household appliances,

and strong radio transmitters [7]. This was not a concern in low data rate mode

of interactive cable TV service using the upstream frequency band [8]; however, it

becomes a concern for the cable modem technology that is using the same band at

much higher data rate.

The existing coaxial cable TV network provided fertile ground for the devel-

opment of a technology that multiplexes various types of content delivered over the

same coaxial cable. Cable modem technology offers always-on access to the Internet,

delivery of TV programming to the set-top box, and voice over the Internet proto-

col. The data rate available over a single downstream channel is approximately 30

Mbps and 1.5 Mbps upstream over a single upstream channel. The downstream is

based on the 64-QAM and 256-QAM modulation where each symbol carries 6 bits

and 8 bits, respectively. The upstream uses 16-QAM where each symbol carries 2

bits. The choice of modulation for upstream was dictated by the noise present in the

upstream frequency band. Research cited in [6] based on statistical models predicts

that up to 400 households can be connected to a single 6 MHz channel without

traffic congestion caused by the shared cable medium.

Figure 1.1 shows a block diagram of a cable network connection where the

4



Figure 1.1: Block Diagram of Cable Broadband Access: PSTN - Public Switched
Telephone Network

customer premises cable modem communicates with the head-end cable modem

and at the same time receives TV programming and sends data from the customer.

The standards work has proceeded in several international and corporate bodies.

The European standard for set-top boxes and cable modems was produced by the

Digital Audio Video Council (DAVIC). The IEEE 802.14 working group began the

cable standards work in 1994. The Multimedia Cable Network System (MCNS)

consortium also began cable standardization in 1995 and produced Data Over Cable

Service Interface Specifications (DOCSIS) standards with versions 1.0 approved by

5



the International Communications Union in 1998 and 1.1 approved in 1999. DOCSIS

1.1 improved upon DOCSIS 1.0 mainly in the area of Quality of Service with the

intent to enable VoIP [9]. By 2000 IEEE 802.14 had disbanded, thus leaving DOCSIS

as the cable standard used by the cable industry. DOCSIS 2.0 was approved in

December 2002, which adds a greater upstream bandwidth to the user with 30

Mbps achievable (shared) rate.

1.1.3 Digital subscriber line transceivers

Digital subscriber line (DSL) technologies are capable of utilizing the bandwidth

of the copper twisted pair lines beyond the voice band (0-4 kHz) used by the voice

telephone services. DSL bridges what is commonly called the “last mile” [10], to the

optical fiber deployed close to the neighborhood. Although thought of as an interim

solution, DSL will be of interest for a number of years as the deployment of the

direct fiber optic link has been slow and limited to urban areas [1]. It was recently

shown that the US local telephone carriers loose telephone customers at a rate of

5-6% per year to new cable services that include voice carried over the Internet in

addition to TV entertainment content and Internet access [11]. In order to grow

their customer base the telephone companies need to upgrade their copper network

for high-bandwidth content with higher entertainment value. High bandwidth over

the existing copper lines is what DSL can deliver to the telephone companies. Recent

studies [12] suggest that in the United States at the end of the 3rd quarter of 2002,

the market share for wireline broadband services is 2:1 in favor of cable modems;

however, there are indications that the proportion changes to 5:1 in favor of DSL

worldwide [13].

There are several versions of xDSL technologies where “x” stands for one of

those technologies. The following listing traces the exposition on xDSL as given in

[1, 14]. The predecessor of xDSL is the physical layer of ISDN (integrated services

6



Table 1.1: xDSL Technologies [1]: (NA) - North America, (E) - Europe, DS -
downstream, US - upstream, #p - Number of copper twisted pairs, CAP - car-
rierless amplitude-phase modulation, PAM - pulse amplitude modulation, 2B1Q -
two bit per quaternary modulation, DMT - discrete multitone modulation, QAM
-Quadrature Amplitude Modulation

xDSL Modulation Data rates (Mbps) Bandwidth (MHz) #p
HDSL 2B1Q (4-PAM) 1.544 (NA) 0.193 2

2.320 (E) 0.580 1
2 x 1.168 (E) 0.292 2
3 x 0.784 (E) 0.196 3

SDSL 16-PAM ≤ 2.312 <0.386 1
ADSL DMT ≤ 6.144 (8.192) DS 1.104 1

< 256 tones ≤ 0.786 (0.640) US
ADSL lite DMT with ≤ 1.536 DS 0.552 1

< 128 tones ≤ 0.512 US
VDSL QAM/CAP ≤ 13 (NA) sym. 12 1

or DMT ≤ 23/3 (NA) asym.
<4096 tones ≤ 14.5 (NA) sym.

≤ 23/4 (NA) asym.

digital network) developed in 1980s with a data rate of 160 kbps at distances of up

to 18,000 ft [15]. Subsequently, high-bit-rate DSL (HDSL) was developed with the

data rate of 1.544 kbps and using the same signal processing techniques as ISDN but

at 5 times the speed. The third xDSL system is called asymmetric DSL (ADSL).

ADSL was standardized in 1998 and has been enjoying a rapid increase in worldwide

deployment. A very-high-speed DSL (VDSL) is currently being standardized and

it is intended to bridge short lengths (shorter than 4500 ft) at high speeds (up to

23 Mbps from the network to the residential customer). Symmetric DSL (SDSL)

is a version of HDSL over a single pair achieving up to 800 kbps. Table 1.1 [1]

summarizes different xDSL technologies.

Figure 1.2 shows the architecture of typical DMT DSL broadband access.

The central office is connected to customer premises through a twisted copper pair
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line. The function of a Digital Subscriber Line Access Multiplexer (DSLAM) is to

queue data arriving from multiple DMT DSL connections to the network interface.

Figure 1.3 shows the overlap of frequency bands assigned to different services that

use the copper twisted pair. Different services operate on different copper twisted

pairs emanating from the central office. The spectral overlap of different services

leads to frequency domain interference on copper twisted pairs in close proximity

and is a major source of noise.

1.2 Multicarrier Modulation

Multicarrier modulation (MCM) is a form of frequency division multiplexing used

to transmit data through a physical medium, e.g. wires, air and water. The avail-

able bandwidth of a communication channel, such as the twisted-pair copper media

or a wireless channel, is divided into numerous subchannels or bins as shown in

Figure 1.4. Bingham [16] discusses the basics of the MCM and the reasons for its

emergence as the modulation for broadband applications. I will use his notation

here to introduce MCM. The serial data stream consists of Mfsymbol bits per second

(bps); thus, every 1
fsymbol

seconds a block of M bits is being transmitted. This data

stream would typically be provided by a higher protocol layer to the physical layer

for modulation. The M bits are parallelized into Nc groups of mn bits, which are

coded and assigned to the carrier fc,n for transmission. The carriers are spaced in

increments of ∆f up to the available bandwidth of the system. So,

fc,n = n∆f (1.1)

for n = [n1, · · · , nn] and

M =
nn∑

n=n1

mn (1.2)

where Nc = nn−n1+1. The modulated signals are summed together, passed through

a spectral shaping transmit filter and sent to the physical medium for transmission.

8



Figure 1.2: Block Diagram of Digital Subscriber Line Broadband Access: DSLAM
- Digital Subscriber Line Access Multiplexer, PSTN - Public Switched Telephone
Network, DMT - Discrete Multitone Modulation, ATM - Asynchronous Transfer
Mode, ISDN - integrated services digital network,
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Figure 1.3: Twisted Copper Pair Technologies Spectral Compatibility: POTS -
Plain Old Telephone Service, ADSL - Asymmetric Digital Subscriber Loop, VDSL -
Very-high-speed Digital Subscriber Loop, HDSL - High-bit-rate Digital Subscriber
Loop, SHDSL - Single-pair HDSL, FDD - Frequency Division Duplex, HomePNA -
Home Phone Network Access
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Figure 1.4: Channel Bandwidth and Multicarrier Modulation [3]

Figure 1.5: Multicarrier Modulation [16]

Decoding is performed at the receiver on each subchannel after they have been sep-

arated out of the received signal by the demodulator block. The separation of the

subchannels at the receiver can be achieved in principle by a bank of sharp narrow-

band filters. However, due to the difficulty of implementing sharp filters and the

need to limit the time it takes to transmit M bits, the subchannel transmit filters

overlap in the frequency domain. The subchannel transmit filters are designed such

that they add to a flat transmit spectral profile, and under perfect demodulation

one subchannel does not interfere with other subchannels. In some non-standard

MCM implementations, successive symbols also overlap in the time domain such as

discrete wavelet multitone (or discrete overlapped multitone) modulation [17]. The
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reason to allow overlap of time domain symbols is to encourage the frequency do-

main containment of subchannels and reduce the leakage of energy into neighboring

channels due to imperfections in receivers and transmitters and channel effects.

The reasons why the MCM has gained popularity are [1, 16, 18, 19]:

• With MCM it is relatively easy to shape the transmit spectrum according to

the water-pouring algorithm.

• Channel equalization is significantly simpler when compared to single-tone

systems like quadrature amplitude modulation.

• The long duration of a symbol in MCM technologies like DMT makes them

more resistant to impulsive noise.

• Narrowband interferers affects only a limited number of subchannels that can

be turned off according to a water-pouring algorithm. A similar disturbance in

single-tone systems would require implementation of difficult notch filtering.

• Advancements in digital signal processing, e.g. in digital signal processor (DSP)

computation and input/output capabilities and in higher precision analog-to-

digital and digital-to-analog converters, made it possible to implement some

variants of MCM.

In Section 1.2.1, I explore discrete multitone modulation used in ADSL, while in

Section 1.2.2, I discuss the development and usage of orthogonal frequency division

multiplexing used in wireless systems.

1.2.1 Discrete multitone modulation

Discrete multitone (DMT) is a wireline multicarrier modulation method in which the

available bandwidth of a communication channel, such as twisted-pair copper media,

is divided into numerous subchannels or bins via a fast Fourier transform (FFT).
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Figure 1.6: Discrete Multitone Modulation has subchannels that are 4.3125 kHz
wide in Asymmetric and Very-high-rate Digital Subscriber Line [3].

DMT has been adopted for wireline applications in the US by the American National

Standards Institute (ANSI) T1.413-1998 standard (Asymmetric Digital Subscriber

Loop ADSL standard) [20], and internationally by the International Telecommuni-

cations Union G.DMT (G.992.1) [21] and G.Lite (G.992.2) [22] ADSL standards.

DMT is figuring prominently in VDSL standard proposals [23, 24, 25].

G.DMT ADSL is a full duplex system, i.e. data simultaneously flows down-

stream from a central office to a remote terminal, and upstream in the opposite

direction. In the G.DMT ADSL standard, FFT/IFFT is used to generate up to

256 separate 4.3125 kHz wide downstream subchannels from 0 to 1.1 MHz. The

first six subchannels in the echo-cancelled ADSL and the first 32 channels in the fre-

quency division multiplexed ADSL are not used for data transmission. Likewise, the

FFT/IFFT is used to generate 26 upstream subchannels up to 138 kHz. Subchan-

nels in the range 0 to 26 kHz are not used in ADSL so as not to interfere with the

voiceband channel (0-4 kHz) and the ISDN band (4-26 kHz). Each DMT subchan-

nel is nearly independent of the other subchannels, and the degree of independence

increases with the number of subchannels [26].

Figure 1.7 shows a simplified block diagram of a DMT transceiver. The input

bit stream on the transmitter is mapped into a N
2 × 1 complex vector Xi at time
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Figure 1.7: Block Diagram of Discrete Multitone Transceiver Including Traditional
Time Domain Equalizer Architecture and Alternative Per-Tone Equalizer Architec-
ture.
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i using Quadrature Amplitude Modulation (QAM). The bit stream is partitioned,

mapped into complex values and assigned to subchannels based on the available

SNR in each subchannel and the desired bit error rate. This process is called bit

loading, and in G.DMT, it is designed with the 10−7 bit error rate in mind. Vector

Xi is mirrored into its conjugate-symmetric copy X̃i, and both are jointly sent to

the input of the IFFT block. Each input entry is modulated by the IFFT block

into a different frequency band (subchannel) with the carrier frequency lying in the

center of the band. The number of real-valued data obtained after the IFFT is N .

A guard period of ν samples is added before digital-to-analog (D/A) conversion and

transmission. A spectrally shaped channel impulse response longer than ν+1 causes

inter-carrier interference (ICI) and inter-symbol interference (ISI). ISI refers to the

mixing of energy belonging to neighboring symbols during transmission, whereas ICI

refers to a similar process for the subchannels. If the length of the channel impulse

response is less than or equal to ν + 1, adding a guard period of ν samples at the

beginning of a DMT frame will prevent the occurrence of ISI. If the guard period

is chosen to be the copy of the last ν samples of a DMT frame and the length of

the channel impulse response is less than or equal to ν + 1, then ICI is eliminated

as well. This choice of the guard period is also known as a cyclic prefix (CP) and

is adopted in ADSL standards and proposed for DMT VDSL [27]. This grouping

of N + ν samples is referred to as a frame. Frames are sent sequentially one after

the other. The CP of ν samples lowers the data rate by a factor of N/(N + ν). For

ADSL downstream transmission, N = 512 and ν = 32 samples, whereas for ADSL

upstream transmission, N = 64 and ν = 4 samples. In VDSL, N is up to 8192

and ν is the same fraction ( 1
16) of N as in ADSL. In a conventional receiver, the

specific cascade of operations is A/D conversion, time-domain equalization (TEQ)

using a finite impulse response (FIR) filter, removal of the cyclic prefix, multicarrier

demodulation using the FFT, QAM decoding of each used subchannel, and error
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Table 1.2: ADSL and VDSL DMT System Parameters

ADSL VDSL
Data Rate up to 8 Mbps up to 22 Mbps
Modulation DMT DMT

#subchannels 256 up to 4096
#pilots 1 1

Frame Duration 246 µs 246 µs
Cyclic Prefix 14 µs 14 µs

Subchannel spacing 4.3125 kHz 4.3125 kHz
Bandwidth 1.104 MHz 12 MHz

correction. The TEQ is designed during modem initialization. The demodulation

of the received DMT frame is done by the FFT block, after which the frequency

domain equalizer (FEQ) completely removes the phase and frequency distortion

of the channel. Subsequently, this fully equalized signal is decoded using a QAM

decoder resulting in an estimate of the transmitted complex symbol Yi, which is

further resolved into the corresponding bit stream. Table 1.2 summarizes some of

the ADSL and VDSL system parameters.

1.2.2 Orthogonal frequency division multiplexing

Orthogonal Frequency Division Multiplexing (OFDM) is an MCM technology that

similar to DMT. OFDM has been gaining acceptance for various wireless appli-

cations and has been adopted in IEEE 802.11a wireless LAN [28], Digital Video

Broadcasting (DVB) [29] and HYPERLAN/2 [30] standards. OFDM is based on

the principle of frequency division multiplexing whereby the available transmission

bandwidth is divided into numerous nearly orthogonal subchannels. As in the DMT

modulation, the OFDM modulation is efficiently achieved using an FFT/IFFT pair.

An OFDM symbol consists of the data and the cyclic prefix. ISI/ICI are eliminated

using the cyclic prefix defined similarly to the cyclic prefix of DMT. The signal pro-
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Table 1.3: OFDM System Parameters ([2]):BPSK - Binary phase Shift Keying,
QPSK - Quadrature Phase Shift Keying, QAM - Quadrature Amplitude Modulation

Data Rate 6,9,12,18,24,36,48,52 Mbps
Modulation BPSK,QPSK,16-QAM,64-QAM
Coding rate 1

2 , 2
3 , 3

4
No. of subchannels 52
No. of pilot tones 4
Symbol Duration 4 µs

Cyclic Prefix 800 ns
Subchannel spacing 312.5 kHz

3 dB bandwidth 16.56 MHz
Channel Spacing 20 MHz

cessing operations in an OFDM system are very similar to those in a DMT system,

although the order of operations is often different. As a wireless technique, OFDM

confronts the multipath delay spread so the received symbol is a summation of time-

shifted replicas of the transmitted symbol. As long as the delay spread (length of

the multipath channel) is shorter than the cyclic prefix, ISI and ICI are not present

[31]. The multipath fading channel present in wireless communications has deep

nulls in certain frequency bands. The nulls render the OFDM subchannels in the

same frequency band unable to carry data. In order to mitigate the effects of the

nulls, OFDM requires forward error correction techniques and frequency-domain

interleaving, which spread the information across various subchannels and thus, in-

creasing the probability of correct data decoding [2]. An OFDM receiver employs

time domain equalization (filtering) to reduce the channel state dimension, to sim-

plify decoding and/or to reduce the delay spread of the multipath channel. The

delay spread can also be mitigated by installing more base stations.

Table 1.3 [2] summarizes the parameters standardized for OFDM in [28].

The key parameter is the length of the cyclic prefix determined based on the desired

resilience to ISI in various channel environments (homes, factories, etc.). The length
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of the symbol is determined from the length of the cyclic prefix coupled with the

requirement that the power of the cyclic prefix amounts to less than 1 dB of the

total power of the symbol. Convolutional codes are used as appropriate with the

desired coding rate. The 200 MHz spectrum centered at 5 GHz allows 8 channels

with 20 MHz channel spacing.

1.3 Channel Equalization in Discrete Multitone Modu-

lation

Figure 1.7 shows demodulation and equalization in a DMT receiver. Here I explain

the signal path in Fig. 1.7(a), while the signal path Fig. 1.7(b) will be described as

a part of the literature review in Chapter 2. The equalization in DMT is based on

a two-step process. In the first equalization step, a time domain equalizer (TEQ)

finite impulse response filter (FIR) is tasked with eliminating the ISI and ICI from

the received DMT frame. The ISI and ICI will be present in the received frame

if the channel impulse response is longer that ν + 1 samples. The convolution

of the TEQ and channel impulse response results in a shortened channel impulse

response that has an extent smaller than or equal to ν + 1 samples. Subsequently,

the linear convolution of the shortened channel impulse response and a DMT frame

is converted into their circular convolution by virtue of having repeated DMT frame

samples present in the CP [20]. Demodulation, which is performed using an FFT,

transforms this circular convolution into a multiplication of complex sequences in the

frequency domain [32]. In the second equalization step, division by the frequency

domain response of the shortened channel impulse response (known as frequency

domain equalization or FEQ), fully equalizes the signal thus removing the phase

and amplitude distortion imparted by the channel.

I will present a simplified example in order to illustrate the ISI/ICI creation
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and removal. Let the useful data be xT = [1 2 3]T and let the cyclic prefix have

a length of one. Let the transmission channel impulse response be hT = [4 5 6]T.

Hence, the channel impulse response of length 3 is longer than the length of the

cyclic prefix +1 = 2 in this example. Let us also assume that the TEQ is not

present in the receive path. The received frame is

y =




0 1 0 0

0 0 1 0

0 0 1 1




︸ ︷︷ ︸
CP removal




4 0 0 0

5 4 0 0

6 5 4 0

0 6 5 4




︸ ︷︷ ︸
H




0 0 1

1 0 0

0 1 0

0 0 1




︸ ︷︷ ︸
CP add




1

2

3




︸ ︷︷ ︸
x

=




4 0 5

5 4 6

6 5 4




︸ ︷︷ ︸
H̃




1

2

3




︸ ︷︷ ︸
x

(1.3)

where H is the channel convolution matrix. The CP addition operation at the

transmitter and CP removal operation at the receiver are represented using matrix

operands. From (1.3) it is noticeable that H̃ is not a circulant matrix, thus, the

linear convolution of the channel impulse response h and the frame x is y = h ∗ x,

and it follows F(y) �= F(h)F(x) where F(.) is a discrete Fourier transform operator.

Hence, the channel distortions cannot be removed in the frequency domain using

a 1-tap complex FEQ filter per complex value of F(y). If the channel impulse

response was only two coefficients long, e.g. h = [4 5], the matrix H̃ would be

circulant therefore allowing equalization in the frequency domain using 1-tap FEQ

filter for every complex value of F(y). This example only illustrates the effect of the

ICI, but does not show the ISI as I have limited its scope to only one transmitted

frame. If the example featured several successive transmitted symbols, then the ISI

would also be present.
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1.4 Bit Rate in Discrete Multitone Modulation

The achievable rate of a white Gaussian transmission channel [33] is given by its

capacity in bits per real dimension per transmission

bG =
1
2

log2

(
1 +

Ps

Pn

)
(bits/s/Hz) (1.4)

Here, bG is the number of bits per transmission, Ps is the signal power and Pn is

the noise power. Define the signal-to-noise ratio (SNR) as SNR = Ps/Pn. Practical

coding/modulation methods cannot achieve the rate given in (1.4). The difference

between the rate in (1.4) and the best achievable rate in practice can be characterized

by the SNR gap denoted by Γ and often expressed in decibels (dB) [26, 34]. SNR

gap is a function of the modulation method and the target probability of bit error

per dimension, Pe. For coded quadrature amplitude modulation (QAM),

Γ = 9.8 + γm − γc (dB) (1.5)

where γm is the desired system margin, and γc is the gain (efficiency) of the coding

method. In G.DMT ADSL, typically, Pe = 10−7, γm = 6 dB, and γc ≈ 4.2 dB;

hence, Γ ≈ 11.6 dB. A DMT system has N/2 subchannels, where N is the IFFT size.

When N is large, the subchannels can be considered independent in the presence of

Gaussian noise [26]. The data rate in bits per frame in the kth subchannel becomes

bk = log2

(
1 +

SNRk

Γk

)
(1.6)

where SNRk and Γk are expressed on a linear scale and not in dB. In DMT, data is

modulated in the complex (two-dimensional) plane and every subchannel can have

a different SNR gap Γk. We will assume that the target probability of error in all

subchannels is the same. Thus, we can set Γk = Γ for all k.

A DMT system has N/2 subchannels, but only a portion of those carry

data. For instance, in ADSL, subchannels 0-5 are reserved for voice service and
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ISDN compatibility, while subchannel 64 is reserved for the pilot tone used for

synchronization [20, 21, 22]. Accordingly, we define a set of subchannels of interest,

I, such that

I ⊆ {0, 1, · · · , N/2 − 1} (1.7)

The number of bits per DMT frame that can be reliably transmitted for the target

bit error rate is

bDMT(I) =
∑
k∈I

log2

(
1 +

SNRk

Γ

)
(1.8)

Each DMT subchannel can support a specific number of bits given the power level of

the signal, the desired bit error rate and the noise power. The total number of bits

transmitted in a DMT frame is the sum of the bits transmitted in each subchannel.

Equation (1.8) could result in non-integer bit values, but G.DMT ADSL and

VDSL DMT standards allow only integer bit loading on subchannels. A non-integer

number of bits could be loaded if constellations of dimensionality higher than two

are considered. This situation arises when Trellis coding is used [35]. The number

of bits per frame in a G.DMT-compliant system is

bint
DMT(I) =

∑
k∈I

⌊
log2

(
1 +

SNRk

Γ

)⌋
(1.9)

where �.� means the closest smaller integer. Equation (1.8) is a monotonically

increasing function with respect to SNRk and (1.9) is a monotonically non-decreasing

function of SNRk. The expressions SNRk are a function of the time domain equalizer

coefficients as the TEQ is placed in the receiving path of the signal. Designing a

good TEQ can significantly increase the data rate. Thus, I need to model (1.9) as a

function of TEQ filter coefficients and then design an efficient optimization method

that can maximize data rate of DMT systems.

1.5 Notation

ADSL : Asymmetric Digital Subscriber Line
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ANSI : American National Standards Institute

ATM : Asynchronous Transfer Mode

AWGN : Additive White Gaussian Noise

CAP : Carrierless Amplitude-phase

CP : Cyclic Prefix

CSA : Carrier Service Area

DAVIC : Digital Audio Video Council

DFT : Discrete Fourier Transform

DMT : Discrete Multitone

DOCSIS : Data Over Cable Service Interface Specification

DSL : Digital Subscriber Loop

DSLAM : Digital Subscriber Line Access Multiplexer

DVB : Digital Video Broadcast

FEQ : Frequency-domain Equalizer

FEXT : Far-end Crosstalk

FFT : Fast Fourier Transform

FIR : Finite Impulse Response

FSK : Frequency Shift Keying

ETSI : European Telecommunication Standards Institute

GSNR : Geometric Signal-to-Noise Ratio

HDSL : High-speed Digital Subscriber Loop

HomePNA : Home Phone Network Access

ICI : Inter-carrier Interference

IEEE : Institute of Electrical and Electronic Engineers

IFFT : Inverse Fast Fourier Transform

IIR : Infinite Impulse Response

IP : Internet Protocol
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ISDN : Integrated Services Digital Network

ISI : Inter-symbol Interference

ITU : International Telecommunication Union

LAN : Local Area Network

LMS : Least Mean Squared

LU : Lower Upper

LS : Least Squares

MAC : Multiply Accumulate

MBR : Maximum Bit Rate

MCM : Multicarrier Modulation

MCNS : Multimedia Cable Network System

MCSSNR : Maximum Composite Signal-to-Noise Ratio

MGSNR : Maximum Geometric Signal-to-Noise Ratio

Min-ISI : Minimum Inter-symbol Interference

MMSE : Minimum Mean Squared Error

MSE : Mean Squared Error

MSSNR : Maximum Shortening Signal-to-Noise Ratio

NEXT : Near-end Crosstalk

OFDM : Orthogonal Frequency Division Multiplexing

PAM : Pulse Amplitude Modulation

PSTN : Public Switched Telephone Network

PTE : Per-tone Equalizer

Rx : Receive

QAM : Quadrature Amplitude Modulation

SDSL : Single-line Digital Subscriber Loop

SNR : Signal-to-Noise Ratio

SSNR : Shortening Signal-to-Noise Ratio
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TEQ : Time Domain Equalizer

TEQFB : Time Domain Equalizer Filter Bank

TCP : Transmission Control Protocol

TV : Television

Tx : Transmit

UEC : Unit Energy Constraint

UTC : Unit Tap Constraint

VDSL : Very-high-speed Digital Subscriber Loop

VoIP : Voice over the Internet Protocol

Lower case bold letters denote vectors, e.g. t, while upper case bold letters

denote matrices, e.g. A. Subscript [.]k is used to signify that the variable is relevant

to a single subchannel k and that there are 0 < k < ‖I ‖ such variables. Superscripts

[.]i,j or [.]i denote the element (i, j) of a matrix or the ith element of a vector,

respectively. Superscripts [.]i,k:p or [.]k:p,j signify elements k through p of the row i

or column j, respectively. Superscript [.]H denotes Hermitian conjugate of a matrix

or a vector, while [.]∗ is a conjugation operator. Functions min(., .) and max(., .)

designate the minimum and the maximum of the enclosed arguments, respectively.

1.6 Organization of Dissertation

This dissertation focuses on time domain equalizer architecture and filter design that

maximize the bit rate achievable in discrete multitone systems. The contributions

of this dissertation are:

• A new model for the subchannel signal-to-noise ratio at the FFT output that

includes inter-symbol interference, near-end crosstalk, white Gaussian noise,

analog-to-digital converter quantization noise and the digital noise floor. The

subchannel SNR model explores the DMT frame structure to arrive at the
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composition of the signal needed for perfect demodulation - the circular convo-

lution of the transmission channel and the transmitted frame. The subchannel

SNR model defines as noise the difference between this perfect signal at the

output of the FFT and the actual received signal at the output of the FFT.

The new subchannel SNR model is a nonlinear function of the time domain

equalizer coefficients.

• Optimal time domain equalizer filter bank structure in which each subchannel

is assigned a separate time domain equalizer designed to maximize the data

rate in the given subchannel. The subchannel time domain equalizer is ob-

tained by maximizing the subchannel bit rate equation expressed as a function

of the proposed subchannel SNR model that also includes the dependency on

the time domain equalizer coefficients. The proposed modification of a DMT

receiver is fully compliant with the G.DMT standard and its performance

defines the achievable bit rate upper bound for a linear equalizer.

• Single data rate maximization time domain equalizer design that benefits from

the low complexity of the traditional time domain equalizer block compared to

the time domain equalizer filter bank design algorithm. The algorithm does

not guarantee optimality of the solution as it will find the local maximum

of the DMT system bit rate equation closest to the initial point. Simulation

results suggest that due to a prudent choice of the initial point the algorithm

arrives at a single time domain equalizer that achieves more than 99% of the

optimal performance of the time domain equalizer filter bank.

• Single time domain equalizer design that compresses channel impulse responses

of multiple transmission channels based on a maximization of a novel compos-

ite cost function.

The presented contributions were published in [36, 37] and submitted in [38].
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This dissertation is organized as follows. Chapter 2 discusses previously

published literature dealing with time domain equalizer design and the issue of

inter-symbol/inter-carrier interference removal in multicarrier systems. Chapter 3

derives the proposed subchannel SNR model after the FFT demodulator. Chapter

4 presents computationally efficient algorithm for the calculation of the matrices

in the subchannel SNR definition. Chapter 5 proposes a time domain equalizer

filter bank and its optimal initialization as well as a method for the near-optimum

design of a single time domain equalizer and discusses the computational complexity

of both approaches. Chapter 6 arrives at a single time domain equalizer that will

simultaneously shorten multiple channels. The presented method does not maximize

the bit rate of multiple channels, as its objective function only aims to shorten the

channels in a joint manner. Chapter 7 presents simulation parameters, assumptions

and final results. Chapter 8 concludes this dissertation with a summary of the

presented contributions and future work suggestions.
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Chapter 2

Previous Time Domain

Equalization Designs

Chapter 1 describes high-speed broadband wireline and wireless technologies, in-

troduces multicarrier modulation concept and analyzes two implementations of it:

discrete multitone modulation and orthogonal frequency division multiplexing.

In a discrete multitone transceiver, which is depicted in Figure 1.7, the design

of the equalizer has a profound impact on the achievable bit rate. The time domain

equalizer is traditionally designed to remove inter-symbol and inter-carrier interfer-

ence. This chapter surveys three equalizer structures that are currently shipping in

commercial modems: (1) conventional, (2) dual-path, and (3) per-tone. This chapter

also surveys alternative approaches to time domain equalization that do not neces-

sarily conform to the aforementioned three structures. The conventional equalizer

includes a single finite impulse response (FIR) filter that performs the time domain

equalization. The two key TEQ design methods - the minimum mean squared er-

ror (1992) and the maximum shortening SNR (1996) methods - seek to optimize a

convenient objective function instead of a measure of bit rate. The geometric SNR

method (1996) was an early attempt to include a measure of bit rate in the objective
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function. Unfortunately, the geometric SNR requires manual intervention, is based

on invalid assumptions, and does not offer much improvement over the minimum

mean squared error method. The maximum bit rate design method (2000) uses an

objective function that is a measure of bit rate and yields high bit rates; however, it

does not offer a closed-form solution. This dissertation will improve further on the

maximum bit rate method in Chapter 5 by generalizing the dependency of the bit

rate on time domain equalizer.

The dual-path equalizer (2002) consists of two parallel time domain equal-

izers. Dual-path design approach optimizes one time domain equalizer across the

multiple subchannels and the other over a subset of subchannels e.g. using the min-

imum inter-symbol interference method (2000) thus allowing improved equalization

for subchannels in that subset. This equalizer structure would enable a company to

reuse their previous time domain equalizer designs and still improve on the perfor-

mance of the conventional methods.

The per-tone equalizer structure (2001) shifts the burden of time domain

equalization to the frequency domain. The time domain equalizer is moved across

the fast Fourier transform and combined with frequency domain equalizer. The

frequency domain equalizer becomes multi-tap complex-valued linear combiner, in

which a different linear combiner is assigned to each subchannel. The linear combiner

taps can be trained using a minimum mean squared error method. This dissertation

takes a complementary approach to the per tone equalizer structure in developing a

time-domain equalizer filter bank to assign a different FIR filter to each subchannel

(Chapter 5). A number of alternative methods that are not compliant with DMT

ADSL standards attempt to eliminate the time domain equalizer and the cyclic

prefix. These frequency domain methods exploit DMT subchannels that are not

carrying data for signal equalization; however, the objective functions lead to a zero

forcing equalizer with its noise enhancement properties.
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The time domain equalizer significantly influences the achievable bit rate of

a DMT system. The design of the time domain equalizer should be directly related

to the DMT system bit rate equation. This casts the time domain equalizer as not

only a filter to reduce the ISI/ICI but also as a tool to increase the bit rate by

balancing the influence of all considered noise sources present in a DMT system.

This approach to time domain equalization is presented in this dissertation.

2.1 Introduction

The transmission channel provided by the copper twisted pair is generally longer

than the length of the cyclic prefix (guard band) placed between DMT symbols.

The excess channel energy beyond the cyclic prefix leads to inter-symbol interference

and destroys the orthogonality of DMT subchannels thus introducing inter-carrier

interference. Time domain equalizer at the receiver is traditionally tasked with com-

pressing the channel energy into a window of at most ν + 1 samples where ν is the

number of samples in the cyclic prefix. Perfect compression of the channel energy

would remove the inter-symbol interference and inter-carrier interference. There is a

number of time domain equalizer design methods published that can be separated in

different classes depending on the cost function leading to TEQ design or the receiver

architecture they impose. Section 2.2 discusses the minimum mean-squared error

TEQ design methods. Section 2.3 analyzes the geometric signal-to-noise ratio meth-

ods. Section 2.4 summarizes the shortening signal-to-noise ratio methods. Section

2.5 delves into explanation of the minimum inter-symbol interference method and

maximum bit rate approach. Section 2.6 presents dual-path and per-tone equalizer

structures. Section 2.7 explains several alternatives to the major design approaches

of previous sections. Finally, Section 2.8 concludes this chapter.
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Figure 2.1: Minimum Mean-squared Error Time Domain Equalizer Design Block
Diagram: x - the transmitted signal, h - the channel impulse response, y - the
received signal, n - additive noise, z∆ - transmission delay of ∆ samples, b - target
impulse response, and e - error signal

2.2 Minimum Mean-squared Error Method

Chow, Tu and Cioffi [39] discuss the need to perform time domain equalization so

that the impulse response of the channel is shortened to ν +1 samples. The channel

is modelled in [39] as an infinite impulse response (IIR) filter. The time domain

equalizer is set to the value of the denominator of the IIR model. The equalizer

is identified through the estimation of the channel model using a known pseudo-

random transmission sequence. Chow and Cioffi in [40] propose the minimum mean-

squared error (MMSE) TEQ design algorithm. Minimum mean-squared error TEQ

design is one of the earliest, widely used, and mathematically tractable solutions.

Figure 2.1 shows the diagram used in the MMSE TEQ design where h is the N -tap

long transmission channel, w is the M -tap long TEQ filter, Nb-tap long b is the

target impulse response delayed by the transmission channel ∆, all modelled as FIR

filters; x is the transmitted data sequence; y is the received sequence and e is the

error sequence. The target impulse response b is defined for design purposes and

is not present in the receiver. The MMSE TEQ design finds the equalizer w that
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minimizes the mean squared error between the signal path and the virtual path.

DMT frames are sent successively at times 0, Tf , 2Tf , · · · , pTf , (p + 1)Tf where each

frame lasts Tf = 232µs. The error resulting from the difference in the virtual path

and actual path at frame index p is

ep = xp−∆ b − w yp (2.1)

where yp is a block of D successively received DMT symbols starting from frame p

and xp−∆ is the transmitted DMT frame at time p. Chow and Cioffi set a unit-tap

constraint on the ith tap of b to avoid the trivial solution w = 0. Under the unit

time constraint, the error given by (2.1) becomes

ep = xp−∆−1 − v up (2.2)

where

v = [w bi] (2.3)

uT
p = [yT

p xT
p−∆|i] (2.4)

xT
p−∆|i = [xp−∆, · · · , xp−∆−i+1xp−∆−i−1, · · · , xp−∆−ν ] (2.5)

bi = [−b0, · · · ,−bi−1,−bi+1, · · · ,−bν ] (2.6)

Chow and Cioffi use the orthogonality principle which states that the optimal error

will be uncorrelated with the observed data and set E[epup] = 0 where E[.] is the

expectation operator. The target impulse response is also unknown and is obtained

from the algorithm with the only parameter specified being the length of the target

impulse response which is set to ν + 1 or less. Chow, Cioffi and Bingham [41, 42]

define a popular iterative algorithm for the implementation of Chow and Cioffi’s

MMSE algorithm in [40] that avoids costly matrix inversion and does not require

channel identification.

Bladel and Moeneclaey [43] further investigate MSE equalization and gener-

alize the results of [40]. Bladel and Moeneclaey also include the correlation of the
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input and noise sequences that were not used in [40]. They define the mean squared

error as

E[e2] = E[wTy − bTx]

= wTRyyw + bTRxxb + 2wTRyxb (2.7)

where Ryy is the autocorrelation of the un-equalized received signal, Ryx is the cross-

correlation with the transmit signal and Rxx is the autocorrelation of the transmit

signal. The equalizer w minimizing the MSE satisfies

w = R−1
yy Ryxb (2.8)

The target impulse response b is the eigenvector corresponding to the minimum

eigenvalue of the matrix Rxx − RT
xy

(
R−1

yy

)T
Rxy under the unit energy constraint

on b. Then, the corresponding equalizer is found from (2.8).

Nafie and Gatherer [44] suggest a numerically less expensive method to do

MMSE TEQ design than proposed in [41] that will result in the minimum eigenvalue

and corresponding eigenvector. They propose using the inverse power method in

conjunction with LU matrix factorization to converge to the minimum eigenvalue

and corresponding eigenvector in several iterations. In the same paper, they propose

an off-line least mean square (LMS) based iterative approach to MMSE TEQ design

assuming that they have the knowledge of the transmission channel.

Lee, Chow and Cioffi [45] propose a fast implementation of the MMSE TEQ

design that relies on the approximation of Toeplitz matrices present in the MMSE

TEQ by circulant matrices. This approximation allows the use of the FFT block as

the eigenvalues of a circulant matrix are found in the discrete Fourier transform of

its first column. The validity of the approximation suffers until the equalizer length

becomes large (longer than 60 taps).

Al-Dhahir and Cioffi [46] repeat and formalize the work in [43] formulating

the MSE as a quadratic form of the equalizer taps. The received and transmitted

32



symbols in Figure 2.1 are related through




yk+Nf−1

yk+Nf−2

...

yk




= H




xk+Nf−1

xk+Nf−2

...

xk−T−1




+ n (2.9)

where Nf is the number of transmitted and received (N + ν)-long frames starting

with frame k, H is the transmission channel convolution matrix and n is the signal-

independent noise vector. The mean squared error ek is

MSE = E[e2
k] = b̃HRxxb̃ − b̃HRxyw − wHRyx + wHRyyw (2.10)

where b̃T = [01×∆ b 01×Nf+ν−∆−Nb−1]. Al-Dhahir and Cioffi note that the

solution w that will minimize MSE will satisfy the orthogonality principle resulting

in

b̃HRxy = wHRyy (2.11)

The equalizer taps are designed to minimize the mean-square of the residual error

between the shortened channel impulse response and a desired target impulse re-

sponse of length ν + 1. Taking (2.11) into account, the MSE given by (2.10) can be

rewritten as

MSE = bHR∆b (2.12)

where R∆ encompasses the contributions of Rxx, Rxy and H.

R∆ = PT(Rxx − RxyR−1
yy Ryx)P (2.13)

where

P =
[

0(Nb+1)×∆ I(Nb+1) 0(Nb+1)×(Nf+ν−∆−Nb−1)

]
(2.14)

such that INb+1 is the identity matrix of size Nb + 1. Al-Dhahir and Cioffi discuss

TEQ solutions under two constraints on the resulting equalized channel: unit-tap
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constraint and unit-energy constraint. The unit tap constraint is b̃H ei = 1 where ei

is the ith unit vector. The solution minimizing (2.12) under the unit tap constraint

is

bopt =
R−1

∆ eopt
i

R(iopt,iopt)
∆

(2.15)

where iopt is the index that achieves the solution with the smallest MSE. Then, the

resulting TEQ is

wH
opt = b̃H

optRxyR−1
yy (2.16)

Under the unit energy constraint where bHb = 1 the optimal target impulse re-

sponse becomes the eigenvector of the Hermitian positive definite matrix R∆ that

corresponds to the smallest eigenvalue. Again the optimal TEQ vector is found by

using (2.16). The TEQ taps obtained by using MMSE do not necessarily increase

the data rate because minimizing MSE is not tightly coupled with increasing data

rate. MMSE solutions tend have a narrow spectral profile where the subchannels

with high SNR are not attenuated as severely as the subchannels with low SNR. To

minimize the MSE, the TEQ needs to suppress the subchannels with higher noise

content and does it by placing the deep nulls1 in the DMT passband. Seemingly, the

nulls should have no effect on the SNR as both the channel induced noise and the

signal are experiencing the same filter. However, in the presence of spectral leakage

noise (not affected by TEQ) due to the use of rectangular windowing inherent in

discrete Fourier transform and the noise due to finite precision signal processing,

the subchannels experiencing TEQ nulls are not able to carry data as this noise

becomes dominant.

Van Kerchove and Spruyt [47] point out that time domain equalization of fre-

quency division multiplexed (FDM) ADSL poses unique challenges. In FDM ADSL

the upstream and downstream transmission is allocated separate frequency bands

but use the same channel, i.e. the copper twisted pair. This is opposed to the echo-
1Null in this paper refers to a region of high attenuation in the spectrum of the signal
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cancelled ADSL that partially overlaps the spectra of upstream and downstream

transmission in order to increase the usable bandwidth. Echo cancelled ADSL has

to rely on sophisticated echo cancellation techniques ([48, 49, 50]) in order to utilize

the overlapped spectrum. The separation of upstream and downstream frequency

bands in FDM ADSL is achieved using sharp filters in the analog front-end of the

modem that minimize the near-end echo from the local transmitter (transmitting

downstream) into the local receiver (receiving upstream). The sharp filters have

significant influence on the shape of the channel impulse response as seen by the re-

ceiver. Van Kerchove and Spruyt show an example where an MMSE TEQ exhibits

low MSE (thus satisfying MMSE design objective) and negligible channel energy

outside of the desired window (thus, minimizing ISI); however, it results in poor

performance. This is due to the fact that although the TEQ spectrally shapes the

signal and the noise equally, the shaping happens before the FFT block. The discrete

Fourier transform has relatively high spectral sidelobes [18] and it leaks amplified

noise energy from the upstream spectrum into the downstream spectrum due to the

high magnitude response of the downstream TEQ in the upstream frequency band.

Van Kerchove and Spruyt remedy the problem by modifying the MSE objective

function to take into account the desired spectral shaping of the TEQ magnitude

response. This is achieved by presenting high “virtual” noise content in the band

where the energy of the TEQ should be suppressed (in this case the upstream band

as the downstream TEQ is begin designed). The resulting TEQ tries to suppress

this noise source in order to minimize the modified MSE cost function thus resulting

in a desired spectral shape of the TEQ.

Farhang-Boroujeny and Ding [51] follow up on Van Kerchove and Spruyt [47]

by noticing that the nulls of the MMSE TEQ correspond to the subchannels that

during data transmission carry low number of bits compared to the surrounding

subchannels. In the presence of system imperfections such as sampling jitter, the
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leakage of energy due to the DFT sidelobes can significantly effect the SNR in

the subchannel that was affected by a TEQ null. Other subchannels that have

not experienced a TEQ null would be less effected by the spectral energy leakage.

Farhang-Boroujeny and Ding propose an MMSE-based DMT TEQ design procedure

where the TEQ is designed using a linear combination of the eigenvectors of the

matrix R∆ defined in (2.13). Eigenvector weights are chosen heuristically so that

the MSE is kept low. Farhang-Boroujeny and Ding report that the bit rates obtained

through the use of their proposed technique are comparable to the bit rates achieved

by Al-Dhahir and Cioffi [52]. Both methods use bandwidth optimization algorithms

in which the power of the subchannels not able to carry data is distributed to

the subchannels that can carry data. Farhang-Boroujeny and Ding also propose a

method to design a TEQ for a large number or a class of transmission channels [53].

They identify 20 classes of channels through carrier service area loop simulation

and measurement in the Singapore carrier service area. The modem measures the

transmission channel impulse response during the initialization sequence. It then

uses the measured impulse response to find the best match among the magnitude

responses of the representative channel class members. The classification process

retrieves the matching target impulse response and the transmission delay. The

target impulse response and transmission delay for each class is saved off-line as

a by-product of MMSE TEQ design for the representative members of each class.

After classification, the TEQ coefficients are calculated online using the MMSE

design method on the retrieved target impulse response and the transmission delay.

Wang and Adal̀i [54] propose a TEQ design algorithm that modifies the cost

function of [46] to

E(Θ) =
1
2

N/2∑
k=0

Ak

(
|HkWk − Bk|2 + |H∗

kW ∗
k − B∗

k|2
)

= ΘTΦΘ (2.17)
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where Hk, Wk and Bk are the frequency domain values in subchannel k of the

channel impulse response, TEQ and target impulse response, respectively, Ak is the

frequency weighting in subchannel k, ΘT = [w0, · · · ,wM−1,b0, · · · ,bL−1] and Φ

contains the contributions of the transmission channel and frequency weighting. The

weighting Ak is intended to influence the TEQ frequency domain shape; however,

the choice of weights is not explicitly given and is assumed to be set heuristically.

The cost function is minimized under the unit energy constraint condition on Θ and

the resulting TEQ taps are found as the eigenvector corresponding to the minimum

eigenvalue of Φ. Given the reported results, the design tends to put nulls in the

frequency response of the TEQ.

Lashkarian and Kiaei [55] propose an MMSE-based algorithm that obtains

the minimum eigenvalue and the corresponding eigenvector of the Rayleigh quotient

[56, p.408] required by the MMSE TEQ design under the unit energy constraint

through an approximation of the matrix R∆ defined in (2.13). The algorithm allows

the use of the FFT and approaches the performance of the MSEE TEQ in [43] with

the increase in the size of the equalizer as the approximation of R∆ becomes more

accurate.

Al-Dhahir [57] expands the single-input single-output (SISO) MMSE TEQ

design of [46] appropriate for wireline channels with its multi-input multi-output

(MIMO) version appropriate for wireless channels. In the MIMO TEQ design in-

tended for discrete matrix multitone, the time domain equalizer becomes a matrix

with the channel matrix having block matrix structure that describes the channel

from any transmitter to any receiver. The design procedure follows the one shown

in [46].

Warke et al. [58] address the issue of the flatness of the TEQ frequency

domain response. The motivation is found in the poor performance of the conven-

tional TEQ design methods when applied to an FDM ADSL system. Warke et al.
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show the measurements of the performance of the conventional TEQ designs which

produce deep nulls near the FDM transition band and in the passband. Thus, to

mitigate the nulls in the TEQ response Warke et al. propose a design criterion

that encourages spectral flatness of the equalizer. They demonstrate their approach

on the MSE criterion but note that other criteria can be used, as well. The MSE

criterion is augmented with a flatness measure given by (w − ui)T(w − ui) where

ui is the unit magnitude vector of the same length as the equalizer with tap i equal

to 1. The added term relies on the fact that ui is flat in the frequency domain.

Thus, the augmented MSE measures also the deviation of the spectral response of

the equalizer from the flat spectral response. The augmented MSE cost function is

J(w) = MSE + µ(w − ui)T(w − ui) (2.18)

where µ balances the tradeoff between minimizing the MSE and deviating from the

flat response. The cost function is minimized using MMSE TEQ design techniques

with the note that the unit energy constraint is not necessary due to the constraint

imposed by the flatness term.

Martin et al. [59] offer an analysis of the performance of MMSE and max-

imum shortening signal-to-noise ratio (MSSNR) TEQ design (discussed in Section

2.4) with respect to the length of the TEQ. This analysis also gives the reasons why

the MMSE and MSSNR TEQ design place nulls in the transfer function of the short-

ened channel impulse response. These nulls as pointed in [51, 58] severely attenuate

the signal before the demodulating FFT block and make the noise induced during

the FFT operation a dominant noise source that renders the subchannels affected

by the nulls unable to carry data. Martin et al. show that a TEQ designed using

the MMSE or the MSSNR in the infinite equalizer length case has ν zeros on the

unit circle thus the shortened channel impulse response can have up to ν zeros on

the unit circle. Thus, up to ν subchannels would not be able to carry data due to

the placement of nulls at the subchannel carrier frequencies. Beyond the decrease
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in the data rate, a null affects the stability of the entire system if it lies in the

pilot subchannel used for synchronization. For the finite length TEQ, which can be

implemented in practice, Martin et al. offer empirical results where they show that

the distance of the nulls from the unit circle decreases with the length of the TEQ

designed using MMSE or MSSNR. This implies that the bit rate of a DMT system

will decrease with the increase in the length of the MMSE or MSSNR designed

TEQ. This conclusion demonstrates the non-optimality of MMSE or MSSNR as the

achieved bit rate of the system should not decrease with an increase in the length

of the time domain equalizer.

2.3 Geometric Signal-to-noise Ratio Method

Al-Dhahir and Cioffi [52, 60, 61, 62] define the geometric SNR (GSNR) and attempt

to maximize the bit rate achievable in a DMT system using GSNR. Al-Dhahir and

Cioffi note in [60] that MMSE TEQ design although easy to analyze, is not the

optimal TEQ design method. They define Bk, Wk and Hk to be the complex valued

frequency domain representations of the Nb×1 target impulse response b, the T ×1

TEQ w and the N × 1 transmission channel h in subchannel k. Then the signal-

to-noise ratio in subchannel k assuming equal power distribution in all subchannels

is

SNRk =
Sx|Hk|2
Snn,k

=
Sx|Hk|2|Wk|2
Snn,k|Wk|2

=
Sx|Bk|2

Snn,k|Wk|2
(2.19)

where Snn,k and Sx are the power spectral densities of the noise and of the signal,

respectively. The geometric SNR algorithm is then defined as

SNRgeom = Γ
∏
k∈I

[
(1 +

SNRk

Γ
)

1
N − 1

]
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≈
∏
k∈I

(SNRk)
1
N

= Sx


∏

k∈I
(

|Bk|2
Snn,k|Wk|2

)
1
N


 (2.20)

Thus (2.20) approximates (1.8) as

bDMT(I) =
N

2
log2(1 +

SNRgeom

Γ
) (2.21)

Maximizing (2.20) maximizes (2.21) as the logarithmic function is monotonically

increasing. Maximizing (2.20) is equivalent to maximizing

L(b) =
1
N

N/2∑
k=1

ln |Bk|2

=
1
N

N/2∑
k=1

bHGkb (2.22)

where Gk is the matrix of FFT coefficients related to subchannel k. The dependence

of (2.20) on Γ and independence of noise and time domain equalizer w on b is

assumed in (2.22).

The unit energy constraint is imposed on b; however, with this constraint it

follows that |Bk|2 = 1 which leads to a zero forcing solution for the time domain

equalizer w. A zero forcing solution is not necessary in DMT since it uses a guard

band. To avoid the zero forcing solution a constraint is imposed that the MSE

resulting from the solution needs to be less than some value MSEmax. The optimal

target impulse response b in terms of the maximum geometric SNR (MGSSNR)

algorithm is then found by

bopt
GSNR = arg max{L(b) : b} (2.23)

s. t. bHb = 1, and

bHR∆b < MSEmax

where R∆ is defined in (2.13). This non-linear optimization problem can only be

solved using numerical methods. Once the optimal target impulse response is found,
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the corresponding TEQ w follows from (2.16). Several simplifying assumptions are

made, notably that the input SNR is high enough that the dependence of the geo-

metric SNR on Γ and the unity terms in (2.20) can be ignored. These assumptions

tend to design a TEQ that ignores the subchannels with lower SNR (which contain

ISI and ICI that the TEQ is to remove) in favor of the subchannels with higher SNR,

thus not achieving the maximization of the data rate [63]. This comes about due

to the fact that the unity terms in (2.20) are not negligible in the subchannels with

low SNR. Also, the definition of the subchannel SNR does not include the effects

of the ISI in the denominator, but instead only the effects of the equalizer and the

noise. The definition of (2.22) incorrectly assumes that the time domain equalizer

w and the target impulse response b are independent. The time domain equalizer

w is found from bopt
GSNR using (2.16). The definition of GSNR (2.19) also assumes

Fk(w ∗ h) ≡ Fk(w)Fk(h) = WkHk (2.24)

where ∗ is the time domain linear convolution, ≡ is the equivalence operator and

Fk is the DFT operator for subchannel k. Linear convolution may not be equal to

the product in the frequency domain and the difference appears as a noise source.

Al-Dhahir and Cioffi [52] change the subchannel SNR model to include the effects of

the ISI but only when evaluating the TEQ designed using (2.19). The subchannel

SNR is

SNRk =
Sx|Bk|2

Sx|Bk − WkHk|2 + Snn,k|Wk|2
(2.25)

Lashkarian and Kiaei [64, 65] propose an iterative equalization algorithm

based on GSNR that uses projection on convex sets to maximize GSNR and solve

(2.23). They note that the constraint bHR∆b < MSEmax is a convex set due

to the positive definite property of R∆; however, unit energy constraint is not.

Lashkarian and Kiaei note that the unit energy constraint can be removed because

the trivial solution does not satisfy the MSEmax constraint. GSNR is maximized

using a gradient projection method where in each iteration a step is taken along the
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negative gradient of the objective function followed by a projection on the convex

constraint set. Lashkarian and Kiaei note that the objective function lacks convexity

thus, the stationary point of the algorithm depends on the choice of the initial point.

As a suitable starting point they suggest the solution obtained from MMSE TEQ

design under the unit energy constraint.

Milisavljevic and Verriest [66] point out that optimizing GSNR as a function

of the target impulse response results in a cost function with many local minima

and maxima and possibly discontinuous gradients. They propose to maximize GSNR

using an algorithm that is a hybrid of simulated annealing and genetic algorithms.

Milisavljevic and Verriest initialize the algorithm with a random population of col-

umn vectors zT = [b w ∆]T where ∆ is the transmission delay. For each vector

they compute the bit rate and rank the vectors accordingly. A new population of

vectors (child population) is created by random change in the coefficients of the

parent. If the bit rate achieved using a child equalizer w is higher than that of a

parent, then the child takes the place of the parent (together with corresponding tar-

get impulse response b and transmission delay ∆). Milisavljevic and Verriest show

that for the test carrier area service (CSA) 6 channel their algorithm surpasses the

data rate achieved by the mean squared error time domain equalizer design by the

8th generation and reaches the maximum data rate afforded by the GSNR objective

function around the 40th generation.

2.4 Maximum Shortening Signal-to-noise Ratio Method

Melsa, Younce, and Rohrs in [67] define the shortened channel impulse response as

heff = h ∗ w (2.26)

where ∗ is the linear convolution operator, h is the channel impulse response and

w is the time domain equalizer. The Maximum Shortening Signal-to-noise Ratio
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Figure 2.2: Channel Impulse Response and Shortened Channel Impulse Response
with Respect to the Target Window (adapted from [3]): ∆ - channel transmission
delay.

(MSSNR) TEQ design method of Melsa, Younce, and Rohrs [67, 68, 69] maximizes

the ratio of the shortened channel impulse response energy within a target window

length ν +1 samples to the energy of the channel outside of the window. This TEQ

design method is based on an observation that reducing the energy of shortened

channel impulse response outside the target window will reduce ISI and ICI. Figure

2.2 shows the relationship of the channel impulse response and the shortened impulse

response to each other with respect to the target window. Melsa, Younce, and Rohrs

partition the shortened channel heff into two channels: (1) hwin, which consists of

samples of heff lying within the desired ν + 1 window, and (2) hwall, which consists

of the remaining samples of heff . Then, heff = Hw where H is the (N +M −1)×M

convolution matrix of h. So, the signal is defined as the portion of the channel within

the window hwin = Hwinw and the ISI-causing part of the channel is hwall = Hwallw
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where Hwin consists of ν + 1 rows of H starting from position ∆, where ∆ is the

transmission delay, and Hwall consists of the remaining rows of H. The SSNR is

defined as

SSNR(w) =
wTHT

winHwinw
wTHT

wallHwallw
=

wTBw
wTAw

(2.27)

MSSNR seeks to minimize the energy of the distortion (denominator of SSNR) while

keeping the energy of the signal (numerator of SSNR) equal to 1.

Matrix B is positive definite and Melsa, Younce, and Rohrs use Cholesky

decomposition [70, p. 77] to define

B = QΛQT = (QΛ1/2)(Λ1/2QT)

= (QΛ1/2)(QΛ1/2)T

= B1/2
(
BT

)1/2
(2.28)

where Λ is a diagonal matrix of the eigenvalues of B and Q is a matrix of orthogonal

eigenvectors. Define

z =
(
BT

)1/2
w (2.29)

from which

w =
(
BT

)−1/2
z (2.30)

Now substituting (2.30) into (2.27), the SSNR becomes

SSNR(z) =
zTz

zTC z
(2.31)

where C = B−1/2A
(
BT

)−1/2
. Melsa, Younce, and Rohrs minimize zTC z subject

to the constraint that zTz = 1, which yields the MSSNR TEQ design method. The

solution of the minimization is the eigenvector zmin corresponding to the minimum

eigenvalue of C. The constraint is necessary in order to prevent the trivial solution

at w = 0. The resulting TEQ taps are

w =
(
BT

)−1/2
zmin (2.32)
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Although the method maximizes the SSNR measure, which is related to the ISI,

the method does not maximize bit rate directly and does not take into account the

noise induced by the channel. Thus, SSNR maximization will not yield the data-

maximization TEQ design as also concluded by Melsa, Younce, and Rohrs [67].

Melsa, Younce, and Rohrs in [67, 68, 69] also propose a method for jointly

shortening two channels, which I refer to as Joint MSSNR. This method jointly

shortens the channel impulse response and the near-end echo channel impulse re-

sponse 2 using a single TEQ FIR, thus reducing ISI and simplifying the removal

of near-end echo. Joint MSSNR uses previously defined Hwall and Hwin matrices

and introduces equivalently defined matrices Hwall,e and Hwin,e derived from the

near-end echo impulse response he. Matrices A and B are defined in terms of the

real-valued parameter α, where 0 < α < 1, as follows:

B(α) = αHT
winHwin + (1 − α)HT

win,eHwin,e (2.33)

A(α) = αHT
wallHwall + (1 − α)HT

wall,eHwall,e (2.34)

Joint MSSNR seeks to solve

wopt = min
w:wTA(α)w=1

wTB(α)w (2.35)

Djokovic [71] defines a similar ratio to SSNR; however, he adds the contri-

bution of the additive noise, which is not considered in [67]. Thus, the proposed

signal-to-noise ratio measure is

SNRISI+noise =
wTBw

wT(A + Rn)w
(2.36)

where wTRnw is the additive noise energy. Djokovic also proposes a least mean

squares iterative method and includes the contribution of the additive noise to arrive

at the TEQ taps.
2Near-end echo results from the leakage of the signal transmitted on a local transmitter into the

local receiver.
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Yin and Yue [72] point out that the MSSNR method minimizes the energy

outside of the window, i.e. wTAw, while keeping the energy of the channel inside

the window constant, i.e. wTBw = 1. However, when the length of w exceeds ν

samples, i.e. the length of the cyclic prefix, matrix B becomes singular and B−1/2

does not exist. They propose instead to maximize the energy of the channel inside

the window, i.e. wTBw while keeping the energy outside the window constant, i.e.

wTAw = 1. The advantage of this approach is that matrix A is always positive

definite regardless of the length of the desired equalizer. The resulting equalizer in

this case is the eigenvector corresponding to the largest generalized eigenvalue of the

matrix pair (B,A). Schur, Spidel and Angerbauer [73] investigate further the work

of Yin and Yue by testing their method in the presence of white Gaussian noise and

near- and far-end crosstalk.

Chiu et al. [74] propose the inverse power method to find the the neces-

sary minimum eigenvalue and corresponding eigenvector in an iterative variation of

the MSSNR method. They conclude that the convergence properties of the power

method are not sufficient for the MSEE TEQ design due to the possibility of slow

convergence. The proposed variation of the inverse power method has super-linear

convergence rate. The algorithm iteration is

Awi = Bwi−1 (2.37)

where [.]i is the ith iteration. Hence, there is no need for Cholesky decomposition

or matrix inversion. Each iteration becomes a problem of solving a linear system

of equations, i.e. Awi = bi followed by Bwi−1 = bi. Also, the equalizer taps are

computed directly without the need of computing either the target impulse response

or the minimum eigenvalue.

Lu, Clark, Arslan and Evans [75] and Lu in [76] present a low-complexity

sub-optimal divide and conquer TEQ design algorithm. Divide and conquer TEQ

separates the problem of designing an M -tap long TEQ into a problem of iteratively
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designing a series of two-tap TEQ filters by optimizing a cost function that is at

each iteration changed by the previously designed two-tap TEQ. The cost function

minimized at each step is the energy in the transmission channel outside of the

window of interest, i. e. the denominator of the SSNR. The two-tap filter in the ith

iteration is (wi)T = [1 g]T where the first tap is set to one to prevent the trivial

solution. Setting the first tap to 1 amounts to re-normalization of the TEQ taps

that does not affect the SSNR. After every iteration i, the new transmission channel

is hi = hi−1 ∗ wi−1. Notice that the length of the channel increases with every

iteration while hopefully the energy is compacted in fewer taps. The energy outside

the target window is

(hi
wall)

Thi
wall =

∑
s∈D

(hi−1
s + ghi−1

s−1)
2 (2.38)

where D = {1, 2, · · · , ∆, ∆ + ν + 2, · · · , |hi−1|}. Equation (2.38) is quadratic in g

and its minimization is performed by setting the first derivative to zero. Then

g = −
∑

s∈D hi−1
s−1h

i−1
s∑

s∈D(hi−1
s−1)2

(2.39)

The final TEQ is obtained by convolving all of the computed wi. This procedure

does not require matrix inversion or Cholesky composition and is less complex than

MSSNR.

Daly, Heneghan and Fagan [77] compare the MMSE and MSSNR TEQ de-

sign. Daly, Heneghan and Fagan are able to show that the matrices used in both

methods are the same under the unit-energy constraint. They conclude (assuming

that the input signal is white) that two methods are:

• equivalent if there is no noise present in the system,

• equivalent even when noise is present (white or colored) if the MSEE is im-

plemented non-adaptively, and

• not equivalent if MMSE is implemented adaptively.
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MSSNR in the presence of noise estimates the channel using the procedure in [45] by

generating an average of the channel estimates obtained from each received DMT

frame. With the additive noise, the problem is transformed from Bw = λAw to

Bw = λ[A+(p+ν)σ2
nI]w where p is the index beyond which the energy of the short-

ened transmission channel is insignificant, σ2
n is the variance of the noise (assuming

white noise) and I is the identity matrix. In the adaptive implementation of the

MMSE in the presence of noise the problem is transformed to Bw = λ[A + σ2
nI]w.

Hence, the noise is lower in the adaptive MMSE implementation and theoretically

we may expect better results from MMSE than from MSSNR.

Schur and Speidel [78] propose a new cost function

D =
wTHTQHw
wTHTHw

(2.40)

where Q is a diagonal matrix containing the squared distances of the coefficients

of the shortened transmission channel from the “time center” ñ proportional to∑∞
n=−∞ n|hn ∗ wn|2. Minimization of D results in a Rayleigh quotient problem.

Schur and Speidel also take into account additive noise imparted by the transmission

channel but only to evaluate and compare their algorithm to the previous work. Pre-

sented results show better channel shortening than the MSSNR and thus increased

resistance to frame synchronization issues. However, there is no explicit dependency

on the length of the cyclic prefix or the inclusion of the channel-induced additive

noise into the design framework. The method does not establish the relationship

between the TEQ design and the bit rate of the system.

Tkancenko and Vaidyanathan [79, 80] generalize the algorithm presented by

Schur and Speidel [78] to include the effects of the noise and propose new penalizing

functions to control the channel spread. A new objective function J is presented that

is a convex combination of the channel shortening objective and a noise-to-signal

ratio.

J = αJshort + (1 − α)Jnoise

48



= α

∑
n f(n − nmid)|heff |2∑

n |heff |2
+ (1 − α)

σ2
noise

σ2
signal

∑
n |heff |2

(2.41)

where heff = h ∗ w, nmid is the desired centroid or time center of heff , f(n) is a

non-negative function penalizing the coefficients of heff away from nmid, 0 ≤ α ≤ 1,

σ2
noise is the noise power and σ2

signal is the transmitted signal power. The proposals

for f(n) are n2 as in [78] or |n|. The algorithm leads to a Rayleigh quotient and

corresponding eigenvalue problem. Again, the cost function does not establish the

relationship between the TEQ design and the bit rate of the system. Moreover,

the shortening cost function penalizes all of the channel samples and not only the

samples outside of the window that cause ISI. Tkancenko and Vaidyanathan [81]

extend their approach from [79, 80] to include multiple-in multiple-out channels in

which the equalizer becomes a matrix equalizing a channel that is a matrix in itself.

This work changes the penalizing function of [79, 80] to penalize only the values

outside of the window of interest.

Troulis and Sesia [82] notice that TEQ nulls introduce severe attenuation in

the subchannels with high SNR and cause a decrease in data rate (see [51] for insight

on the influence of the shape of the TEQ on bit rate). Troulis and Sesia incorporate a

measure of TEQ flatness into the SSNR criterion and minimize the modified SSNR

cost function with the flatness included. Their choice of the flatness measure is

given by |heff − αhn−t|2 where α = hT
t heff . The measure of flatness is the distance

of the shortened channel impulse response heff (convolution of the transmission

channel impulse response and the equalizer) from the transmission channel impulse

response h. The choice of the flatness measure is somewhat surprising because one

can not expect that the shortened channel will be similar in shape to the original

channel. The flatness measure is added to the MSSNR denominator as a source

of noise and then minimized under the MSSNR constraint that the power of the

channel in the target window is equal to 1. This method shows improvement over

the original Melsa design and recognizes the importance of avoiding nulls in the
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frequency response of the TEQ.

Martin et al. [83] propose a blind, iterative, globally convergent channel

shortening algorithm that is related to MSSNR. The algorithm is called MERRY

(or Multicarrier Equalization by Restoration of RedundancY) and it uses the fact

that the cyclic prefix is a repetition of the last ν samples of a DMT frame. Due to

the cyclic prefix the following is true

x(N+ν)k+i = x(N+ν)k+i+N (2.42)

for i ∈ {1, 2, · · · , ν} where x is the kth transmitted (N +ν)-long time domain frame.

The ISI destroys the relationship in (2.42) because a channel that is longer than

ν + 1 samples will introduce energy into the sample x(N+ν)k+i at the receiver that

is not equal to the energy received by its dual at the end of the DMT frame. The

cost function is defined as

J∆ = E[|yν+∆ − yν+∆+N |2] (2.43)

where ∆ is the transmission delay and y is the received frame after the TEQ given

by

yi =
M−1∑
j=0

wj

L−1∑
l=0

(hlxi−j−l + ni−j)︸ ︷︷ ︸
ri−j

(2.44)

MERRY is a stochastic gradient descent algorithm with a constraint that avoids

w = 0 and that iterates once every frame. The iteration is

wk+1
j = wk

j + µ[y(N+ν)k+ν+∆ − y(N+ν)k+ν+∆+N ][r∗ν+∆−j − r∗ν+∆−j+N ] (2.45)

Martin et al. show that MERRY finds a solution similar to [67]; however, MERRY

shortens the channel to ν coefficients instead of ν + 1 coefficient.

Martin et al. [84] researches the structure of the MSSNR matrices B and A

(the energy of the channel within the window and the energy of the channel outside
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of the window of interest) respectively defined in [67]. Martin et al. look at a class

of matrices called centrosymmetric symmetric matrices defined as members of the

set VN = {C : CT = C,JCJ = C} where J is a square N × N matrix with ones

on the cross diagonal. If matrices P and Z are centrosymmetric symmetric and P

is invertible, then the eigenvectors of P−1Z can always be chosen to be symmetric

or skew-symmetric. Also if all of the eigenvalues of P−1Z are distinct, all of the

eigenvectors are symmetric or skew-symmetric. Martin et al. mark that matrices

A and B are nearly centrosymmetric symmetric and thus the resulting solution

TEQ filter (eigenvector corresponding to the minimum generalized eigenvalue) is

also nearly symmetric or skew-symmetric. The simulation results show that the

MSSNR TEQ becomes increasingly more symmetric with the increase in the length

of the TEQ. Also presented is the method to force the MSSNR TEQ to be perfectly

symmetric by a rewrite of the A to take into account the desired properties of a

centrosymmetric symmetric metric. Forcing symmetry on TEQ coefficients reduces

the complexity found of MSSNR TEQ design by 75%. Ribeiro, Silva and Diniz [85]

also suggest time domain equalizers with linear phase by modifying the MSSNR

method to include the constraint that the equalizer be either symmetric or anti-

symmetric.

2.5 Minimum Inter-symbol Interference Method

Arslan, Evans and Kiaei [63] and Arslan in [86] propose the Maximum Bit Rate

(MBR) and Minimum ISI (Min-ISI) TEQ design algorithms. MBR and Min-ISI

follow the methods of separating the transmission channel impulse response of [67]

and the subchannel SNR definition used in [52, 60, 62] to define a new model for
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the subchannel SNR. The new model of the subchannel SNR is

SNRk =

signal︷ ︸︸ ︷
Sx,k|Hwin,k|2

Sn,k|Wk|2︸ ︷︷ ︸
AWGN

+ Sx,k|Hwall,k|2︸ ︷︷ ︸
ISI

(2.46)

where Hwin,k and Hwall,k are the kth FFT coefficients of hwin and hwall, respectively

and Sn,k and Sx,k are the kth subchannel power spectral densities of the noise and

the signal. The difference with the subchannel SNR model defined in MGSNR (2.25)

is that the numerator now contains only the portion of the resulting transmission

channel that contributes to the useful signal as opposed to (2.25) where the nu-

merator contains the contribution of the entire channel. The denominator includes

the contribution of the ISI noise of the shortened channel impulse response outside

of the desired window as opposed to (2.25) which also includes shortened channel

impulse response inside the desired window. The improvement over the MSSNR

method that pioneered the idea of separation of the channel into the portion inside

the window and the portion outside of the window is that the subchannel SNR is

defined in the frequency domain, thus enabling the design of a TEQ for particular

frequency band as opposed to MSSNR which cannot discriminate between subchan-

nels or tailor the TEQ design for a particular frequency band. It seems that (2.46)

is defined in terms of the magnitude of the frequency response Wi of the time do-

main equalizer FIR; however, [63] shows that the design is in terms of the impulse

response of the TEQ, w.

Arslan, Evans and Kiaei define the following

hsignal = GHw (2.47)

hISI = DHw (2.48)

hnoise = Fw (2.49)
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where the N × T matrix H is the first N rows of the convolutional matrix of the

transmission channel, N × N matrices G and D “pick off” the rows of the vector

Hw corresponding to the desired ν + 1 window and outside of it, respectively, and

N ×T matrix F accounts for the effects of the removal of cyclic prefix. Then, if the

multiplication with the vector qH
k gives the kth FFT coefficient of the vector, the

following holds

Hsignal
k = qH

k GHw (2.50)

HISI
k = qH

k DHw (2.51)

Hnoise
k = qH

k Fw (2.52)

The subchannel SNR model becomes

SNRk =
wTHTGTqkSx,kqH

k GHw
wTFTqkSn,kqH

k Fw + wTHTDTqkSx,kqH
k DHw

=
wTAkw
wTBkw

(2.53)

The subchannel SNR model in (2.46) includes ISI and additive white Gaussian noise

(AWGN) and is substituted in (2.54) to determine the bit rate (same as (1.8)):

bDMT(I) =
∑
k∈I

log2

(
1 +

SNRk

Γ

)
(2.54)

MBR tries to maximize the nonlinear bit rate equation (2.54) by using the Broyden-

Fletcher-Goldfarb-Shanno quasi-Newton algorithm in Matlab’s optimization tool-

box. The subchannel SNR model used in MBR and Min-ISI fails to incorporate

other noise sources present such as near-end crosstalk or the digital noise floor im-

parted by the finite precision arithmetic used in digital signal processors. Arslan,

Evans and Kiaei in [63] conclude that the MBR procedure is computationally expen-

sive and therefore not well suited for real-time implementation on a programmable

digital signal processor. Nevertheless, the procedure does maximize the bit rate at

the TEQ output for the traditional receiver architecture as it achieves the matched

filter bound.
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Henkel et al. [87] analyze the ISI and ICI and show that the ICI and ISI

are separate noise sources with the same power spectral density. The ISI is “pulling

in” the energy of the previous and the next received frame into the current received

frame, and this energy causes a distortion. The ICI is caused by the inability of

the cyclic prefix to force the linear convolution of the channel and the frame to

look like their circular convolution thus destroying subchannel orthogonality after

the FFT. ICI would not be present even if the channel impulse response was longer

than the cyclic prefix but the samples in the previous frame looked like an extension

of the cyclic prefix. The absence of those samples is causing ICI. Henkel et al. show

that ICI and ISI have the same power spectral densities and have to be accounted

for separately. The subchannel SNR model in MBR only includes the contribution

of the ISI to the noise. The subchannel SNR model presented in this dissertation

(Chapter 3) improves on the subchannel SNR model in MBR by integrating both

ISI and ICI into the model, as well as the contribution of other noise sources not

accounted for in MBR.

Arslan, Evans and Kiaei in [63] also define lower complexity non-optimal

Min-ISI TEQ design method. Min-ISI generalizes the MSSNR method with the ad-

ditional benefit of frequency weighting in the form of the subchannel SNR (matched

filter bound). This choice of weights then results in the minimization of the ISI noise

in the subchannels with the high SNR when compared to the subchannels with lower

SNR. The weighting allows Min-ISI to shape the frequency response of the TEQ.

wMin−ISI = arg minw:wTHTGTGHw=1


wTHTDT

∑
k∈I

(
qk

Sx,k

Sn,k
qH

k

)
DHw


 (2.55)

In simulation, the Min-ISI method achieved more than 95% of the bit rate of the

MBR method [63]. The Min-ISI method has been implemented on several fixed-

point programmable digital signal processors [63].
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2.6 Dual-path and Per-tone Equalizer Structures

Acker et al. [88, 89, 90] propose an alternate DMT receiver architecture shown in

Figure 1.7 under b). Since the traditional equalizer equalizes all subchannels “in

a combined fashion,” which may limit equalization performance, Acker et al. [90]

propose to transfer the TEQ operations to the frequency domain by moving the TEQ

into the FEQ. The combined TEQ-FEQ would yield a multi-tap FEQ structure in

which each subchannel (tone) could be separately equalized. The optimality of the

per-tone equalizer (PTE) structure was shown in [90]. This per-tone equalizer could

be implemented as a vector dot product of the sliding FFT coefficients for that

subchannel and the vector of complex-valued FEQ coefficients. Acker et al. define

the received signal as 


yks+ν−T+2+δ

. . .

y(k+1)s+δ


 = H




X(k−1)
1:N

X(k)
1:N

X(k+1)
1:N


+ n (2.56)

where ν is the length of the cyclic prefix, s = N + ν is the length of the frame

including the cyclic prefix, T is the length of the time domain equalizer, X(c)
1:N is

the complex N -long frame to be transmitted at time k, H is a matrix that includes

the convolution matrix of the transmission channel h, the IFFT transform and the

addition of cyclic prefix, n is the channel-induced additive noise vector and δ is a

design parameter denoting the transmission delay.

The demodulated and equalized N × 1 complex frame vector of the trans-

mitted N × 1 complex frame at time k is obtained from the traditional single FIR

architecture as 


Z(k)
1

. . .

Z(k)
N


 = H




D1 0 · · ·

0 · · · 0

· · · 0 DN


FN (Yw) (2.57)

where w is the real-valued T × 1 TEQ finite impulse response filter, FN is the
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N ×N FFT matrix, Di is the 1-tap complex frequency domain equalizer tap for the

subchannel i and N × T received samples matrix Y is


yks+ν+1 yks+ν · · · yks+ν−T+2

yks+ν+2 yks+ν+1 · · · yks+ν−T+3

. . . . . . . . . . . .

y(k+1)s y(k+1)s−1 · · · y(k+1)s−T+1




(2.58)

The equation (2.57) utilizes the time domain equalizer w; however, Acker et al.

notice that given the linearity of operations, vector w can be transferred after the

FFT matrix. Thus, the operations in (2.57) can be rewritten as follows

Z(k)
i = Di[rowi(FN )](Yw) = [rowi (FNY)]wDi︸ ︷︷ ︸

wi

(2.59)

where wi is a complex T × 1 vector that performs the functions of the frequency

domain equalizer and time domain equalizer in the (2.57). Now each subchannel

has its own complex T -tap frequency domain TEQ. It seems that the new structure

requires T FFT operations per DMT frame instead of one as is the case in the

standard architecture, Acker et al. point out that due to the Toeplitz structure

of Y only one “full” FFT needs to be calculated (for the first column of Y) and

the other FFTs can be efficiently computed from the first column using sliding

FFT procedure. The resulting receiver structure is shown in Figure 2.3. Per tone

equalizer initialization can assume the knowledge of the transmission channel and

noise parameters or the lack of that knowledge. If the channel parameters are known

the equalizers are found by minimizing the following functional

J(wi) =

∥∥∥∥∥∥∥

 R1/2

X HHFH
i

R1/2
n FH

i


w∗

i −


 R1/2

X e(k)H
i

0



∥∥∥∥∥∥∥
2

2

(2.60)

where RX and Rn are the autocorrelations of the transmitted frame X and noise

vector n, respectively, and Fi is the FFT-operation dependant matrix for each sub-

channel i. The other way to initialize the PTE is not to assume the knowledge of
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Figure 2.3: Per-tone Equalizer Architecture where k denotes the kth received frame
and wi is the T -tap complex equalizing filter for each subchannel i
.

the channel and to approach the solution by minimizing the mean squared error

between the transmitted value in subchannel i denoted by Xk
i and the value after

the PTE in the same subchannel given by Zk
i . This scheme uses a known train-

ing sequence and can be implemented using the least-squares iteration (the method

used to initialize PTE in the simulations presented in Chapter 7). The new receiver

structure exhibits reduced sensitivity to synchronization delay and smaller equalizer

size for the same performance compared to earlier methods. In [89, 90], Acker et

al. also propose various groupings of subchannels, in which each group has a com-

plex equalizing filter assigned to it. However, in that case they are not able to take

advantage of the sliding FFT and have to resort to costly full FFTs to design the

PTE.

Martin and Johnson [91] propose an application of the traditional blind adap-

tive algorithms to train the per tone equalizer structure proposed in [90]. The use

of the Constant Modulus Algorithm (CMA) (see [92] for a review of CMA) and
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Direction-Directed LMS (DD-LMS) is more readily applicable to the PTE architec-

ture that to the traditional TEQ/FEQ DMT receiver architecture. The DD-LMS

algorithm performs stochastic gradient descent of the cost function E[|zi
k −Q[zi

k]|2]

for each subchannel k and iteration i, where zi
k is the equalized estimate of the QAM

constellation point and Q[.] is the decision device. The DD-LMS algorithm is then

zi
k = [vi

k]
TFkyi

ei = Q[zi
k] − zi

k

vi+1
k = vi

k + µeiF∗
k[y

i]∗ (2.61)

where vi
k is the frequency domain equalizer for subchannel k, Fk is the DFT for

subchannel k, y is the received time domain frame and e is the estimation error. The

CMA algorithm performs stochastic gradient descent of the cost function E[(|zi
k|2−

γi)2]. The resulting algorithm is

zi
k = [vi

k]
TFkyi

vi+1
k = vi

k − µzi
k(|zi

k|2 − γi)F∗
k[y

i]∗ (2.62)

Martin and Johnson suggest that both algorithms can be used during PTE training;

first, use the CMA while the distortion is still strong and the equalizer is still not

producing fairly accurate results, and second, use DD-LMS that depends on the

accurate decision making to finish the training as it has faster convergence rate. Both

algorithms converge asymptotically to the performance of the MMSE initialization

in [90].

Ding, Redfern and Evans [93] propose an alternative TEQ block structure,

which bridges the gap between the standard single TEQ architecture and PTE ar-

chitecture of [90]. They propose a dual-path TEQ block where each signal path has

a separate TEQ followed an FFT and then by the FEQ. After the FEQ, the com-

plex value from ith subchannel is present from both paths, and the subchannel with
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higher SNR is chosen for further processing. Two TEQ filters are designed such that

one TEQ equalizes over the entire bandwidth while the other one optimizes over a

selected frequency band. The selective band TEQ is focused on the subchannels

with higher initial pre-TEQ SNR. Ding, Redfern and Evans point to their simula-

tion results that show that the high SNR subchannels have the largest potential to

increase the data rate with improved equalization. The TEQ that equalizes over

the entire bandwidth can be designed using any of the TEQ design methods such

as MMSE or MSSNR. The selective band TEQ would need to be designed using a

method that allows frequency selective weighting such as Min-ISI.

2.7 Alternative Channel Equalization Methods

De Courville, Duhamel, Madec and Palicot [94] propose an equalization method for

OFDM systems where the unused subchannels are used to fully equalize the channel

thus removing the need for a cyclic prefix. The unused subchannels are known in

advance at the transmitter and the receiver. This equalization architecture removes

the traditional TEQ-FEQ pair and replaces it with zero-forcing equalizer after the

FFT block. The optimization problem is

min
W:WTW

(Jz) = min
W:WTW

(
N/2−1∑
k=Nu

E[|Yk|2])

= min
W:WTW

(WT(P + Q)W) (2.63)

where Yk is the received signal in subchannel k, W is the frequency domain zero-

forcing equalizer and P and Q are matrices capturing the signal and noise compo-

nents after the FFT block. The zero-forcing criterion tends to enhance noise in the

nulls of the transmission channel frequency response.

Cheong and Cioffi [95] propose that the ISI be removed not at the receiver

using some form of time domain equalizer, but by pre-coding (distorting) of the

signal at the transmitter. The transmitter implements a feedback loop whereby
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the frame at time i is filtered and added to the frame at time i + 1. The filtering

operation assumes the knowledge of the transmission channel as the filters depend

on the ISI-causing parts of the channel. The feedback spans the IFFT operation

at the transmitter because a time domain frame at time k is being added to the

frequency domain frame at time k + 1. The algorithm increases the energy of a

transmitted frame and requires O(N2) operations.

Djokovic [96] follows on the approach in [94] and proposes a method that

relies on the redundancy present in a DMT frames where the subchannels not used

for data transmission are known and the position of the ISI-corrupted samples in

any frame is also known (i. e. the channel has been identified). Djokovic defines

y =


 yc

ync


 Y =


 Yz

Yu


 F =


 F11 F12

F21 F22


 (2.64)

where yc is the nI × 1 vector of ISI-corrupted samples, ync is the N − 1 − nI × 1

vector of non-corrupted samples, Yz is the nz × 1 vector of zero subchannels, Yu is

the N/2 − nz × 1 vector of used subchannels, F is the FFT operator and nI is the

number of channel samples beyond the cyclic prefix. From Y = Fy it follows that

Yz = F11yc + F12ync = 0 (2.65)

and

Yu = F21yc + F22ync (2.66)

Now, substituting (2.65) into (2.66) the values of Yu become

Yu = (F22 − F21F−1
22 F12)ync (2.67)

Djokovic shows that the approach is practical for the channel length of up to two

samples nI = 2 beyond the length of the cyclic prefix as the l∞-norm of the matrices

involved grows with nI and noise enhancement becomes more pronounced. Also
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new transform loses the properties of the FFT that made it amenable to low-cost

implementation.

Trautmann, Karp and Fliege [97] follow on the work by Djokovic ([96]) and

introduce a new frequency domain equalizer, which in the absence of the cyclic prefix

or guard interval utilizes redundancy in the DMT frame given by the unused sub-

channels to eliminate the ISI and ICI. In multicarrier modulation, usually, it is not

possible to use all of the subchannels due to the spectral compatibility constraints or

due to the inability of some subchannels to support at least two bits of data because

of high noise. Trautmann, Karp and Fliege use the extra redundancy provided by

the unused subchannels to equalize the channel, effectively to “push” the distortion

into the unused subchannels without sacrificing useful bandwidth or increasing sys-

tem latency with the introduction of a cyclic prefix. The equalizer has to remove

the phase and magnitude distortion induced by the channel (in standard architec-

ture function of FEQ) and remove the ISI/ICI (in standard architecture function

of TEQ). The final equalizer is non-diagonal complex matrix that multiplies the

complex N/2-tap FFT output at the receiver, thus forming a linear combination of

the un-equalized FFT output. The equalizer matrix E can be split in two sections

E = E (S0 + S1)︸ ︷︷ ︸
IN/2

= ES0︸︷︷︸
E0

+ES1︸︷︷︸
E1

(2.68)

where S0 and S1 are subchannel selection matrices of used and unused subchannels,

respectively, IN/2 is a unity matrix, E0 contains all linear combinations with un-

used subchannels, while E1 contains all linear combinations with used subchannels.

Matrix E1 is a diagonal matrix of inverse frequency domain channel coefficients at

the frequencies of the used subchannels. Matrix E0 is not a diagonal matrix but it

also only depends on the channel frequency characteristics in the used subchannels.

Trautmann, Karp and Fliege note that with every additional unused subchannel
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that can be employed for equalization, the channel impulse response can be one

coefficient longer and still allow perfect equalization. However, they also calculate

that due to the presence of zero forcing equalizer in E1 and the inversion of channel

related matrices needed to obtain E0, this equalizer suffers from a 3 dB noise en-

hancement compared to the standard equalizer structure (TEQ followed by FEQ).

Nonetheless, this work explores an interesting idea of utilizing the unused carriers

and elimination of the cyclic prefix all together. Trautmann and Fliege [98, 99]

follow on this work and consider in their equalizer design both the tail and the head

ISI-causing sections of the transmission channel impulse response.

Redfern [100] also considers a new frame structure where the guard band

would be created at the transmitter not in the time domain but in the frequency

domain by imposing the necessary structure on the unused subchannels. The fre-

quency domain data dependent signal is chosen such that the last P samples of the

N -long time domain DMT frame are zero. So, in effect, the guard band is present

still but instead of being added as ν samples to the N sample long frame, the guard

band is incorporated within the N samples. The difference to the method of Traut-

mann and Fliege [98, 99] is that the redundancy is being added at the transmitter

instead of being “extracted” at the receiver by a multichannel FEQ described by

Trautmann and Fliege. The result is that the loss of performance due to noise en-

hancement is not present. The drawback of Redfern’s approach is that the channels

that are not able to carry data will now require power allocation. The usage of the

unused carriers to create a guard band does not solve the problem of ISI in case

when the channel is longer than P and Redfern does not propose a way of designing

a TEQ that would take advantage of the new frame structure. However, the author

does point out that the method can be used with the standard G.DMT to enhance

the equalization properties of TEQ filters by essentially extending the guard band

between the symbols; i.e. the new guard band consists of the standard cyclic prefix
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and P trailing zeros.

Lu and Evans [101] propose channel equalization using feedforward neural

networks. The equalizer performs the full equalization of the channel by compen-

sating for non-linear, linear and additive distortions of the channel. As a non-linear

equalization approach, this method can hope to remove the non-linear distortions

that cannot be removed using linear filtering. The neural network model is adaptive

and does not require a training sequence.

Henkel and Kessler [102] investigate a novel adaptive TEQ design algorithm

that maximizes the bit rate achievable in a DMT system by defining a new SNR

measure that takes into account the contributions of the crosstalk noise, ISI and

energy leakage due to the time domain rectangular windowing imposed by the FFT.

The algorithm requires oversampling in the frequency domain by a factor of two thus

doubling the required FFT block during the TEQ training. The design alternates

between the time and frequency domain representations of the variables during the

adaptation. Henkel and Kessler define the following steps:

1. Determine the additive noise power spectral density, (Na
k )2 for the subchannel

k = (0, · · · , 2N − 1),

2. Let Hk be proportional to the frequency domain representation of the trans-

mission channel,

3. Let Sk = HkWk,

4. Determine s = IFFT(S), where S = [S0, S1, · · · , S2N−1],

5. Determine the power spectral density (N s
k)2 of the part of s beyond the cyclic

prefix,

6. Compute (Nn
k )2 = (Na

k )2W 2
k ,

7. Add noise components N2
k = (N s

k)2 + (Nn
k )2,
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8. Compute the autocorrelation function n = IFFT(N), where N = [N0, N1, · · · , N2N−1,

9. Account for the energy leakage effect introduced by the rectangular windowing

of the FFT so that λk = nktk where t is the triangular function resulting from

the convolution of rectangular windows,

10. Find Λ = FFT(λ),

11. Define subchannel SNRk = S2
k

Λk
,

12. Substitute the SNR into the bit rate equation (1.8), and

13. Use a numerical algorithm to arrive at the next value of w and repeat.

There is no guarantee that the algorithm will converge. The algorithm is the first

one to take into account the effect of the energy leakage due to the nature of the

DFT and design a TEQ with this noise source included. The resulting TEQ may

not shorten the channel so that its length is within the length of the cyclic prefix

as the TEQ is designed to maximize the bit rate and balance the effect on all noise

sources. Unfortunately, the algorithm requires oversampling and numerous FFTs,

not counting the optimization step in 13. Also, in step 4, the assumption is that the

linear convolution of the channel and the TEQ is equivalent to the multiplication in

the frequency domain of their frequency domain representations which may not be

true.

2.8 Conclusion

The TEQ block in a DMT receiver should be used to maximize the DMT system

bit rate, thus its design should be directly tied to the maximization of the bit

rate equation. MSSNR and MMSE TEQ design methods fail to tie their objective

to the bit rate of the system thus designing suboptimal time domain equalizers.
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The MGSNR attempt to maximize the bit rate makes large approximations thus

designing TEQ filters that do not truly maximize the bit rate. MBR defines the

bit rate as a function of TEQ coefficients at the output of the TEQ; however, it

only considers ISI and white Gaussian noise and it does not propose a closed form

solution. PTE maximizes the signal-to-noise ratio by shifting the equalization to the

frequency domain where each subchannel is assigned an complex equalizer calculated

through a mean-squared error minimization. PTE eliminates TEQ and requires

additional complexity in the implementation of the FFT block called “sliding FFT”.

TEQ design should take into account the various noise sources present in a

DMT system such as near-end crosstalk, white Gaussian noise, the effects of finite-

precision arithmetic, the effects of signal quantization and inter-carrier interference

and include these in the SNR measure. This approach is not fully followed in the

previous work. The optimal TEQ will balance the effect of all noise sources on

the bit rate and not only the effect of ISI/ICI. In the following chapter, I define a

subchannel SNR model that follows the aforementioned guidelines and continue by

discussing its efficient computation in Chapter 4. I proceed to define a new optimal

G.DMT-compliant TEQ architecture and also apply the method to the traditional

single TEQ receiver architecture in Chapter 5. Chapter 6 discusses a TEQ that

shortens multiple channels simultaneously but its design is based on the MSSNR

and not on the bit rate maximization model. Chapter 7 presents simulations results

followed by conclusions and future work in Chapter 8.
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Chapter 3

Subchannel SNR Model

Chapter 1 describes high-speed broadband wireline and wireless technologies, intro-

duces multicarrier modulation concept and analyzes two implementations of it: dis-

crete multitone modulation and orthogonal frequency division multiplexing. Chap-

ter 2 focuses on the impact of the time domain equalizer on the system data rate and

surveys existing time domain equalizer design methods. In this chapter, I derive a

subchannel signal-to-noise ratio model to establish the functional dependency of the

bit rate on time domain equalizer coefficients and enable the formulation of bit rate

maximization time domain equalizer designs. The time domain equalizer should

maximize the bit rate achievable in a discrete multitone modulation/ orthogonal

frequency division multiplexing system. I develop a subchannel signal-to-noise ratio

model where the desired signal is formed as the circularly convolved data symbol

and the channel impulse response at the input of the FFT and noise is the differ-

ence between the received and the desired signal. The received signal also includes

the near-end crosstalk, additive white Gaussian noise, analog-to-digital converter

quantization noise and the digital noise floor due to finite precision arithmetic.
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3.1 Introduction

The TEQ block is available to the DMT receiver designer to use to change the

received signal in such a way that the SNR in each data-carrying subchannel is

increased. A good model of the subchannel SNR that will show the dependence on

the TEQ coefficients is a prerequisite for a successful TEQ design as it establishes

a direct link between the TEQ design and the bit rate which depends on the sub-

channel SNR. The proposed subchannel SNR is a ratio of the desired signal power

to the power of the noise present in the received signal. The noise sources included

in the model are: ISI and ICI, additive white Gaussian noise, near-end crosstalk,

analog-to-digital conversion noise and the digital noise floor. The model is flexible

so that additional noise sources such as far-end crosstalk, near-end echo or far-end

echo can be included. The SNR model is defined after the receiver’s demodulating

FFT block and the TEQ block. Although the SNR model is defined for all sub-

channels in the frequency domain it is still a function of the time domain equalizer

coefficients.

In the subchannel SNR definition, the numerator is the power of the de-

sired signal that results in a particular subchannel when a DMT frame is circularly

convolved with the channel impulse response. This is the desired signal in the par-

ticular subchannel of interest. In DMT, the ability to write the circular convolution

of the frame and the channel impulse response as the multiplication of their discrete

Fourier transform representations in the frequency domain simplifies the removal

of the channel distortion as explained in Chapter 1. If all of the ISI and ICI are

removed from the received signal, it is possible to use this property as the channel

has been shortened enough so that the CP has converted the linear convolution of

the DMT frame and the transmission channel into their circular convolution. Thus,

the desired signal will exhibit this property. The power of the noise in the particular

subchannel of interest (the denominator of the subchannel SNR) is then the power
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of the difference of the actual received signal (before the TEQ is designed and placed

in the receive path) and this desired signal. The received signal carries with it all

of the noise mentioned above.

In this chapter, Section 3.2 defines the transmission channel and DMT frame

parameters. Section 3.3 analyzes the noise sources considered being the inter-symbol

and inter-carrier interference, additive white Gaussian noise, near-end crosstalk,

analog-to-digital conversion noise and digital noise floor. Section 3.4 defines the

concepts of the signal desired in a subchannel carrying data and the signal received

in that subchannel. Section 3.5 presents a new model of the signal-to-noise ratio

in a subchannel based on the definitions of Section 3.4. Section 3.6 concludes this

chapter.

3.2 Transmission Channel and Discrete Multitone Frames

Let ν be the length of the CP and h = [h, h, · · · , hN−]
T be the N × 1 channel

impulse response. G.DMT provides for frame-length identification of the channel

impulse response at a sampling rate of fs = 2.208 MHz which amounts to roughly

232 µs for a symbol length, N , of 512 samples. The frame rate fframe is 4 kHz.

Let w = [w, w, · · · , wM−]
T be an M × 1 TEQ, where M is some predetermined

length. Let H be the (N + M − 1) × M convolution matrix of the channel impulse
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response and the TEQ.

H =




h0 0 0 · · · 0

h1 h0 0 · · · 0
...

...

hM−1 · · · · · · h0

...
...

hN−1 · · · · · · hN−1−M

0 hN−1 · · · · · · hN−M

...
...

0 0 0 · · · hN−1




(3.1)

Let ∆ be the transmission delay incurred by the signal from the transmitter to the

receiver FFT block. Let ui be the ith N × 1 sample DMT frame to be decoded.

Preceding and following this frame are ui−1 and ui+1 DMT frames, respectively.

DMT time domain samples are a superposition of a number of sinusoids (up to 256

in ADSL and up to 4096 in VDSL) with “random” amplitudes and phase shifts

of varying frequencies. DMT time domain samples can therefore be approximated

using the Central Limit Theorem (CLT) [103] as being independent, identically

distributed (i.i.d.) according to N (0, σ2
s), where N represents normal distribution

and σ2
s is the transmit signal variance, which is measured by the transmit power

with respect to 100Ω resistance. Define the vector

qk =
[
, ejπk/N , · · · , ejπ(N−)k/N

]T
(3.2)

such that the inner product of qH
k with an N -point vector gives the kth FFT coeffi-

cient of that vector, where (·)H means the Hermitian (conjugate transpose) operator.
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3.3 Sources of Noise and Interference

3.3.1 Inter-symbol interference

Inter-symbol interference refers to the mixing of energies of DMT frames i − 1 and

i + 1 into the DMT frame i due to their passage through a transmission channel

whose energy is spread over a time longer than the length of the CP. This mixing

of energy makes proper detection of the data transmitted in frame i less likely and

is therefore a source of noise. Using the above define

U∆
ISI = U∆

i−1 + U∆
i + U∆

i+1 (3.3)

to be the N × (N +M − 1) convolution matrix of the DMT frames i− 1, i and i+1

and the transmission channel h that will capture the ISI noise in the SNR model.

Let U∆
i

U∆
i =

[ (
U∆

i

)
L

(
U∆

i

)
R

]
(3.4)

be N × (N + M − 1) convolution matrix of the DMT frame i with the transmission

channel, where for notational convenience I define

(
U∆

i

)
L

=




u∆
i u∆−1

i · · · u0
i uN−1

i · · · uN−ν
i

u∆+1
i u∆

i · · · · · · u0
i uN−1

i · · ·
...

...
...

...

uN−1
i uN−2

i · · · · · · · · · u0
i uN−1

i

0 uN−1
i uN−2

i · · · · · · u1
i u0

i

...
...

...

0 · · · · · · · · · · · · 0 uN−1
i

...
...

...

0 · · · · · · · · · · · · 0 0




(3.5)
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and

(
U∆

i

)
R

=




0 · · · · · · · · · · · · 0

uN−ν
i · · · · · · · · · · · · 0

...
...

...
...

uN−2
i · · · uN−ν

i 0 · · · 0

uN−1
i · · · uN−ν−1

i 0 · · · 0
...

...
...

...

uN−2
i · · · u0

i uN−1
i · · · uN−ν

i

...
...

...
...

0 · · · 0 uN−1
i · · · u∆−M−1

i




(3.6)

Let U∆
i−1 be the N × (N + M − 1) convolution matrix of the DMT frame i− 1 with

the transmission channel.

U∆
i−1 =




0 · · · 0 uN−1
i−1 uN−2

i−1 · · · uν+∆−M+1
i−1

...
...

0 · · · · · · 0 uN−1
i−1 · · · uN+ν−M+1

i−1

...
...

0 · · · · · · 0 · · · 0 uN−1
i−1

0 · · · · · · 0 0 · · · · · · 0
...

...

0 · · · · · · 0 0 · · · · · · 0




(3.7)
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be N×(N +M−1) convolution matrix of the DMT frame i+1 with the transmission

channel

U∆
i+1 =




0 0 · · · 0 0 · · · 0

0 0 · · · · · · 0 0 0
...

...

0 0 · · · 0 0 · · · 0

uN−ν
i+1 0 · · · · · · 0 · · · · · ·

...
...

u0
i+1 uN−1

i+1 · · · uN−ν
i+1 0 · · · 0

...
...

u∆−ν−1
i+1 · · · u0

i+1 uN−1
i+1 · · · uN−ν

i+1 0




(3.8)

3.3.2 Near-end crosstalk, and additive white Gaussian noise

The near-end crosstalk results from the unwanted reception of neighboring trans-

mitter’s signal into the local receiver. The unshielded copper twisted pair used for

communication between the customer premises and the central office allows cross-

coupling of signals on adjacent twisted pair links through electromagnetic induction.

Figure 3.1 depicts the near-end crosstalk noise among other noise sources. The fig-

ure shows two transceiver pairs linked through a copper twisted pair. The individual

transceivers are numbered 1 through 4 where Rx indicates a receiver and Tx indi-

cates a transmitter. The receiver of interest is numbered with 3. Lettered links

indicate signals received by the number 3 receiver. Letter a) indicates near-end

crosstalk noise, letter b) shows near-echo noise, letter c) marks the additive white

Gaussian noise, letter d) denotes the desired far-end signal and letter e) indicates

the far-end crosstalk. Signals a), b), c) and d) are some of the noise sources for the

number 3 receiver.
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Figure 3.1: Received signals in DMT. The figure shows 2 transceiver pairs linked
through a copper twisted pair. The individual transceivers are numbered 1. through
4 where Rx indicates a receiver and Tx indicates a transmitter. The receiver of
interest is numbered with 3. Lettered links indicate signals received by the number
3 receiver. Letter a) indicates near-end crosstalk noise, letter b) shows near-echo
noise, letter c) marks the additive white Gaussian noise, letter d) denotes the desired
far-end signal and letter e) indicates the far-end crosstalk. Signals a), b), c) and d)
are some of the noise sources for the number 3 receiver.
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Let the NEXT, and AWGN noise vectors be of the form

nxx = {nxx
−M+1, n

xx
−M+2, · · · , nxx

0 , · · · , nxx
N−1}T (3.9)

where the subscript (.)xx is equal to either NEXT or AWGN. Then the (N +M−1)×

M AWGN, and NEXT convolution matrices with the TEQ, GAWGN, and GNEXT

are

Gxx =




nxx
0 nxx−1 · · · nxx

−M+1

nxx
1 nxx

0 · · · nxx
−M+2

...
...

nxx
M−1 · · · · · · nxx

0

...
...

nxx
N−1 · · · nxx

N−1−M

...
...

nxx
N+M nxx

N+M−1 · · · nxx
N−1




(3.10)

The samples of AWGN are i.i.d. according to N (0, σ2
AWGN) where σ2

AWGN is the noise

variance, which is measured by the power of the noise with respect to 100Ω resis-

tance. Samples of the NEXT have spectrally shaped power spectral density (PSD)

as defined in [20] for various types of interferers and denoted using the Toeplitz

variance matrix ΣNEXT.

3.3.3 Analog-to-digital conversion noise and digital noise floor

The signals presented to a DMT receiver will by sampled and quantized using an

analog-to-digital converter (ADC). The samples of the received signal are then pro-

cessed using either a digital signal processor (DSP) or application-specific integrated

circuits. The quantization process imparts noise on the received signal. Starr, Cioffi

and Silverman [33, p. 299] recommend using 14-bit ADC, while ADSL transceivers

commonly use 16-bit ADCs. This source of noise is treated here as ADC noise and is

considered an additive noise source. Processing of samples is commonly performed
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in fixed-point arithmetic, which also imparts noise onto the signal. Fixed-point

DSPs commonly use a 16-bit word length, have 16 x 16 bit multipliers on chip,

and accumulate the 32-bit result of multiplication result at a precision of 32 bits

or higher. Some of the Motorola DSPs use a 24-bit word length, and accumulate

the result of the multiplication at a resolution of 56 bits. Gersho and Gray [104, p.

152] point out that in a high resolution case one can approximate the probability

density function of the quantization noise to be uniform. The fixed-point arithmetic

thus defines another noise source that is called here digital noise floor (DNF) and is

treated as an additive noise source. The following derives the sources of both ADC

noise and DNF in terms of the input signal and shows the dependency (or lack

thereof) on the TEQ coefficients. Let w = w + nw, where w is the TEQ in infinite

precision, w is the TEQ in fixed-point representation, and nw the corresponding

quantization noise. Let y = y + ny, where y is the received signal before the ADC,

y is the received signal after the ADC, and ny the corresponding quantization noise.

After some algebra, the convolution of w and y can be written as

w ∗ y = w ∗ y + w ∗ ny︸ ︷︷ ︸
e1

+y ∗ nw︸ ︷︷ ︸
e2

(3.11)

where the error terms are the loss incurred by performing operations using digital

processing. Here, e1 depends on the TEQ, while e2 does not.

Thus, I define GADC as the ADC noise (N +M −1)×M convolution matrix

with the TEQ defined analogously to GAWGN. ADC noise samples are i.i.d. accord-

ing to U(0, σ2
ADC), where U stands for uniform distribution and σ2

ADC = 2−2p/12,

where p is the number of bits in the ADC.

The vector e2 captures the fixed-point noise (DNF) and whose value in sub-

channel k is Dk. DNF does not depend on the TEQ but it does effect the subchannel

SNR terms, SNRk(w). DNF Dk distribution is Gaussian by Central Limit Theorem

with N (0, σ2
DNF(k)) where σ2

DNF is the noise variance 1.
1Assuming that the samples of nw are i.i.d. according to U(0, σ2

FP) and independent of y, then
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3.4 Received and Desired Subchannel Signals

Using the variables defined in previous sections, I write the received data point in

the kth subchannel as

Y k
R (w) = qH

k U∆
ISIHw + qH

k GAWGNw + qH
k GNEXTw + qH

k GADCw + Dk (3.12)

where k ∈ {0, · · · , N
2 − 1}. The received data contains the noise due to the ISI, ICI,

AWGN, NEXT, ADC quantization and DNF.

The desired signal has no noise present. It is “formatted” to the modulation

scheme and the strength of the signal is much higher than the DNF. The desired

circular convolution of the ith frame and the channel impulse response in the kth

subchannel, after the TEQ and FFT, can be written as

Y k
D(w) = qH

k

[
U∆

i

]
circ

Hw, k ∈ {0, · · · , N/2 − 1} (3.13)

where (N + M − 1) × M convolution matrix with the TEQ is

[
U∆

i

]
circ

=




u∆
i · · · u0

i uN−1
i · · · u∆−M+2

i

...
...

uN−1
i · · · u∆

i u∆−1
i · · · uN−M+1

i

u0
i · · · u∆+1

i u∆
i · · · uN−M+2

i

...
...

u∆−1
i · · · u0

i uN−1
i · · · u∆−M−1

i




(3.14)

Thus, having defined the desired signal, I express the received signal as the sum of

the desired signal and the noise. The received signal in subchannel k is Y k
R (w) given

by

Y k
R (w) = Y k

D(w) + (Y k
R (w) − Y k

D(w))︸ ︷︷ ︸
ISI, ICI, AWGN, NEXT, DNF, ADCnoise

(3.15)

σ2
DNF(k) can be approximated as σ2

DNF(k) = Nσ2
FP(σ2

s |H(k)|2 + σ2
ADC); where H(k) = qH

k h and
σ2

FP = 2−2r/12 for a fixed-point (FP) mapping with r bits.
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3.5 Subchannel SNR

I define the subchannel SNRModel
k(w) for each subchannel k as

SNRModel
k (w) =

E

{[
Y k

D(w)
]H

Y k
D(w)

}
E
{[

Y k
R (w) − Y k

D(w)
]H [

Y k
R (w) − Y k

D(w)
]} (3.16)

where E[·] is the statistical expectation operator and [·]Model stands for model.

I have defined the proposed SNR model as the ratio of the desired signal,

which excludes the effects of the noise including the ISI and ICI, to the difference

between the received signal and the desired signal. If there were no noise due to

ISI and ICI, then the denominator would be reduced to the contributions of the

AWGN, NEXT, ADC quantization noise and DNF. After several algebraic steps

(shown in the following sections) I derive the SNR model of the numerator and the

denominator and the model of the SNR (3.16) has the familiar form

SNRModel
k (w) =

wTÃkw
wTB̃kw

(3.17)

SNRModel
k (w) is a ratio of quadratic functions of the vector of the time domain

equalizer coefficients, w. Matrices Ãk and B̃k are Hermitian symmetric. A similar

quadratic form has been derived in [63]. The proposed SNR model becomes equiv-

alent to the SNR that could be measured at the output of the FFT in an ADSL

system when the ISI and ICI have been removed from the received signal.

3.5.1 Power of the desired subchannel signal

I now proceed through several algebraic steps to derive the power of both the desired

signal and noise in subchannel k which constitute the nominator and the denomi-

nator of the SNR model, respectively. I will start with the numerator of (3.17).

E
[(

Y k
D

)H
Y k

D

]
= E

[
wTHT

[
U∆

i

]T
circ

qkqH
k

[
U∆

i

]
circ

Hw
]
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= wTHTQcirc
k E

[
uiuT

i

] [
Qcirc

k

]H
Hw

= σ2
sw

THTQcirc
k

[
Qcirc

k

]H
Hw

= wTÃkw (3.18)

where

Qcirc
k =




qND+1
k · · · · · · qN1

k q0 · · · qND
k

qND+2
k · · · qN1

k q0 · · · · · · qND+1
k

...
...

q0
k q1

k · · · · · · · · · · · · qN1
k

...
...

qMD−3
k qMD−2

k · · · q0 · · · · · · qN−MD−2
k




(3.19)

is a N + M − 1 × N matrix and ND = N − ∆, MD = M + ∆ and N1 = N − 1.

Thus,

Ãk = σ2
sH

TQcirc
k

[
Qcirc

k

]H
H (3.20)

3.5.2 Power of the subchannel noise signal

Noise is defined using the difference between the received and desired signals for

every subchannel.

Y k
R − Y k

D = qH
k


U∆

i−1 + U∆
i+1 + U∆

i − [U∆
i ]circ︸ ︷︷ ︸

P


Hw

+ qH
k GAWGNw

+ qH
k GNEXTw + Dk (3.21)

In order to easily deal with matrix P, we are going to break it into two matrices

containing the non-zero entries. Define

P =
[
U∆

i,L

]
+
[
U∆

i,U

]
(3.22)
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where

[
U∆

i,L

]
=




0 · · · · · · · · · · · · · · · 0
...

...

u0
i 0 · · · · · · · · · · · · 0

u1
i u0

i 0 · · · 0 · · · 0
...

...
...

...
...

u∆−1
i u∆−2

i · · · u0
i 0 · · · 0




(3.23)

and

[
U∆

i,U

]
=




0 · · · 0 uNV 1
i uNV 1−1

i · · · uDM+2
i

0 · · · 0 0 uNV 1
i · · · uDM+3

i

...
...

...
...

...
...

0 · · · 0 · · · 0 0 uNV 1
i

0 · · · 0 0 · · · 0 0
...

...
...

...
...

...

0 · · · 0 0 · · · 0 0




(3.24)

where we define NV 1 = N − ν − 1 and DM = ∆−M . Notice that non-zero entries

come about because of the contributions of DMT frame i − 1 and i + 1 present in

the matrix
[
U∆

ISI

]
.

For notational convenience define Zk as

Zk = Y k
R − Y k

D (3.25)

Then the power in Zk is

PZ = E
[
ZH

k Zk

]
(3.26)

= wTE [S]w + wTE


GT

AWGNqkqH
k GAWGN︸ ︷︷ ︸

PZ1


w + wTE


GT

NEXTqkqH
k GNEXT︸ ︷︷ ︸

PZ2


w

+ wTE


GT

ADCqkqH
k GADC︸ ︷︷ ︸

PZ3


w + E

[
DH

k Dk

]
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Where

S = HT
[
U∆

i−1

]H
qkqH

k U∆
i−1H︸ ︷︷ ︸

S1

+ HT
[
U∆

i+1

]H
qkqH

k U∆
i+1H︸ ︷︷ ︸

S2

+ HTPHqkqH
k PH︸ ︷︷ ︸

S3

(3.27)

Notice that now we can transform the parts of (3.27) as follows

[
U∆

i+1

]H
qk =


 Vb

k 0 Vu
k

0 0 0




(N+M−1)×N

ui+1 (3.28)

where Vk is an upper diagonal matrix defined as

Vk =




qN−∆
k qN−∆+1

k · · · qN−2
k qN−1

k

qN−∆+1
k qN−∆

k · · · qN−1
k 0

...
...

...

qN−1
k 0 · · · 0 0




∆×∆

(3.29)

Also define Vk =
[
Vu|Vb

]
where Vu is a ∆− ν × 1 matrix and Vb is ν × 1 matrix.

Similarly,

[
U∆

i−1

]H
qk =


 0 0

0 Wk




(N+M−1)×N

ui−1 (3.30)

where Wk is a lower diagonal (N − ν −∆ + M − 1)× (N − ν −∆ + M − 1) matrix

defined as
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Wk =




0 0 · · · 0 q0
k

0 0 · · · q0
k q1

k

...
...

...

q0
k q1

k · · · · · · qN−ν−∆+M−2
k




(3.31)

Then

[
U∆

i,L

]H
qk =


 Vk 0

0 0




(N+M−1)×N

ui (3.32)

and [
U∆

i,U

]H
qk =


 0 0 0

0 Wk 0




(N+M−1)×N

ui (3.33)

Now we can go forward with the derivation in

E [S2] = HT


 Vb

k 0 Vu
k

0 0 0


E[ui+1uT

i+1]




[
Vb

k

]H
0

0 0

[Vu
k ]H 0


H

= σ2
sH

T


 Vb

k

[
Vb

k

]H
+ Vu

k [Vu
k ]H 0

0 0


H

= σ2
sH

T
u VkVH

k Hu (3.34)

where

H =




(Hu)∆×M

(Hc)ν×M

(Hb)(N−ν−∆+M−1)×M


 (3.35)

Similarly,

E [S1] = HT


 0 0

0 Wk


E[ui−1uT

i−1]


 0 0

0 WH
k


H
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= σ2
sH

T


 0 0

0 Wk




 0 0

0 WH
k


H

= σ2
sH

T
b WkWH

k Hb (3.36)

where Hb is defined in (3.35).

Following a similar procedure, we arrive at the contribution of wTE[S3]w,

which is exactly the sum of (3.34) and (3.36). The contribution of AWGN, NEXT

and ADC noise are respectively given by

E [PZ1] = Qnoise
k E[nAWGN

(
nAWGN

)T
]
[
Qnoise

k

]H
= σ2

AWGNQnoise
k

[
Qnoise

k

]H
(3.37)

where M × (N + M − 1) matrix Qnoise
k is defined as

Qnoise
k =




0 0 · · · 0 q0
k · · · qN−1

k

0 0 · · · q0
k · · · qN−1

k 0
...

...

q0
k · · · qN−1

k 0 · · · 0 0




(3.38)

E [PZ2] = Qnoise
k E[nNEXT

(
nNEXT

)T
]
[
Qnoise

k

]H
= Qnoise

k ΣNEXT

[
Qnoise

k

]H
(3.39)

E [PZ3] = Qnoise
k E[nADC

(
nADC

)T
]
[
Qnoise

k

]H
= σ2

ADCQnoise
k

[
Qnoise

k

]H
(3.40)

Then

E
[
ZH

k Zk

]
= wT2σ2

s

(
HT

u VkVH
k Hu + HT

b WkWH
k Hb

)
w

+ σ2
AWGNwTQnoise

k

[
Qnoise

k

]H
w

+ wTQnoise
k ΣNEXT

[
Qnoise

k

]H
w
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+ σ2
ADCwTQnoise

k

[
Qnoise

k

]H
w

+ wT σ2
DNF

wTw
Iw

= wTB̃kw (3.41)

where I is the M × M identity matrix. Thus,

B̃k = 2σ2
s

(
HT

u VkVH
k Hu + HT

b WkWH
k Hb

)
+ Qnoise

k

[(
σ2

AWGN + σ2
ADC

)
I + ΣNEXT

] [
Qnoise

k

]H
+

σ2
DNF

wTw
I (3.42)

Observe that over the constraint set S, wTw = 1, so that B̃k becomes independent

of the TEQ FIR taps w.

3.6 Conclusion

In this chapter I derive a new model for the subchannel SNR. The subchannel SNR

model is a ratio of the desired signal power over the power of the noise, where both

the numerator and the denominator are quadratic functions of the TEQ taps and

the Hessian matrices are positive definite. The desired signal was defined by noting

that the DMT frame that is circularly convolved with the channel does not present

any ISI after the FFT. The noise is defined as the difference of the actually received

signal and the defined desired signal. The TEQ taps affect primarily the ISI and ICI

noise contributions and in the case of optimal TEQ taps the noise contribution comes

from non-signal dependent sources such as AWGN, NEXT, ADC noise and DNF as

both ISI and ICI have been eliminated. An SNR model maximization necessarily

leads to channel shortening as that is the only way to reduce the difference between

the desired channel and the received channel. The SNR model proposed here is the

foundation of the TEQ design procedure of Chapter 5 that is aimed at designing the

TEQ that will maximize the bit rate of a DMT system. The efficient calculation of

83



matrices present in the subchannel SNR model numerator and denominator is the

topic of Chapter 4.
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Chapter 4

Efficient Computation of

Subchannel SNR Model

Chapter 3 introduced the subchannel signal-to-noise ratio model which is a ratio

of quadratic functions of the time domain equalizer taps. For the kth subchannel,

the quadratic functions in the numerator and denominator contain M ×M matrices

(Ãk and B̃k, respectively) that have to be computed before a time domain equalizer

can be designed. The purpose of this chapter is to introduce computationally and

memory efficient algorithms for the computation of the matrices Ãk and B̃k. The

efficient subchannel SNR algorithms presented in this chapter were developed jointly

with Mr. Ketan J. Mandke and Ms. Esther I. Resendiz where my role was to point

out the ways in which the necessary computations can be minimized, ensure that

the efficient algorithms agreed with the development of Chapter 3, and provide the

testing vectors. Ketan J. Mandke and Esther I. Resendiz implemented some of the

material in this chapter to satisfy the requirements for their senior design project

at The University of Texas at Austin.
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4.1 Introduction

Computing the elements of the SNR model numerator and denominator matrices,

Ãk and B̃k respectively, is a computationally intensive task. Computing the ma-

trices using straight matrix multiplications of the constituent matrices in (3.20)

and (3.42) would require a large number of computations and memory storage of

intermediate results.

This chapter presents methods that take advantage of the symmetry of the

matrices in order to reduce the number of computations needed. Each of the algo-

rithms presented uses the fact that the matrices are Hermitian symmetric; thus, it

is only necessary to compute either the lower or the upper triangle of the matrices

(the remaining elements are complex conjugates of the computed values). However,

even within the chosen matrix triangle there exists certain structure which allows

us to reduce the computations and temporary memory requirements even further.

Fixed memory storage requirements that cannot be avoided regardless of the

computation algorithms is the cost of storing the elements of qk,h, or Ãk and B̃k

for all k ∈ I . Matrices Ãk and B̃k and vector qk for all k ∈ I are complex-valued.

Section 4.2 defines a computationally efficient algorithm for the calculation of

the Hessian matrix of the SNR model numerator. Section 4.3 presents computation-

ally efficient algorithms for the calculation of the Hessian matrix of the SNR model

denominator. The calculation of the Hessian matrix of the SNR model denominator

is partitioned in the efficient calculations of various noise contribution components.

Subsections 4.3.1 and 4.3.2 consider contribution of the ISI, subsection 4.3.3 looks

at AWGN and ADC noise, and subsection 4.3.4 discusses efficient computation of

NEXT contribution to the Hessian matrix of the SNR model denominator. Section

4.4 details the computational complexity and memory requirements of the described

algorithms and compares their performance to the “straight” calculation of the SNR

model Hessian matrices. Section 4.5 concludes this chapter.
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4.2 Subchannel SNR Model Numerator

Matrix Ãk = σ2
sH

TQcirc
k

[
Qcirc

k

]H H is defined in (3.20) for all k ∈ I. An element

(i, j) of the M × M matrix Ãi,j
k can be written as

Ãi,j
k = Nqi−j

k

(
N+M−2−i∑

m=0

hmqm
k

)N+M−2−j∑
l=0

hlq−l
k


 (4.1)

Notice that (4.1) can be decomposed as in

Ãi,j
k = Nqi−j

k

[
ti
k

]∗
tj
k (4.2)

where

ti
k =

N+M−2−i∑
m=0

hmqm
k (4.3)

and [.]∗ denotes conjugation. To compute elements of the matrix Ãk I need to

compute values of ti
k for 0 ≤ i ≤ M − 1.

A recursive formula for the computation of elements ti
k can be discerned from

(4.3). The element i can be computed using the following recursive relationship

ti
k = ti+1

k + hN+M−2−iqN+M−2−i
k for 0 ≤ i ≤ M − 2 (4.4)

The first element to be computed is the element M − 1. From (4.3) I obtain

tM−1
k =

N−1∑
m=0

hmqm
k (4.5)

by substituting i = M − 1.

Since the matrix Ãk is Hermitian symmetric, I need to calculate only the

lower triangle elements of the matrix according to the relationship in (4.2) once the

values ti
k are known for all i. The upper triangle elements are the complex conjugate

of the values of corresponding lower triangle values. The algorithm is shown in

Figure 4.1. This algorithm for efficient computation of Ãk requires 2M words of

temporary memory space to store the elements of tk beyond any requirements of
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begin
compute tM−1

k =
∑N−1

m=0 hmqm
k using (4.5);

for i = M − 2; i ≥ 0; i −−;
compute ti

k = ti+1
k + hN+M−2−iqN+M−2−i

k using (4.4);
end
for i = 0; i < M − 1; i + +;

forj = 0; j ≤ i; j + +;
Ãi,j

k = Nqi−j
k

[
ti
k

]∗ tj
k using (4.2);

end
end
form upper triangle of Ãk using Hermitian symmetry;

end

Figure 4.1: Algorithm for Efficient Computation of Subchannel SNR Numerator
Hessian Matrix

storing the elements of qk,h, or Ãk. Computation of the lower triangle elements

of Ãk requires order O(max(M2, N)) (exactly 2N + 7M + 5M2 − 2) real multiply-

accumulate (MAC) operations 1.

4.3 Subchannel SNR Model Denominator

Matrix B̃k is defined in (3.42) for all of the subchannels of interest in I. I repeat

that definition here and group parts for which I present algorithms requiring fewer

calculations than the matrix multiplication of constituent matrices:

B̃k = 2σ2
s HT

u VkVH
k Hu︸ ︷︷ ︸

BV
k

+HT
b WkWH

k Hb︸ ︷︷ ︸
BW

k

+Qnoise
k

(
σ2

AWGN + σ2
ADC

)
I
[
Qnoise

k

]H
︸ ︷︷ ︸

GAWGN
k

+GADC
k

+ Qnoise
k ΣNEXT

[
Qnoise

k

]H
︸ ︷︷ ︸

GNEXT
k

+
σ2

DNF

wTw
I (4.6)

1In standardized ADSL the largest value of N used is 512 and M ranges from 2 to 32 for customer
premises equipment.
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I will present methods to compute matrices BV
k , BW

k , GNEXT
k , GADC

k and GAWGN
k

efficiently. As the matrix B̃k is Hermitian symmetric, we propose the efficient cal-

culation of the lower triangle realizing the upper triangle is then known.

4.3.1 Transmission channel tail component

The matrix BV
k is defined by BV

k = HT
u VkVH

k Hu where each constituent matrix is

defined in subsection 3.5.2. Hence, an element
[
BV

k

]i,j
is a dot product of the ith row

of the matrix HT
u Vk and the jth column of the matrix VH

k Hu for all 0 ≤ i, j ≤ M−1.

Define a temporary M × ∆ matrix

Xk = HT
u Vk (4.7)

The (i, j) element of Xk is

Xi,j
k =

∆−1−(i+j)∑
l=0

hlqN−∆+(i+j)+l
k (4.8)

The matrix Xk is defined for analysis purposes only and will not be constructed in

its entirety, as only one row of it is needed to obtain elements of BV
k . A recursive

relationship can be established within the elements of the ith row of Xk.

Xi,j
k =

∆−1−i−j∑
l=0

hlqN−∆+i+j+l
k

= q−1
k


∆−1−i−(j+1)∑

l=0

hlqN−∆+i+(j+1)+l
k + h∆−1−i−j




= q−1
k

(
Xi,j+1

k + h∆−1−i−j
)

(4.9)

Notice that qN−1
k = q−1

k . From (4.8), notice that element Xi,j
k remains constant for

the elements for which the sum i + j remains constant, e.g. element X1,2
k = X2,1

k

along the diagonals of Xk. This allows a definition of a useful relationship among

the successive rows of Xk

Xi+1,0:∆−1−(i+1)
k = Xi,1:∆−1−i

k (4.10)
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where (∗)i,a:b denotes a vector portion of the ith row of (∗) between (and including)

indices a and b. The first element of the first row of Xk to be calculated is given by

X0,∆−1
k = q−1

k h0 (4.11)

The entire first row of Xk is then calculated recursively using (4.9).

The knowledge of the first row of Xk is enough to calculate BV
k . The element

(i, j) of the matrix BV
k is now recursively defined using the first row of Xk:

[
BV

k

]i,j
=
[
BV

k

]i+1,j+1
+ X0,i

k

[
X0,j

k

]H
(4.12)

I can proceed with the computation of the lower triangle of BV
k . Compute the last

row of BV
k first using

[
BV

k

]i,j
=

∆−1∑
g=i

∆−1−i+j∑
s=j

X0,g
k

[
X0,s

k

]H
for i = M − 1 and j ≤ i (4.13)

where auxiliary variables g and s index the appropriate first row elements of Xk.

Then, one can use (4.12) for the remaining lower triangle elements. The algorithm

for efficient computation of BV
k is shown in Figure 4.2.

This algorithm requires the storage of 2∆ words of the first row complex

elements of Xk. Computation of the lower triangle elements of BV
k requires exactly

7M2 + 4M∆ + 5∆ − 3M real MAC operations. Usually ∆ > M so the described

algorithm requires order O(M∆) real MACs.

4.3.2 Transmission channel head component

The matrix BW
k is given by BW

k = HT
b VkWH

k Hb where each constituent matrix is

defined in the subsection 3.5.2. Hence, an element
[
BW

k

]i,j
is a dot product of the

ith row of the matrix HT
b Wk and the jth column of the matrix WH

k Hb.

Define a temporary M × (N − ν − ∆ + M − 1) matrix

Zk = HT
b Wk (4.14)
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begin
X0,∆−1

k = q−1
k h0 using (4.11);

for j = ∆ − 2; j ≥ 0; j −−;
X0,j

k = q−1
k

(
X0,j+1

k + h∆−1−j
)

using (4.9);
end
for j = 0; j ≤ M − 1; j + +;[

BV
k

]M−1,j
=
∑∆−1

g=M−1

∑∆−M
s=0 X0,g

k

[
X0,s+j

k

]H
using (4.13);

end
for i = M − 2; i ≥ 0; i −−;

for j = i; j ≥ 0; j −−;[
BV

k

]i,j
=
[
BV

k

]i+1,j+1
+ X0,i

k

[
X0,j

k

]∗
using (4.12);

end
end
form upper triangle of BV

k using Hermitian symmetry;
end

Figure 4.2: Algorithm for Efficient Computation of Subchannel SNR Denominator
Hessian Matrix Contribution of Channel Tail Component.

where

Zi,j
k =

N+M−2−i∑
l=N+M−2−(i+j)

hlql−(N+M−2)+(i+j)
k (4.15)

A recursive relationship can be defined within the elements of a row of Zk.

Zi,j+1
k =

p−i∑
l=p−(i+j+1)

hlql−p+(i+j+1)
k

= q1
k

p−i∑
l=p−(i+j+1)

hlql−p+(i+j)
k

= q1
k


 p−i∑

l=p−(i+j)

hlql−p+(i+j)
k + hp−(i+j)−1q−1

k




= q1
kZ

i,j
k + hp−i−(j+1) (4.16)

where p = N + M − 2 is defined for notational convenience. Thus, I notice from

(4.16) that the column j + 1 of Zk, can be calculated using the jth column of Zk
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begin
BW

k = 0;
Z0,0

k = hN+M−2q0
k;

for i = 0; i < M ; i + +;
Zi,0

k = hN+M−2−iq0
k using (4.15);

end
for j = 1; j ≤ N − ν − ∆ + M − 1; j + +;

for i = 0; i < M ; i + +;
Zi,j

k = q1
kZ

i,j−1
k + hN+M−2−(i+j) using (4.16);

end
for m = 0; m ≤ M − 1; m + +;

for n = 0; n ≤ m; n + +;{[
BW

k

]m,n}
j

= Zm,j
k

[
Zn,j

k

]∗
+
{[

BW
k

]m,n}
j−1

;

where {∗}j denotes the jth iteration
end

end
end
form upper triangle of BW

k using Hermitian symmetry;
end

Figure 4.3: Algorithm for Efficient Computation of Subchannel SNR Denominator
Hessian Matrix Contribution of Channel Tail Component.

and the knowledge of h.

The algorithm for efficient calculation of BW
k will update the value of the

matrix elements with the contribution of each of the columns of Zk. Thus, the

updating will be finished in N − ν −∆ + M − 1 iterations. The algorithm is shown

in Figure 4.3.

The algorithm in Figure 4.3 requires order O(NM2) (exactly 1+2M +(N −

ν − ∆ + M − 2)(5M + 8M2)) real MAC operations and memory storage for the

intermediate results of 4M words.
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4.3.3 Additive white Gaussian and analog-to-digital conversion noise

component

The contribution of the additive white Gaussian noise to the overall noise matrix in

(4.6) is defined as GAWGN
k = Qnoise

k σ2
AWGNI

[
Qnoise

k

]H. The contribution of the ADC

noise to the overall noise matrix in (4.6) is defined as GADC
k = Qnoise

k σ2
ADCI

[
Qnoise

k

]H.

Thus, an overall AWGN and ADC contribution can be computed simultaneously by

adding the powers of the noise σ2
ADC + σ2

AWGN.

GAWGN/ADC
k = Qnoise

k

(
σ2

ADC + σ2
AWGN

)
I
[
Qnoise

k

]H
(4.17)

Matrix GAWGN/ADC
k is Hermitian symmetric and Toeplitz and it is only necessary

to compute elements of its first column. The remaining elements are then defined

by the Hermitian symmetry and Toeplitz structure. An element of GAWGN/ADC
k can

be efficiently computed as[
GAWGN/ADC

k

]i,j
=
(
σ2

AWGN + σ2
AWGN

)
(N − |i − j|)qi−j

k (4.18)

where | ∗ | denotes the absolute value of the argument. The algorithm is shown

in Figure 4.4. The proposed method requires 2 words of memory to store the

intermediate results and 4M real MACs.

4.3.4 Near-end crosstalk component

The matrix GNEXT
k models the contribution of the near-end crosstalk to the overall

noise matrix. Let

GNEXT
k = Qnoise

k ΣNEXT

[
Qnoise

k

]H
(4.19)

Matrix ΣNEXT is symmetric and possess Toeplitz structure. Only need the first

column of ΣNEXT is needed to calculate GNEXT
k . The (i, j) element of GNEXT

k from

(4.19) can be rewritten as

[
GNEXT

k

]i,j
=

N−1+i∑
n=i

N−1+j∑
m=j

Σ|m−n|,0
NEXT qm−n+i−j

k
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begin
j = 0;
σ2 =

(
σ2

AWGN + σ2
AWGN

)
;

for j = 0; j ≤ M − 1; j + +;[
GAWGN/ADC

k

]0,j
= σ2(N − j)q−j

k using (4.18);
end
form the lower triangle of GAWGN/ADC

k according to Toeplitz structure;
form the upper triangle of GAWGN/ADC

k using Hermitian symmetry;
end

Figure 4.4: Algorithm for Efficient Computation of Subchannel SNR Denomina-
tor Hessian Matrix Contributions of White Gaussian Noise and Analog-to-Digital
Conversion Noise.

=
N−1∑
n=0

N−1∑
m=0

Σ|n−m+i−j|,0
NEXT qm−n

k (4.20)

The dependance of the element GNEXT
k (i, j) on the index i− j of the matrix ΣNEXT

means that GNEXT
k also is symmetric and Toeplitz. Only the first column of GNEXT

k

is needed to completely define it. The element of
[
GNEXT

k

]i+1,0
is

[
GNEXT

k

]i+1,0
=

N−i∑
n=i+1

N−1∑
m=0

Σ|m−n|,0
NEXT qm−n+i+1

k

= q1
k

N−i−1∑
n=i

N−1∑
m=0

Σ|m−n|,0
NEXT qm−n+i

k

+
N−1∑
m=0

(
Σ|m−n|,0

NEXT qm−n+i
k |n=N−i − Σ|m−n|,0

NEXT qm−n+i
k |n=i

)

= q1
k

[
GNEXT

k

]i,0
+ q1

k

N−1∑
m=0

(
Σ|m−i+M−1|,0

NEXT − Σ|m−i|,0
NEXT

)
qm

k (4.21)

Further simplification of (4.21) is possible by eliminating the absolute value oper-

ation (| ∗ |) and by taking advantage of the fact that elements of ΣNEXT repeat
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modulo N + M − 1. Thus, (4.21) can be re-written as

[
GNEXT

k

]i+1,0
= q1

k

[
GNEXT

k

]i,0
+ q1

k

i∑
m=0

(
Σm−i+M−1,0

NEXT − Σi−m,0
NEXT

)
qm

k

+ q1
k

N−1∑
m=i+1

(
Σm−i+M−1,0

NEXT − Σm−i,0
NEXT

)
qm

k (4.22)

Let n = m − i so[
GNEXT

k

]i+1,0
= q1

k

[
GNEXT

k

]i,0
+ q1

k

0∑
n=−i

(
Σn+M−1,0

NEXT − Σ−n,0
NEXT

)
qn+i

k

+ q1
k

N−1−i∑
n=1

(
Σn+M−1,0

NEXT − q1
kΣ

n,0
NEXT

)
qn+i

k

= q1
k

[[
GNEXT

k

]i,0
+ qi

kd
i
NEXT

]
(4.23)

where

di
NEXT =

N−1−i∑
n=−i

(
Σn+M−1,0

NEXT − Σ|n|,0
NEXT

)
qn

k (4.24)

The vector dNEXT can be computed using a recursive relationship:

di+1
NEXT = di

NEXT +
(
ΣM−2−i,0

NEXT − Σi+1,0
NEXT

)
q−i−1

k

−
(
ΣN+M−2−i,0

NEXT − ΣN−i−1,0
NEXT

)
q−i−1

k (4.25)

The described recursive relationships give an efficient way to compute elements of

GNEXT
k ; however, I still need to calculate the first element

[
GNEXT

k

]0,0
. This can be

accomplished efficiently in the following manner. From (4.20) for i = j = 0

[
GNEXT

k

]0,0
=

N−1∑
n=0

N−1∑
m=0

Σ|n−m|,0
NEXT qm−n

k (4.26)

Let z = m − n so that[
GNEXT

k

]0,0
=

N−1∑
n=0

N−1−n∑
z=−n

Σ|z|,0
NEXTqz

k

=
N−1∑
n=0

N−1−n∑
z=0

Σz,0
NEXTqz

k +
N−1∑
n=0

n∑
z=0

Σz,0
NEXTq−z

k

−
N−1∑
n=0

Σ0,0
NEXT (4.27)
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begin[
GNEXT

k

]0,0
=
∑N−1

n=0 2Re {qn
k}Σn,0

NEXT(N − n) − NΣ0,0
NEXT using (4.28);

d0
NEXT =

∑N−1
n=0

(
Σn+M−1,0

NEXT − Σ|n|,0
NEXT

)
qn

k using (4.24);
for i = 0; i < M − 1; i + +;[

GNEXT
k

]i+1,0
= q1

k

[[
GNEXT

k

]i,0
+ qi

kd
i
NEXT

]
using (4.23);

di+1
NEXT = di

NEXT +
(
ΣM−2−i,0

NEXT − Σi+1,0
NEXT

)
q−i−1

k

−
(
ΣN+M−2−i,0

NEXT − ΣN−i−1,0
NEXT

)
q−i−1

k using (4.25);
end
form the lower triangle of GNEXT

k according to Toeplitz structure;
form the upper triangle of GNEXT

k using Hermitian symmetry;
end

Figure 4.5: Algorithm for Efficient Computation of Subchannel SNR Denominator
Hessian Matrix Contributions of Near-end Crosstalk.

The first two summation terms in (4.27) are complex conjugates of each other. Each

member of the summations is present in both terms hence I can group them together.

Thus,

[
GNEXT

k

]0,0
=

N−1∑
n=0

N−1−n∑
z=0

Σz,0
NEXT

(
qz

k + q−z
k

)
−

N−1∑
n=0

Σ0,0
NEXT

=
N−1∑
n=0

N−1−n∑
z=0

2Re {qz
k}Σz,0

NEXT − NΣ0,0
NEXT

=
N−1∑
n=0

2Re {qn
k}Σn,0

NEXT(N − n) − NΣ0,0
NEXT (4.28)

where Re{∗} denotes the real part of the data. The algorithm shown in Figure 4.5

requires 2M words of memory to store the vector dNEXT beyond the requirement

to store the final result, matrix GNEXT
k and 4N + 15M + 1 real MACs.
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begin
for i = 0; i < m; i + +;

for j = 0; j < n; j + +;
for k = 0; k < p; k + +;

Ci,j = Ai,kBk,j + Ci,j ;
end

end
end

end

Figure 4.6: General Matrix Multiply-update Algorithm

4.4 Implementation Complexity

This section shows the computational savings afforded by the algorithms developed

in this chapter for the computation of the signal Ãk and noise matrix B̃k for sub-

channel k. The results compare the calculations of SNR components using a matrix

multiply-update algorithm that takes into account the Hermitian symmetry of the

SNR matrices to compute only the lower triangle elements (shown in Section 4.4.1),

against the methods presented in the chapter, which I will refer to as iterative

methods (shown in Section 4.4.2).

4.4.1 Matrix multiply-update

The following content can be found in [56, p. 18] and [70, p. 68] and is summa-

rized here for the reader’s convenience. Let A ∈ Cm×p and B ∈ Cp×n. Figure 4.6

shows an algorithm that can be employed to calculate the matrix multiply-update

C = AB + C The elements of all the matrices are assumed complex-valued. We

need 4 multiply-accumulate operations to obtain the new value of Ci,j . The total

number of MACs needed to compute the entire matrix C is then equal to 4mnp.

Notice that if the matrix elements were real the number of real MACs would be

only mnp.
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begin
for i = 0; i < m; i + +;

for j = 0; j < i; j + +;
for k = 0; k < p; k + +;

Ci,j = Ai,k
[
AH

]k,j
+ Ci,j ;

end
end

end
end

Figure 4.7: Hermitian Symmetric Matrix Multiply-update Algorithm

Table 4.1: SNR Component Initialization Requirements Matrix Multiply-update
Algorithm

SNR Component Real MACs
Ãk 4M(N + M − 1)(N + 3M−1

2 )
BV

k 4M∆(∆ + M+1
2 )

BW
k 4M(N − ν − ∆ + M − 1)(N − ν − ∆ + 3M−1

2 )
GAWGN/ADC

k 4M(N + M − 1)M+1
2

GNEXT
k 4M(N + M − 1)(N + 2M − 1)

If B = AH and the resulting matrix C is Hermitian symmetric, then I only

need to calculate the elements of C below and including the main diagonal as the rest

can be obtained by Hermitian symmetry. In this case the matrix multiply-update

algorithm is shown in Figure 4.7. The total number of MACs needed to calculate

the entire matrix C is now 4pmm+1
2 as (

∑m
i=1 4pi) = (4p

∑m
i=1 i) = (4pmm+1

2 ).

4.4.2 Iterative time domain equalizer initialization methods

Table 4.2 shows the memory requirements and computational complexity of the

algorithms described in this chapter. The memory requirements in Table 4.2 do

not capture the cost of storing the SNR component matrices. The overall memory
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Table 4.2: SNR Component Initialization Requirements

SNR Component Real MACs Words
Ãk 2N + 7M + 5M2 − 2 2M

BV
k 7M2 + 4M∆ + 5∆ − 3M 2∆

BW
k 1 + 2M + (N − ν − ∆ + M − 2)(5M + 8M2) 4M

GAWGN/ADC
k 4M 2

GNEXT
k 4N + 15M + 1 2M

Table 4.3: Memory Requirements: Transmission Channel, Noise and FFT Parame-
ters

Parameter Words
Q 2N2

h N

Hu M∆
Hb M(N − ν − ∆ + M − 1)
[ΣNEXT]0,0:N−1 N

requirements are 8M +2∆+2 words while the overall computational load expressed

in the number of real MACs is (N −ν−∆)(5+8M)M +6N +8M3 +9M2 +15M +

4M∆ + 5∆ which is of O(M2N) complexity. The number of MACs needed to solve

for signal and noise matrices in the data-carrying set of subchannels I would be a

linear multiple of the complexity described in here, and so would be the memory

requirement. The algorithms described in this chapter require the knowledge of

several noise and channel parameters as well as the knowledge of the FFT twiddle

factors. The memory requirements of storing these parameters are shown in Table

4.3. The computational load of the proposed efficient algorithms is compared to

the computational load of matrix multiply-update as a function of the number of

TEQ taps M in Figure 4.8. Table 4.4 shows the number MACs obtained for N =

512, ν = 32 and ∆ = 26 for the values of M = 3, 17 and 32 for both the proposed
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Figure 4.8: Computational Complexity of Proposed Iterative Initialization of Sub-
channel SNR Numerator and Denominator Hessian Matrices vs. Complexity of
Straight Matrix Multiply-update

iterative algorithms and the matrix multiply-update approach. The comparison

does not take into account the memory requirements of the proposed methods and

only compares the computational load. The proposed algorithms reduce the number

of computations significantly, e.g. for M = 3 the reduction is more than 164 times.

The cost of creating matrices Ak and Bk for all k ∈ I taking into account that the

matrices are symmetric, positive definite with a special structure (see Chapter 3) is

of the order |I|O(M2N) operations where M is the size of the TEQ FIR ranging

from 2 to 32 in our simulations and N = 512 in G.DMT downstream.
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Table 4.4: Number of Multiply-accumulate Operations for Proposed Iterative Algo-
rithms/Discrete Multitone Subchannel vs. Matrix Multiply-update/Discrete Multi-
tone Subchannel for N = 512, ν = 32 and ∆ = 26 as Function of Length of Time
Domain Equalizer M

M Proposed iterative algorithms Matrix multiply-update

3 72,529 11,908,240
17 1,272,721 57,408,408
32 4,332,571 112,984,608

4.5 Conclusion

Chapter 3 presented a new model for the subchannel SNR. This chapter introduces

algorithms for the efficient initialization of matrices Ãk and noise matrix B̃k present

in the proposed subchannel SNR model (3.17). The algorithms exploit the structure

of the matrices to reduce the number of computations by up to 164 times compared

to a straight multiply update approach that could be taken if no such structure

existed. The chapter also shows the low temporary memory requirements of the

proposed algorithms. The proposed initialization algorithms would have to be run

for every subchannel of interest to obtain all of the necessary matrices for the fol-

lowing stage that will produce time domain equalizer coefficients. Chapter 5 will

propose a new time domain equalizer design that uses the model of the subchannel

SNR to show the dependency of the bit rate on time domain equalizer coefficients.
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Chapter 5

Optimal Time Domain

Equalizer Design

Chapter 3 introduced a model of the subchannel signal-to-noise ratio that establishes

the functional dependency of the bit rate on time domain equalizer coefficients and

enables the formulation of bit rate maximization time domain equalizer designs. The

design of the time domain equalizer should be linked with the improvement in the

bit rate of the system. The bit rate equation is maximized in time domain equal-

izer coefficients to produce the optimal time domain equalizer filter bank (TEQFB)

where a finite-impulse response time domain equalizer is designed for every subchan-

nel of interest. Next, a single finite impulse response time domain equalizer design

is designed for all subchannels. The single time domain equalize design matches the

performance of the time domain equalizer filter bank if possible, with a significantly

reduced numerical complexity during data transmission.
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5.1 Introduction

Time domain equalizer is one of the few tools available to a DMT receiver to max-

imize the bit rate thus capturing most of the capacity of the transmission channel.

Higher bit rate means that the higher bandwidth content or more services can be

offered through a single ADSL or VDSL line. A DMT receiver can maximize the

bit rate or can choose to trade some of that bit rate for the improved reliability of

the link (increased margin). A DMT receiver can for a set data rate also choose

to establish a link at a greater distance thereby allowing greater coverage of the

consumer base. All of these objectives can be achieved if the receiver can rely on

the time domain equalizer to provide most of the capacity available.

In this chapter, I express the bit rate as a function of the time domain

equalizer coefficients through the subchannel SNR model (3.17) defined in Chapter 3.

The bit rate is a highly non-linear integer-valued function of time domain equalizer

coefficients with multiple maxima (for time domain equalizer size M > 2) and sharp

peaks. The bit rate is maximized using an optimal time domain equalizer filter bank

where each subchannel of interest is assigned time domain equalizer that maximizes

the number of bits that subchannel can support. Another time domain equalizer

design procedure is presented where a single time domain equalizer is designed to

match the performance of the time domain equalizer filter bank at a much lower

numerical complexity during data transmission.

In this chapter, Section 5.2 shows the dependency of the bit rate on the

time domain equalizer coefficients through the subchannel SNR model. Section 5.3

analyzes the impact of the channel transmission delay on the time domain equalizer

design. Section 5.4 discusses the optimal time domain equalizer filter bank. Section

5.5 presents the single time domain equalizer design procedure. Section 5.6 shows

the numerical complexity of both design methods in the initialization stage and

during data transmission. Section 5.7 concludes this chapter.
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5.2 Bit Rate as Function of Time Domain Equalizer

I substitute the proposed subchannel SNR model into the bit rate equation in order

to show the dependence of the bit rate on TEQ taps. By substituting the subchannel

SNR model, SNRModel
k(w) (3.17) into (1.9), I obtain

bint
DMT(w, I) =

∑
k∈I

⌊
log2

(
wT(ΓkB̃k + Ãk)w

wT(ΓkB̃k)w

)⌋

=
∑
k∈I

bint
k (w)

=
∑
k∈I

�bk(w)� (5.1)

and include the dependence of bint
DMT on w. For further notational convenience, let

Ak = ΓkB̃k + Ãk and Bk = ΓkB̃k. Thus,

bint
DMT(w, I) =

∑
k∈I

⌊
log2

(
wTAkw
wTBkw

)⌋
(5.2)

Matrices Ak and Bk are positive definite, since both the numerator and denominator

are always positive numbers for w �= 0, which is what is expected given that both

represent power.

The bit rate maximization problem as a function of TEQ taps, w is

wopt = arg max
w

{
bint
DMT(w, I)|w ∈ S

}
(5.3)

where S is a set of constraints imposed on w and I ⊆ {0, · · · , N/2 − 1}. Given

that (5.2) is scale invariant (i.e., bint
DMT(w, I) = bint

DMT(αw, I),∀α �= 0) 1 and noticing

from (3.11) that choosing wTw = ‖w‖2 = 1 does not enhance the ADC noise ny,

I adopt the unit norm constraint set S = {w : wTw = ‖w‖2 = 1}. Notice that,

B̃k becomes independent of w over this constraint set since the last term in (3.42)

becomes σ2
DNFI.

1This is not the case for the DNF noise if σ2
DNF is not small or w imposes a null, but I assume

that these cases are not generated by the TEQ design method proposed in this dissertation.
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5.3 Impact of Transmission Delay on Time Domain Equal-

izer Design

Dependence of the SNR (or correspondingly the bit rate) on the transmission delay

is not clearly visible from (5.2); however, transmission delay is an important design

parameter. The transmission delay marks the amount of time that it takes the

signal to reach the receiver from the time it has been transmitted. An additional

filter such as a TEQ may add some delay to the shortened channel impulse response

by shifting the energy to later coefficients. Jointly, the delays of channel impulse

response and TEQ make up the transmission delay ∆ referred to first in (3.3) and

then used throughout in the definition of the proposed SNR measure. Delay ∆ as the

parameter which selects the beginning of a frame from a stream of samples coming

into the receiver. Notice that once ∆ is defined, all of the matrices that compose

the SNR are defined, as well as (3.16). Thus, defining ∆ prior to TEQ design also

defines (5.2) and its optimal solution. A different ∆ may result in a higher value for

(5.2).

As of yet there is no known way to search for the optimal ∆ without searching

exhaustively through all possible values of ∆ where ∆ ∈ [0, N − 1] and solving the

optimization problem for each ∆. This dissertation does not propose a better or less

costly method. A general statement can, however, be formulated saying that the

sensitivity of the final bit rate on the value of the transmission delay should decrease

with the increased length of the TEQ. This is a heuristic that was observed from a

number of simulation runs performed as a part of this dissertation. It can be justified

by noting that an increased number of TEQ coefficients lends more parameters that

can be used to accommodate various choices of the transmission delay parameter.

Developing a method of choosing the optimal transmission delay ∆ as an input

parameter of the time domain equalizer design remains an open research problem.
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5.4 Time Domain Equalizer Filter Bank

There are N/2 possible data carrying subchannels in DMT. I propose a method of

finding the optimal w for every one of them, i.e. wk where k is the subchannel

of interest. I maximize data rate given by (5.1), which is the sum of the rates on

individual subchannels by maximizing each element of the sum with potentially dif-

ferent TEQ FIR filter. Maximizing the fractional number of bits in each subchannel

bk(w) is equal to maximizing the integer number of bits in the subchannel bint
k (w).

Maximizing the fractional number of bits allocated in a single subchannel, bk(w)

means maximizing the argument of the log function. Since the log is a monotoni-

cally increasing function for a non-negative argument, maximizing its non-negative

argument will also maximize the function. Mathematical notation for this statement

is

bopt
k = max

wk:‖wk‖2=1

(
log2

(
wT

k Akwk

wT
k Bkwk

))

= log2

(
max

wk:‖wk‖2=1

(
wT

k Akwk

wT
k Bkwk

))
(5.4)

From [105], the maximization of a single ratio can be transformed into

pk(wk, λk ) = max
wk:‖wk‖2=1

{
wT

k Akwk − λkwT
k Bkwk

}
(5.5)

where λk is a scalar. To solve (5.5), I compute the derivative of the argument of the

maximum operator with respect to wk and set the derivative to zero, which yields

Ar
kwk = λkBr

kwk (5.6)

Here (·)r denotes the real part. This is the well-known generalized eigenvalue prob-

lem [70] and the solution is the generalized eigenvector wopt
k corresponding to the

largest generalized eigenvalue λopt
k of (Ar

k,B
r
k):

λopt
k =

(
wopt

k

)T
Ar

kw
opt
k(

wopt
k

)T
Br

kw
opt
k

=

(
wopt

k

)T
Akw

opt
k(

wopt
k

)T
Bkw

opt
k

(5.7)
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Hence, bopt
k = log2(λ

opt
k ). If an optimal TEQ were found for every subchannel, then

the bit allocation for every one of those subchannels would be maximized which

leads to [
bint
DMT

]opt
=
∑
k∈I

⌊
log2

(
(wopt

k )TAkw
opt
k

(wopt
k )TBkw

opt
k

)⌋
(5.8)

The implementation of (5.8) is achieved with the optimal time domain equalizer

filter bank architecture where each subchannel time domain equalizer satisfies (5.7).

Figure 5.1 shows the architecture of a DMT receiver with the time-domain

equalizer filter bank structure. The received N + ν × 1 sample vector x is split into

|I| identical sample vectors where again |I| is the cardinality of the set containing

the subchannels of interest. Each vector is then filtered using a subchannel time

domain equalizer. Thus, there are as many TEQ FIR as there are subchannels of

interest. After the TEQFB, the cyclic prefix samples are removed to obtain the

N × 1 vector yk. The transfer to the frequency domain is performed using a bank

of Goertzel [106] filters, each one tuned to the frequency of the desired subchannel

and computing a single point DFT coefficient. Since yk is the signal after every

subchannel time domain equalizer, then the corresponding frequency response Yk

for the kth subchannel is

Gn
k = yn

k + 2 cos
(

2πk

N

)
Gn−1

k − Gn−2
k (5.9)

Yk =
[
GN

k − GN−1
k cos

(
2πk

N

)]

+ j

[
GN−1

k sin
(

2πk

N

)]
(5.10)

where G−1
k = G−2

k = 0 and n = 0, 1, · · · , N . After the Goertzel filter bank there

are N/2 complex values Yk, which are equalized using the standard one-tap FEQ per

subchannel and subsequently decoded. In Figure 5.1 shows the block architecture

of a DMT receiver with the new TEQFB where the shaded blocks represent the new

TEQFB architecture addition to the standard DMT receiver.
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Figure 5.1: Block Diagram of Discrete Multitone Receiver with Time Domain Equal-
izer Filter Bank Architecture.

TEQFB architecture maximizes (5.1) and is thus an optimal architecture for

the DMT receiver with the optimal subchannel TEQ FIR provided by the solution

of (5.6). This architecture and the corresponding TEQ FIR solutions is what I

collectively call the time-domain equalizer filter bank or TEQFB. Thus, any other

arrangement of TEQ filters, be it a single TEQ or multiple, can only perform at par

with the TEQFB or worse for the given set of subchannels of interest.
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5.5 Single Time Domain Equalizer for Data-carrying

Subchannels

This section presents a single time domain equalizer design for all subchannels of

interest. The single time domain equalizer performance as measured by the data

rate could match the data rate achieved by the time domain equalizer filter bank

or it will match than the performance of the best of the subchannel equalizers that

are a part of TEQFB solution when evaluated across the subchannels of interest.

The standard single time domain equalizer architecture has the advantage of being

numerically inexpensive and more easily implementable than time domain equalizer

filter bank due to the presence of only one FIR filter and the ability to use the FFT

block instead of a bank of Goertzel filters.

5.5.1 Solution space

As only integer bit loading is allowed in DMT ADSL and VDSL, it is possible that

more than one w achieves maximum integer bit loading for the kth subchannel. Let

the set of single TEQ FIR solutions for a single subchannel k be

Jk = {w : �bk(w)� = �bk(w
opt
k )�, w ∈ S} (5.11)

I search for a single TEQ FIR that will maximize (5.1), i.e. perform as well as the

TEQFB. The set of these filters is

J = {w : w ∈
⋂
k∈I

Jk} (5.12)

Set J may contain many single TEQ FIR due to the integer-valued bint
DMT, or may

be an empty set. The maximization of (5.1) should result in a member of J if one

exists, or if J is a null set, it should find a single TEQ that performs as close as

possible to TEQFB. So far, I am not aware of a method that lets us determine in

advance if J is empty or not.
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5.5.2 Fractional bit rate as function of the time domain equalizer

taps

The maximization of the integer bit rate equation given by (5.1) with respect to a

single TEQ FIR w is not mathematically tractable. I make a simplification to (5.1)

and propose to maximize a related function. The function is the fractional bit rate

and is given by

bDMT(w, I) =
∑
k∈I

log2

(
wT(ΓkB̃k + Ãk)w

wT(ΓkB̃k)w

)

=
∑
k∈I

bk(w) (5.13)

The difference with the integer bit rate equation given by (5.1) lies in the absence

of the flooring function.

But, is the maximizer of (5.13) also the maximizer of (5.1)? Figures 5.2 and

5.3 plot the values of both (5.2) and (5.13) for all possible values of w of length 2

and 3 taps, respectively, for a CIR involving a standard transmission channel carrier

serving area (CSA) loop 3 and transmit and receive filters. The maxima of both

(5.2) and (5.13) happen for the same w in both 2- and 3-dimensional space. This is

also true for the other seven CSA loops. Thus, maximizing (5.2) maximizes (5.13)

in these two cases; however, I cannot guarantee that this will be the case in general.

I make the approximation because (5.13) is mathematically easier to maximize than

(5.1) and the simulation results presented lend some hope that their maximizers will

be the same because of the parameters of the problem like the transmission channel,

FFT structure, etc. Similar simplification was also made in the published work on

the topic notably [63, 86].

Thus, the problem to solve is

wopt = arg max
w

{bDMT(w, I)} (5.14)

One way to solve it is to parameterize the problem by imposing a constraint that
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Figure 5.2: Evaluation of Fractional Bit Rate bDMT (solid) and Integer Bit Rate
bint
DMT (Solid with Diamonds) for All Values of Time Domain Equalizer w =

[sin(θ), cos(θ)]T, θ =
[
−π

2 , π
2

]
of Length M = 2 for Carrier Service Area Loop 3

with Transmission Delay ∆=15, FFT Size N = 512, Cyclic Prefix Length ν = 32,
Input Power = 0.2472 W, Additive White Gaussian Noise Power =-140 dBm/Hz,
Near-end Crosstalk modelled as 49 ADSL Disturbers and θ Sampled with 1081
Points. Notice That bint

DMT and bDMT Share Global Maximizer.
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Figure 5.3: The Evaluation of a. bint
DMT and b. bDMT for All Values of w =

[sin(α) sin(θ), cos(α) sin(θ), cos(θ)]T for Azimuth Angle α =
[
−π

2 , π
2

]
and Altitude

Angle θ =
[
−π

2 , π
2

]
for Channel Impulse Response Containing Carrier Service Area

Loop 3 with Time Domain Equalizer Length M = 3, with Transmission Delay ∆=15,
FFT Size N = 512, Cyclic Prefix Length ν = 32, Input Power = 0.2472 W, Additive
White Gaussian Noise Power =-140 dBm/Hz, Near-end Crosstalk modelled as 49
ADSL Disturbers and θ Sampled with 1081 Points. The Maxima of Both bDMT and
bint
DMT Occur for α = −0.4741 rad and θ = −1.1606 rad
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M × 1 TEQ vector w is a point on the M -dimensional unit hyper-sphere, given by

w0 =
M−1∏
l=1

sin(θl) (5.15)

wm = cos(θm)
M−1∏

l=m+1

sin(θl), m = 1, 2, · · · , M − 1 (5.16)

The solution is then reached by performing an exhaustive search on the set

T = {(θ1, θ2, · · · , θM−1)|θm ∈ [−π/2, π/2], m = 1, 2, · · · , M − 1} (5.17)

The unit hyper-sphere constraint allows us to represent the solution using compact

notation and it does not unduly constrain us as to leave possible theoretical solutions

out of the scope of the problem. For example, for M=2, all of the possible w’s lie

on a unit circle. Changing the size of the circle would change the amplitude of each

w but does not change their performance relative to each other. When M = 2, this

approach leads to a simple line search on θ1 ∈ [−π/2, π/2]. In this case, there is a

single mode corresponding to the global maximum of the function and is found for

a particular value of θ1. Therefore, the solution can be found using virtually any

method that can handle a line search and a single maximum.

However, for M > 2 the structure changes to a multimodal structure with

several maxima as demonstrated in Figure 5.3. The exhaustive search for the case

M > 2 is unfeasible due to the number of points to probe on the surface of the

M -dimensional unit hyper-sphere. Hence, a better algorithm is needed to solve the

problem in finite time.

5.5.3 Single time domain equalizer design algorithm

Equation (5.13) is a sum of logarithms whose argument is a ratio of two convex

quadratic forms of w. A method to maximize a sum-of-ratios is an active research

topic in the fractional programming community for which no definitive solution
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exists yet (see e.g. [105, 107]). However, (5.13) is a sum of logarithms of ratios, thus

maximizing it is an even more involved problem that of maximizing a sum of ratios.

The maximization method of (5.13) presented here grew out of an attempt

to maximize another function. This function is

s(w, I) =
∑
k∈I

wT(ΓkB̃k + Ãk)w
wT(ΓkB̃k)w

(5.18)

Equation (5.18) is the sum of the subchannel SNR models and the maximization of

it is the sum-of-ratios problem. Almogy and Levin [108] present a method to solve

a sum-of-ratios problem

b = max
x∈R

n∑
i=1

fi(x)
gi(x)

(5.19)

by transforming it into the parametric problem

Hn(q) = max
x∈R

n∑
i=1

[fi(x) − qigi(x)] (5.20)

where, q = [q1, q2, · · · , qn]T and where by analogy to the single-ratio maximiza-

tion Dinkelbach approach (which is the same as Lagrangian multipliers [109]), they

defined

qi =
fi(xp)
gi(xp)

(5.21)

where xp is the solution of the maximization in the previous step. The single-ratio

maximization parametric equation H1(q1) is a convex, non-increasing function of q1

with a single root as shown in Figure 5.4. In a single-ratio problem (n = 1) the

solution is reached when H1(q1) = 0. The value of q1 where H1(q1) = 0 is q1 = qopt
1

and the point x maximizing the current iteration is the same as the value that

maximized the previous iteration xp. In the maximization algorithm q1 increases

with every iteration, while H1(q1) decreases.

By analogy to Dinkelbach method, Almogy and Levin solve sum-of-ratio

parametric equation Hn(q) = 0 to find the optimal solution of the sum-of-ratios

problem. Their approach is erroneous as shown by Falk and Palocsay [110] and
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Figure 5.4: Parametric Equation for Single-ratio Maximization

validated in our experiments in using Almogy and Levin’s iteration to maximize a

version of (5.18).

The function Hn(q) is still a convex, non-increasing function of q with a

single crossing [105]. In the sum-of-ratios problem, finding a zero of Hn(q) does

not produce b. However, Almogy and Levin’s iteration does find the roots of the

nonlinear Hn(q) efficiently. Hence, I use their idea with modifications specific to

the maximization of (5.13), to find a root of the gradient of (5.13) that corresponds

to the closest local maximum to the initial point.

The gradient of (5.13) is

dbDMT(w, I)
dw

=
2

ln 2

∑
k∈I

rk(w) [Ar
k − λk(w)Br

k]w (5.22)

where

rk(w) =
1

wTAkw
and λk(w) =

wTAkw
wTBkw

(5.23)

Notice that

bDMT(w, I) =
∑
k∈I

log2 [λk(w)] (5.24)
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thus, increasing λk(w) increases bDMT(w, I). Now I can write

Ck(w) = rk(w) [Ar
k − λk(w)Br

k] and C(w, I) =
∑
k∈I

Ck(w) (5.25)

This leads to an equation similar to (5.20) in which rk(w), λk(w) and Ck(w) are

projected according to (5.23) and (5.25) during the iterative procedure that finds

the optimal root of (5.22). Let

H(λ) = max
w∈S

wTC(w, I)w

= max
w∈S

∑
k∈I

rk

[
wTAr

kw − λkwTBr
kw

]
(5.26)

where λ = [· · · , λk, · · ·]T, k ∈ I. The proposed method uses Almogy and Levin’s

method as a basis, not to find a maximum of a sum-of-ratios problem but to find

a zero of (5.26) corresponding to the closest maximum of (5.13). As the algorithm

progresses, λk(w) will always increase due to the properties of the Almogy-Levin

parametric equation behavior, thereby increasing (5.13).

However, the algorithm will only find a local maximum that is closest to

the initial point. Given a good initial point, the local maximum can be a global

maximum. The initial point for the value of w will be the TEQFB subchannel

equalizer that results in the highest value of (5.13) for all subchannels of interest

when compared to the other TEQFB subchannel equalizers. In the context of the

maximization of (5.13), the N
2 TEQ filters that comprise TEQFB can be used to

evaluate (5.13) at N
2 points. The TEQFB filter that performs the best on all of

the subchannels is intuitively a good starting point that is likely to be the closest

to the global solution. The simulation results presented in Chapter 7 support that

assertion.

The single TEQ design algorithm is shown in Figure 5.5. The key steps

in the proposed single TEQ design algorithm (Figure 5.5) are the computations of

bDMT(wopt
k , I), k ∈ I and wnew, i = 1, 2, · · · , which are solved by finding the gen-

eralized eigenvector corresponding to the largest eigenvalue of a pair of matrices.
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The presented algorithm based on the Almogy/Levin’s iteration [108] finds the clos-

est local maximum to our starting point with quadratic convergence, without the

oscillatory behavior associated with standard steepest ascent algorithms [109].

5.6 Computational Complexity

5.6.1 Initialization cost

TEQFB algorithm requires up to |I| (all DMT data-carrying subchannels ) solutions

of symmetric-definite problems, i.e. largest generalized eigenvalue-eigenvector pair.

From [56, p. 465] the largest generalized eigenvalue-eigenvector pair can be found

using an extension of the Rayleigh quotient iteration. The cost of this procedure

is iterR(M3/3 + 12M2 + 4M) where iterR is the number of iterations used. Thus,

the initialization cost of TEQFB, i.e. the cost of finding the optimal TEQ FIR for

each subchannel is Nu ∗ iterR(M3/3 + 12M2 + 4M). The initialization cost of the

proposed single TEQ algorithm is

iterS

[
|I|(9M2 + 12M) + iterR(M3/3 + 12M2 + 4M)

]
where iterS is the number of

iterations of the maximization procedure. The initialization cost of the single TEQ

FIR does not include the cost of finding the TEQFB and then finding subchannel

TEQ which is a member of the TEQFB and which achieves the highest performance

over all of the subchannels of interest. The number of iterations in the simulations

averaged 100 after which the change in the calculated TEQ taps was negligible.

5.6.2 Data transmission complexity

The complexity during data transmission governs the amount of computations that

the G. DMT receiver will perform to process data per second of time. The numbers

presented thus take into account the computations performed at a symbol rate and

at sample rate executed in a single second. The computational complexity and
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Table 5.1: Data Transmission Computational Complexity for Sample Rate fs =
2.208 MHz, Symbol Rate fsym = 4 kHz, FFT size N = 512, Cyclic Prefix Length
ν = 32 and Time Domain Equalizer Filters Length M = 2 to 32.

single TEQ Real MACs Words/Sym
TEQ Mfs 2M

FFT 2N log2 Nfsym 4N

FEQ 2Nfsym 2N

TEQFB Real MACs Words/Sym
TEQ FB N

2 Mfs M(1 + N
2 )

Goertzel FB (N2 + N)fsym 4N

FEQ 2Nfsym 2N

PTE Real MACs Words/Sym
FFT 2N log2 Nfsym 4N + 2ν

Sliding FFT 2(M − 1)Nfsym N

Combiner 2NMfsym (M + 1)N

memory requirements during data transmission for the conventional, single TEQ

architecture, TEQFB and per-tone (PTE) architectures are shown in Table 5.1.

The PTE architecture introduced in Chapter 1, Section 2.6 is used here to show

the burden imposed by another alternative solution to the TEQ problem that is

realized in a per-tone architecture. The assumption is that the number of data-

carrying subchannels is equal to the number of subchannels available in G.DMT

being N
2 . This assumption simplifies the notation, however in a system employing

G.DMT in the field, that number would be smaller and would vary with the length

of the copper twisted pair and of the data rate required by the services that are

used by the customer.

Figure 5.6 shows the memory requirements for the compared DMT receiver

TEQ block architectures obtain from the second column of Table 5.1 for M vary-

ing from 2 to 32. From Figure 5.6, TEQFB can have lower memory needs than

PTE, however it has significantly higher computational requirements during data
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transmission that make it too expensive for cost-effective embedded implementation

today.

5.7 Conclusion

This chapter presents the bit rate equation dependency on the time domain equal-

izer. The bit rate equation is related to the TEQ taps through the SNR model de-

fined in Chapter 3, Section 5.2. The bit rate equation is an integer-valued function

derived as a sum of the logarithms of ratios. The signal to noise ratios have a convex

numerator quadratic in the TEQ taps and a convex denominator again quadratic in

the TEQ taps. The maximization over the TEQ block of the integer-valued bit rate

function is achieved through a novel TEQ block architecture where each subchannel

is assigned a TEQ FIR filter designed to maximize the bit rate in that particular

subchannel. Each member of the sum constituting the system bit rate is maximized

thus maximizing the sum. The optimal subchannel time domain equalizer is found

as the solution to the generalized eigenvalue problem being the eigenvector of the

pair (Ak,Bk) corresponding to the maximum generalized eigenvalue.

Then the attention turned to a more standard TEQ block architecture where

only one time domain equalizer “covers” all of the subchannels. This architecture

simpler and numerically less expensive than time domain equalizer filter bank. I

proceed to find a single time domain equalizer that potentially maximizes the bit

rate equation having seen how TEQFB does it. A simplification removes the integer

only constraint from the bit rate equation in order to create a mathematically more

amenable cost function. Examples are given where the maxima of the new fractional

bit rate is the same as the maxima of the integer-valued bit rate; however, no proof

is offered that is so for all cases covered by the parameters of the problem. The

design of a single time domain equalizer is performed using Almogy/Levin [108]

iteration to find the zero of the gradient of the fractional bit rate equation. As such,

119



this method will find the nearest local maximum and does not guarantee an optimal

solution. The starting point of the iterative algorithm is provided by the member

of the TEQFB which results in the highest fractional data rate when evaluated in

the traditional single time domain equalizer architecture.

Finally, this chapter concludes with a look at the initialization and data

transmission complexity of the proposed design algorithms. The initialization and

data transmission complexity of the TEQFB architecture make it not feasible as a

solution in current real-time embedded systems; however, it is the optimal solution

and provides an analysis tool for comparison of the performance of other TEQ

methods.
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begin
ko = arg maxk

{
bDMT(wopt

k , I), k ∈ I
}
;

wopt = wopt
ko

;
w = wopt

ko
;

for k = 0; k < |I|; k + +;
rk = 0;
λk = 0;

end
α = 0;
for i = 0; i < imax; i + +;

for k = 0; k < |I|; k + +;
rk = αrk + (1 − α) 1

wTAkw
;

λk = αλk + (1 − α)wTAkw
wTBkw

;
C(w, I) = C(w, I) + rk [Ar

k − λkBr
k] ;

end
wnew = arg max{vTC(w, I)v|vTv = 1};
if ‖wnew − w‖∞ < ε

break;
end
if bDMT(wnew, I) < bDMT(w, I)

α = 1+α
2 ;

else
wopt = wnew;

end
w = wnew;
C(w, I) = 0;

end
end

Figure 5.5: Proposed Single Time Domain Equalizer Design Algorithm
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Methods During Data Transmission Using the Maximum Number of Subchannels.
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Chapter 6

Multichannel Time Domain

Equalizer Design

Chapter 5 focused on a design of a TEQ block that maximizes the DMT system bit

rate for a single known transmission channel. However, there are applications where

the time domain equalizer should shorten known multiple channels simultaneously.

I propose a method to design a single time domain equalizer to shorten multiple

channels by maximizing a weighted sum of channel shortening signal-to-noise ratios

where the shortening signal-to-noise ratio was defined in [67, 68, 69]. The proposed

method outperforms the joint channel shortening method of Melsa, Younce, and

Rohrs [67] because it achieves higher weighted sum of shortening signal-to-noise

ratio of the used channels.

6.1 Introduction

Melsa, Younce, and Rohrs [67, 68, 69] propose a method for joint shortening of two

channels using a single FIR, which I refer to as Joint MSSNR. This method jointly

shortens a single channel impulse response and the near-end echo impulse response
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using a single TEQ FIR. A TEQ simultaneously minimizes ISI in the received data

and shortens the near-end echo impulse response thus, simplifying the removal of

the near-end echo.

In some cases, it may be desirable for a central office to use a single FIR TEQ

that would shorten a number of DMT channel impulse responses. The situation

may arise when a broadband service provider desires to reduce the variability in the

performance of its modems from one link to the next, which occurs when a DMT

modem re-designs the TEQ every time it is powered and attempts to establish a link.

The central office provider may have access to a number of channels in its carrier

service area, which it can use to perform the TEQ design off-line. The TEQ design

would provide a single TEQ that will perform well for the given set of channels.

Similarly, in wireless OFDM applications, it may be desirable to have a TEQ that

will simultaneously shorten a number of transmission channels for multiple users.

I propose the Maximum Composite SSNR (MCSSNR) method to design a

single FIR TEQ to shorten more than one channel by maximizing a sum of modified

channel SSNRs. The modified SSNR measure defined in [72] uses the ratio of the

channel energy inside the target window to the overall energy. The modified SSNR

measure improves numerical stability in the calculation because it takes values from

0 (maximum ISI) to 1 (minimum ISI), inclusive, and is conveniently represented

on fixed-point programmable digital signal processors used in commercial ADSL

modems. The proposed method outperforms the joint channel shortening method

of Melsa, Younce, and Rohrs (Joint MSSNR) because it achieves higher weighted

sum of SSNRs of the used channels.

This chapter is organized as follows. Section 6.2 summarizes the MMSNR

and Joint MSSNR method as proposed by Melsa, Younce, and Rohrs. Section 6.3

derives the proposed MCSSNR time domain equalizer design method. Section 6.4

proposes a time domain equalizer that will simultaneously shorten multiple channel
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impulse responses. Section 6.5 concludes this chapter.

6.2 Background

I consider a discretized transmission channel modelled as an FIR filter with an

impulse response of Nh samples denoted h, and a single FIR TEQ with impulse

response of M samples denoted w. The cyclic prefix is ν samples long; hence, the

receiver needs to shorten the channel so that most of the energy of the shortened

channel impulse response lies in at most ν+1 samples. The linear convolution of the

channel impulse response and TEQ results in an effective (and hopefully shortened)

channel heff .

Melsa, Younce, and Rohrs [67] partition heff into two channels: (1) hwin,

which consists of samples of heff lying within the desired ν + 1 window, and (2)

hwall, which consists of the remaining samples of heff . The effective channel impulse

response heff can be written as heff = Hw where H is the (Nh + M − 1) × M

convolution matrix of h. So, hwin = Hwinw and hwall = Hwallw where Hwin consists

of ν rows of H starting from position ∆, where ∆ is the transmission delay, and

Hwall consists of the remaining rows of H. Melsa, Younce, and Rohrs define the

SSNR as

p(w) =
wTHT

winHwinw
wTHT

wallHwallw
=

wTAw
wTBw

(6.1)

In order to maximize p(w), Melsa, Younce, and Rohrs minimize wTBw subject to

the constraint that wTAw = 1, which yields the MSSNR TEQ design method.

Joint MSSNR uses the previously defined Hwall and Hwin matrices and in-

troduces equivalently defined matrices Hwall,e and Hwin,e derived from the near-end

echo impulse response he. Matrices A and B are defined in terms of the real-valued

parameter α, where 0 < α < 1, as follows:

A(α) = αHT
winHwin + (1 − α)HT

win,eHwin,e (6.2)
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B(α) = αHT
wallHwall + (1 − α)HT

wall,eHwall,e (6.3)

In order to maximize p(w, α) jointly, Melsa, Younce, and Rohrs [67] minimize

wTQ(α)w subject to the constraint that wTA(α)w = 1, which yields the Joint

MSSNR TEQ design method. However, when the TEQ becomes longer than the

cyclic prefix the matrix B becomes singular. In order to remedy this, Yin and Yue

[72] propose a denominator that uses the energy of the entire channel and not only

the energy in outside the window of interest. I use their numerator definition in the

following section.

6.3 Composite Shortening Signal-to-Noise Ratio

I extend the approach of the Joint MSSNR design method from two channels to

multiple channels. For K channels, I propose a composite shortening signal-to-noise

ration (CSSNR)

p(w) =
K∑

k=1

αkpk(w) =
K∑

k=1

αk
wTAkw
wTQkw

(6.4)

where A = HT
k,winHk,win, Qk = Hk

THk, and αk is the weighting of the contribution

of the kth channel to the overall measure so that
∑K

k=1 αk = 1 and α > 0. Each

weight αk can be different, e.g. if the service provider wanted to attach more or less

importance to a particular channel or a set of channels. If each weight αk had the

same value, then a convenient setting would be αk = 100%
K . In this case, p(w) would

be composed of equal contributions from all channels.

So, in that case pk(w) approaches a value of αk as w approaches the solution.

My goal is to find wopt such that p(w) is maximized. The proposed solution consists

of the following major steps:

1. find the optimal solutions wopt
k for all k ∈ {1, · · · , K}

2. select the solution w = wopt
k for which p(wopt

k ) attains the highest value as

the initial point, and
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3. find the zero of the gradient of p(w), by using the Almogy/Levin iteration

[108], to find the maximum of the objective function closest to the initial

point, a.k.a. the MCSSNR.

A similar approach for a single channel was taken in [38], in which the objective

function was the sum of the bit rates per DMT subchannel.

6.4 Multichannel Time Domain Equalizer

From Yin and Yue [72], maximization of the modified SSNR-based ratio in (6.4)

for a single channel can be transformed the well-known generalized eigenvalue prob-

lem [70], and the solution is the generalized eigenvector wopt
k that corresponds to

the largest generalized eigenvalue λopt
k of (Ar

k,B
r
k). Finding a single TEQ that will

maximize the proposed sum of modified SSNR leads to a more difficult problem.

Maximization of a sum-of-ratios is an active research topic in fractional program-

ming for which a definitive solution has not been discovered [105, 107]. Thus, I

propose a solution that achieves good experimental results, although no guarantee

of optimality can be given.

I apply Almogy and Levin’s method [108], which is based on the Dinkelbach

approach [111], to find the root of the first derivative of (6.4). The algorithm

development follows the exposition given in Section 5.5.3 where I described how to

find a single TEQ that will maximize the bit rate of multiple subchannels. Now, I

have changed the objective to designing a single TEQ for multiple channels, however

the mathematical form of the problem is similar to the one laid out in Section 5.5.3.

The proposed multichannel TEQ design algorithm is outlined in Figure 6.1.
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6.5 Conclusion

In this chapter I propose a time domain equalizer design method that will shorten

multiple channels simultaneously. I maximize a new objective function that captures

the contributions of different channels in a weighted sum of SSNR-based ratios. This

approach is an application of the sum-of-ratios maximization approach of Chapter 5.

The problem is similar to the problem of designing the single time domain equalizer

analyzed in the previous chapter; however, now I design a time domain equalizer for

multiple channels. The algorithm does not guarantee a solution that will maximize

a sum of ratios however simulation results show that with a good initial point it

achieves better results than Joint MSSNR. This approach is still work-in-progress

and future work may include some of the developments of the multiple-in multiple-

out equalizers.
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1. Create matrices Ak and Bk for all k.

2. Compute the value of p(w) for w equal to an impulse.

3. Compute the optimal wopt
k for each channel (generalized eigenvalue

problem for a pair of matrices Ak and Bk for each k).

4. Compute the value of
∑K

k=1 αkpk(w
opt
k ) - this is the upper bound I

hope to achieve.

5. Compute the value of p(wopt
k ) for each k and chose the maximum of all

those values and the associated w = wopt = wopt
k as the initial point.

6. rk = βrk + (1 − β) 1
wTBkw

,∀k.

7. λk = βλk + (1 − β)wTAkw
wTBkw

,∀k.

8. Compute C(w) =
∑K

k=1 rk [Ar
k − λkBr

k].

9. wnew = arg max{vTC(w)v, ‖v‖2 = 1}.

10. If ‖wnew − w‖∞ < ε OR i > imax return wopt and jump to 16) .

11. Calculate p(wnew).

12. If p(wnew) < p(w) set β = (1 + β)/2, ELSE wopt = wnew.

13. w = wnew.

14. i = i + 1.

15. Go back to step 6 and repeat.

16. Done.

Figure 6.1: Proposed Maximum Composite Shortening Signal-to-Noise Ratio Mul-
tichannel Time Domain Equalizer Design Algorithm. The Algorithm is Initialized
by Setting the Iteration Counter i = 0, the Smoothing Factor β = 0 and rk and λk

to Zero for All Subchannels.
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Chapter 7

Performance Evaluation

This chapter presents the results of the simulations that were performed to test

the proposed time domain equalizer filter bank and single time domain equalizer

architectures and initialization algorithms. The performance of the proposed meth-

ods is put into context by comparison with representative previously published time

domain equalizer design methods. The transmission channels included standard

carrier service area (CSA) loops, transmitter and receiver analog front-end filters

and various noise sources included in the subchannel signal-to-noise ratio model

of Chapter 3. The simulation results compare the performance of the proposed

time domain equalizer design with minimum inter-symbol interference, maximum

bit rate, per-tone equalizer initialized using the least-squares method and minimum

mean squared error time domain equalizer design. The results of the simulations

show that the theoretical optimality of the time domain equalizer filter bank ar-

chitecture and initialization algorithm is followed by its best-in-class performance

against peer methods. The results also show that the proposed single time domain

equalizer method achieves on average more than 99% of time domain equalizer filter

bank performance with significantly simpler architecture.
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7.1 Introduction

The presentation of the new TEQ design methods would hardly be complete with-

out a test of their performance versus other previously published methods. The

simulation results compare the performance of the proposed TEQ design methods

with Min-ISI, MBR, MMSE and LS PTE initialized using the least-squares method.

There is a large number of previously published methods and the assessment of their

performance and the performance of the TEQ design methods of this dissertation

has to be fair and not biased toward a particular method’s objective function or

training method. The best measure of the performance of a TEQ design method is

the bit rate that could be measured in a DMT receiver for a given bit error rate.

If a TEQ design method produces a TEQ block that results in a higher data rate

with all other things being equal such as the transmission channel used, the amount

and shaping of the noise, then that design method has superior performance versus

its peers. In a DMT receiver, the bit rate is a function of the measured subchannel

SNR on each data-carrying subchannel. Proposed single TEQ and TEQFB and

its peer design methods evaluated in this simulation such as Min-ISI, MBR and

LS PTE design methods are evaluated using the measured SNR and corresponding

achievable bit rate, which establishes a common testing platform. In the past, some

TEQ design methods have used objective functions that have been derived from

their formulation of the problem (such as MSE or Geometric SNR) to report the

validity of their design. There is no assurance that the superior performance as

defined using some of those measures indeed translates into superior bit rate as it

is measured and applied in an actual ADSL DMT system initialization. That is

why this work evaluates the performance of the proposed and previously published

methods using SNR measured very closely to the way it is defined in ADSL DMT

systems and not using the proposed subchannel SNR model. The intent is to use

an objective method of testing a TEQ design that relates the success of the TEQ
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design to the data rate measurable on an ADSL DMT system.

Section 7.2 introduces the simulation parameters including the characteristics

of the transmission channels used, the properties and levels of the channel-induced

noise and the procedure used to generate the random signals used to excite the

channel and measure the SNR and corresponding bit rate. Section 7.3 presents the

simulation results in a series of graphs and tables that show the performance of the

proposed methods against the published methods. Finally, Section 7.4 concludes

this chapter.

7.2 Simulation Parameters

The simulations use eight standard downstream CSA loops [20] convolved with

transmit and receive filters as the test channel impulse response. The standard CSA

loops are shown in Figure 7.1 and are specified in the form x/y where x is the length

of the wire while y is the wire gauge. The transmit and receive filters are modelled as

first-order high-pass infinite impulse response filters, which are designed to separate

the ADSL frequency band from the 0-4 kHz voice band (a double zero is located at

z = 1, while conjugate symmetric poles are located at z = 0.9799± j0.0317 in Figure

7.2). All CSA channel impulse responses consist of 512 samples sampled at 2.208

MHz. The standard downstream G.DMT uses a bandwidth of up to 1.104 MHz and

the length of a downstream frame during the channel identification initialization

is 512 samples without the cyclic prefix of length 32. This DMT frame structure

enables identification of 512 samples of the channel impulse response.

The simulations use the FFT size N = 512 standard in downstream ADSL

with Γ = 9.8 dB, and do not add a coding gain or a margin 1. All of the power
1The bit loading tables in ADSL are designed to yield the bit-error rate (BER) of 10−7 at 0 dB

margin. The measured SNR is used to determine bit loading. In practice, often additional safety
is sought in the form of margin to budget for unforseen increases in noise or insufficiently accurate
SNR measurements.
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Figure 7.1: Standard Carrier Area Service Loops are Specified as x/y Where x is
Length of Wire and y is Wire Gauge. Vertical Lines are Bridge Taps.

used in the simulations is defined with respect to a 100 Ω resistance. The power

of the signal is 0.2475 W spread equally over all of the subchannels. Additive

white Gaussian noise power is equal to -140 dBm/Hz over the bandwidth of 1.104

MHz with the near-end crosstalk source being modelled as 49 ADSL disturbers. The

power spectral density of near-end crosstalk is defined in G.DMT [20]. Van de Velde,

Pollet and Moeneclaey [112] discuss the effects of the copper twisted-pair and noise

on ADSL performance (QAM implementation) and conclude that near-end crosstalk
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Figure 7.2: Phase and Magnitude Response of the Infinite Impulse Response Filter
Modelling Discrete Multitone Transmit and Receive Filters. Double Zero is Located
at 1, while Conjugate Symmetric Poles are Located at 0.9799±j0.0317. Transmit and
Receive High-pass Filters Separate the Telephone Band from Asymmetric Digital
Subscriber Line Band.

from competing services (other ADSL, HDSL, etc.) in the same bundle 2 have the

most effect on the ADSL bit rate.

The delay ∆ is a free parameter in the optimization and is varied over values

0 to 40 with the best achieved data rate taken to be the best result. The upper

limit of 40 was heuristically determined for the tested channels. Thus, once ∆opt is

chosen, the simulation designs the time domain equalizer according to the method

in question (TEQFB, MBR, etc.). TEQ designed by Min-ISI, MBR, and MMSE
2Bundle refers to a grouping of unshielded cabling emerging from the central office and emanating

toward the carrier service area
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methods is obtained using the Matlab DMT TEQ Design Toolbox [113].

Per-tone equalizer structures of [90] were designed using the least-squares

method that does not require knowledge of the channel model. The length of the

training sequence (measured in DMT frames) used for LS PTE convergence was 300

frames. The number of frames in the LS PTE training sequence was the same for

all PTE equalizer lengths. The number of frames used for the LS PTE convergence

arose from the simulations in which the training sequence length was varied from

300 to 1024 frames for a limited number of cases involving various CSA loops and

various PTE equalizer lengths. The difference in the data rate achieved by tripling

the LS PTE training sequence length from 300 to 900 frames was less than the

statistical uncertainty inherent in the SNR measurement, i.e. less than 60 kbps.

The system SNR is measured as it would be measured in a G.DMT system

during modem initialization. During training, all subchannels are loaded with a

randomly chosen two-bit constellation point at the transmitter (Figure 1.7). The

frames are convolved with the channel impulse response (including the transmit

filter, a CSA loop impulse response and a receive filter), passed through the TEQ

block designed by one of the methods being evaluated (i.e. proposed TEQ, proposed

TEQFB, Min-ISI, MBR, LS PTE, MMSE-UTC and MMSE-UEC). The received

frame is demodulated using the FFT block. The frequency domain equalizer removes

the phase and magnitude distortion. QAM decoding compares the complex value

received in a particular subchannel with the transmitted value resulting in a complex

error (magnitude and phase components are present). The measured subchannel

SNR in the subchannel k results from the power of the estimation error in that

subchannel averaged over a 1000 frames. The measured subchannel SNR is

SNRk = 10 log10

(
2

1
S

∑S−1
i=0 ‖Xi

k − Y i
k‖2

)
(7.1)

where S = 1000 frames, Xi
k is the transmitted 2-bit constellation data in the sub-

channel k in the ith frame, Y i
k is the received data in the subchannel k in the
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ith frame and 2 comes from the power of two-bit constellation point at locations

(±1,±1). The bit rates reported are calculated using the measured SNR (7.1) on

subchannels 7-256, following the G.DMT standard for 10−7 bit error rate (BER)

and up to 15 bits allowed per subchannel.

The bound on the SNR measurement using 1000 frames is approximately

±0.5 dB which means that the measured SNR is within 0.5 dB of the true SNR.

This result was obtained using confidence intervals for variance estimation [114,

p. 298]. The term “true” SNR refers to the SNR that would be measured at the

output of the frequency domain equalizer as S → ∞ in (7.1). Given a 1000-frame

measurement, the reported bit rates are accurate up to ±60 kbps. The measured

SNR was calculated using double-precision arithmetic.

7.3 Simulation Results

This chapter presents the simulations results. The simulation were designed to

test the proposed TEQ design methods in a variety of conditions under different

transmission channels against the peer TEQ design methods. My intent was to

explore the behavior of the proposed methods and reveal strengths and weaknesses

of the design and also check the agreement of the theoretical expectations and

practical simulation results.

Figure 7.3 shows the measured SNR and the proposed model SNR for the

case of M = 32 and CSA loop 2. The measured SNR was obtained with the

TEQFB in the signal path. The TEQFB was obtained by applying the described

TEQFB design procedure. The model SNR was obtained by evaluating (3.16) for the

calculated TEQFB. The proposed model SNR closely approximates the measured

SNR.

Figure 7.4 shows how the achieved bit rate varies with the change in the

number of TEQ taps M ranging from 2 to 32 as an example for the channel impulse
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Figure 7.3: Comparison of Measured Subchannel SNR and Subchannel SNR model
on Carrier Service Area Loop 2 for Time Domain Equalizer Length M = 32. Shows
Closeness of Measured Subchannel SNR and Subchannel SNR model with Most of
ISI Removed.

response containing CSA loop 2. The bit rate grows significantly from 2 to 3 TEQ

taps. The upward slope is present with the further increase in the number of TEQ

taps M but it is significantly moderated. LS PTE follows TEQFB closely for M = 2

to 8, outperforming TEQFB for M = 6; however, the LS PTE performance drops

off for larger sizes of M for the largest gap of 140 kbps. The proposed single TEQ

design performs closely to TEQFB outperforming LS PTE for some sizes of M and

performs better than Min-ISI, or MBR for all sizes of M in this figure.

Table 7.1 lists the data rate achieved with the proposed optimal TEQFB for

the channel impulse response including CSA loops 1-8. These data rates represent
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Figure 7.4: Simulation Data Rates Achieved on Carrier Service Area Loop 2 vs.
the Length of Time Domain Equalizer for FFT size N = 512, Cyclic Prefix Length
ν = 32 with Input Power = 0.2472 W, Additive White Gaussian Noise Power =-
140 dBm/Hz, Near-end Crosstalk Modelled as 49 ADSL Disturbers and Optimal
Transmission Delay ∆. a. Entire Graph b. Detail of Higher Data Rates. Reported
Rates are up to ±60 Kbps Away from True Values

the maximum data rate that can be achieved as a function of TEQFB for the given

signal and noise power levels.

Table 7.2 shows the achieved data rates of the proposed single TEQ design

method, MBR, Min-ISI, MMSE-UEC, MMSE-UTC, and LS PTE for the channel

impulse response including CSA loops 1-8 as percentage (%) of the data rate of the

proposed TEQFB. The row entry under LA(CSA, A), where LA stands for “loop
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Table 7.1: Highest Achieved Bit Rates for Time Domain Equalizer Filter Bank on
Standard Carrier Service Area Loops 1-8 with Transmit and Receive High-pass Fil-
ters for FFT size N = 512, Cyclic Prefix Length ν = 32 with Input Power = 0.2472
W, Additive White Gaussian Noise Power =-140 dBm/Hz, Near-end Crosstalk Mod-
elled as 49 ADSL Disturbers and Optimal Transmission Delay ∆. Each Time Do-
main Equalizer Filter Bank Subchannel Time Domain Equalizer is of Length M .
There are N/2 data-carrying subchannels and no limitations on the bit allocation.

CSA loop Prop. TEQFB (Mbps) ∆opt M

1 11.417 15 8
2 12.680 22 12
3 10.995 26 8
4 11.288 35 6
5 11.470 32 16
6 10.861 20 8
7 10.752 34 13
8 9.615 35 11

average” and A for “TEQ design algorithm” is calculated as

LA(CSA, A) =
1
31

32∑
M=2

bA(∆opt, CSA, M)
bopt
DMT(CSA, M)

∗ 100% (7.2)

where bA(∗) is the highest bit rate achieved by the evaluated algorithm for the given

TEQ size M ; ∆opt is found using line search, and bopt
DMT is the bit rate of TEQFB

defined in (5.8) for the given TEQ size M . Simulations are performed for each CSA

loop with M ranging from 2 to 32 for standard N = 512 and ν = 32. The last row

entry is the average for the evaluated algorithm.

Avg(A) =
1
8

8∑
CSA=1

LA(CSA, A) (7.3)

I intended to show how the evaluated algorithm may perform on “average” across

loops and TEQ filter sizes because in a deployed ADSL DMT system the algorithm

will need to work across varying loop topologies and may use different TEQ sizes.

TEQFB is always higher than the compared methods. The proposed single

TEQ design method achieves higher percentage for each channel impulse response
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Table 7.2: Performance of Simulated Time Domain Equalizer Methods vs. Time
Domain Equalizer Filter Bank Averaged over Time Domain Equalizer Length M ∈
{2, · · · , 32} for Standard Carrier Area Service Loops 1-8 with Transmit and Receive
High-pass Filters for FFT size N = 512, Cyclic Prefix Length ν = 32 with Input
Power = 0.2472 W, Additive White Gaussian Noise Power =-140 dBm/Hz, Near-
end Crosstalk Modelled as 49 ADSL Disturbers and Optimal Transmission Delay
∆. The Design methods are 1-Proposed Single Time Domain Equalizer, 2-MBR,3-
Min-ISI,4-LS PTE,5-MMSE-UEC,6-MMSE-UTC.

A
CSA 1 2 3 4 5 6

LA(1, A) 99.6% 97.3% 97.5% 99.5% 86.3% 84.4%
LA(2, A) 99.6% 97.0% 97.3% 99.5% 87.2% 85.8%
LA(3, A) 99.6% 97.8% 97.3% 99.6% 83.9% 83.0%
LA(4, A) 99.3% 98.1% 98.2% 99.1% 81.9% 81.5%
LA(5, A) 99.6% 97.7% 97.2% 99.5% 88.6% 88.9%
LA(6, A) 99.5% 97.7% 98.3% 99.4% 82.7% 79.8%
LA(7, A) 98.8% 96.3% 96.3% 99.6% 75.8% 78.4%
LA(8, A) 98.7% 97.4% 97.5% 99.2% 82.6% 83.6%

Avg(A) 99.3% 97.4% 97.5% 99.4% 83.6% 83.2%

than Min-ISI, MBR or MMSE-based methods. The proposed single TEQ’s final av-

erage is almost 2% higher than either MBR or the Min-ISI and more than 15% higher

than MMSE-UTC or MMSE-UEC. For a data rate of 11 Mbps, a 2% improvement

amounts to 220 kbps. The proposed single TEQ matches LS PTE performance on

the majority of CSA loops. The proposed single TEQ does not perform as well as

the LS PTE; however, the differences are small.

In Figure 7.5, I compare the change in the achieved bit rate with the change

in the CP length ν from 1 to 32 for a fixed number of TEQ taps, M = 3. TEQ

length M = 3 is used because results in Figure 7.4 show that is the smallest M to

achieve very high data rates. The bit rate steadily increases with the increase in ν.

The proposed design of TEQFB outperforms other methods. The proposed TEQ

design performs closely to TEQFB and outperforms both Min-ISI, and MBR TEQ.
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Figure 7.5: Simulation Data Rates Achieved on Carrier Service Area Loop 5 vs.
Length of Channel Prefix for Time Domain Equalizer Length M = 3, FFT size
N = 512, Cyclic Prefix Length ν = 32 with Input Power = 0.2472 W, Additive
White Gaussian Noise Power =-140 dBm/Hz, Near-end Crosstalk Modelled as 49
ADSL Disturbers and Optimal Transmission Delay ∆

Figure 7.6 shows how the bit rate changes as a function of transmission delay

∆ for the proposed single TEQ design method. The CIRs tested include CSA loop

1 for TEQ length M = {3, 10, 30}, N = 512, ν = 32. Generally, the bit rate rises

over a small range of ∆, plateaus for a range of ∆ and declines for the rest of the

measured delays. Increasing the number of TEQ taps brings about an increase in

the data rate but most prominently increases the range of ∆ over which the bit rate

function plateaus. This reduces the sensitivity of the design to the choice of ∆ as
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Figure 7.6: Simulation Data Rates of the Proposed Single Time Domain Equal-
izer Design Achieved on Carrier Service Area Loop 1 vs. Transmission Delay De-
sign Parameter for FFT size N = 512, Cyclic Prefix Length ν = 32 with Input
Power = 0.2472 W, Additive White Gaussian Noise Power =-140 dBm/Hz, Near-
end Crosstalk Modelled as 49 ADSL Disturbers.

the near maximum can be achieved for a larger number of ∆. The fact that the

bit rate as a function of ∆ has a high degree of “regularity” can aid TEQ design

methods when it comes to the choice of ∆.

Figure 7.7 compares the measured SNR achieved with the proposed single

TEQ design, MBR and Min-ISI for CSA loop 4. The figure gives insight into why

the performance of the proposed TEQ design outperforms the compared methods.

Both MBR and Min-ISI in this particular example tend to put nulls in the SNR

thus reducing the data rate. The simulation observations suggest that a successful

142



TEQ has a flat magnitude response over most of the spectrum and a null at the

position of the highest ISI whereas a less successful design will put a number of nulls

elsewhere in the spectrum.

The simulation results show the performance of the proposed multichannel

shortening MCSSNR method vs. the method of joint MSSNR channel shortening

method by Melsa, Younce, and Rohrs, for different steps of the proposed algorithm.

The comparison with the Joint MSSNR was achieved by designing the best multi-

channel TEQ using the Joint MSSNR algorithm and the proposed MCSSNR and

evaluating the modified SSNR ratio for each of the transmission channels in the

set. The final value reported for both methods is then the sum of all the evaluated

modified SSNR. The closer the final value is to 100%, the more successful is the

designed TEQ FIR in reducing the energy outside of the desired window for each

of the transmission channels in the set. I also compare the bit rate/channel of both

mentioned methods to the bit rate/channel achieved using single FIR TEQ method

in [38], in which each channel under consideration has its own TEQ FIR. The trans-

mission delay ∆ is chosen by using a line search with respect to the values of p(w).

The bit rates/channel reported are averages of the bit rates for each of the channels

CSA loops 1–8.

The values of interest are the values of the function p(w) and the bit rate/channel

at different steps of the proposed MCSSNR algorithm. These steps are (2), (4), (5),

and (16) of Figure 6.1. Each of the K channels contributed equally to the objective

function, so αk = 100%
K for all k.

Table 7.3 lists the values of the objective function and the corresponding

bit rate/channel averaged over TEQ FIR sizes M from 2 to 32. By the end of

the proposed maximization (shown under MCSSNR step (16) in Figure 6.1), the

objective function increases 1.94% and the corresponding bit rate/channel close to

500 kbps over the initial point TEQ FIR provided by the MCSSNR step (5). The

143



Table 7.3: Composite Shortening Signal-to-noise Ratio vs. Joint Maximum Signal-
to-noise Ratio at Selected Algorithm Steps for Time Domain Equalizer Lengths 2–
32,FFT size N = 512, Cyclic Prefix Length ν = 32 with Input Power = 0.2472 W,
Additive White Gaussian Noise Power =-140 dBm/Hz, Near-end Crosstalk Modelled
as 49 ADSL Disturbers. Bit Rate/Channel and Composite Signal-to-noise Ratio are
Averaged Over Time Domain Equalizer Lengths: a - MCSSNR Algorithm Step, b -
Value of p(w), c - Avg. Bit rate/channel (Mbps).

a b c
(2) 57.50% 0.79
(4) 99.95% 9.11
(5) 97.77% 8.77

(16) 99.71% 9.26
Joint MSSNR 99.18% 9.07

performance of algorithm step (16) is still worse than the performance afforded by

the algorithm step (4) where each subchannel has its own optimal TEQ FIR. The

difference in the average value of the objective function is close to 0.24% between

MCSSNR steps (4) and (16), although on average the latter achieves higher bit

rate/channel. This would be inconsistent if it were not for the fact that maximizing

an SSNR-based objective function does not necessarily maximize data rate [63]. The

value of the objective function in MCSSNR step (16) is larger than the value obtained

using the solution from Joint MSSNR, and so is the achieved bit rate/channel (see

the last row of Table 7.3).

Figure 7.8 illustrates the increase in the objective function p(w) vs. iteration

of the proposed algorithm for FIR TEQs of length M = 23 and M = 11 for CIRs

including CSA loops 1–8. The initial point value (obtained from MCSSNR step (5))

is shown as the solid line. The objective function rises to nearly 100% although it

never quite reaches the value of the objective function given by MCSSNR step (4)

(which is the dashed dotted line).

Figure 7.9 shows bit rate/channel achieved by varying the number of samples
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of the TEQ FIR from 2–32 for MCSSNR steps (2), (4), (5), and (16) for the CIRs

including CSA loops 1–8. It also shows the bit rate/channel achieved by Joint

MSSNR and the bit rate/channel achieved using single FIR TEQ design in [38], in

which each channel under consideration has its own FIR TEQ. Figure 7.9 illustrates

that the maximization of the objective function p(w) given here, which is based

on the SSNR ratio (both the Joint MSSNR and the proposed MCSSNR), does

not necessarily maximize bit rate/channel. For example, at no time during the

simulation did the maximized value of p(w) at MCSSNR step (16) go beyond the

value achieved in the step (4); however, the bit rate achieved at MCSSNR step (16) is

sometimes larger than that one achieved at step (4), e.g. for M = 13. Also, note that

the maximum data rate/channel is achieved for M = 3 and drops for higher values,

which is not intuitive as a larger number of TEQ taps should result in a higher data

rate/channel. The performance of FIR TEQ design in [38] is always better than

any result achieved by either the proposed algorithm or the Joint MSSNR, and it

increases with an increase in the number of FIR TEQ taps.

Figure 7.10 shows the shortening of CSA loops 1 and 5 by using a single FIR

TEQ designed using the proposed method on a set of CSA loops 1–8. The TEQ

FIR had M = 3 taps with ADSL standard downstream parameters of N = 512 and

ν = 32.

7.4 Conclusion

This chapter presents the performance of the proposed TEQ architectures and algo-

rithms and compare it to its peers. Both TEQFB and single TEQ FIR algorithms

were evaluated over a range of different conditions from the change in the transmis-

sion channel characteristics to the change in the DMT frames structure and thus

change in the level of ISI introduced. The simulations use the eight standard down-

stream CSA loops [20] convolved with transmit and receive filters as the test channel
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impulse response. Proposed single TEQ and TEQFB and its peer design methods

evaluated in this simulation such as Min-ISI, MBR, LS PTE, MMSE-UEC and

MMSE-UTC design methods are evaluated using the measured SNR and the corre-

sponding achievable bit rate, which establishes a common testing platform. TEQFB

achieved data rate is always higher than the compared methods. The proposed sin-

gle TEQ design method achieves higher percentage of TEQFB optimal performance

for each channel impulse response than Min-ISI, MBR or MMSE-based methods.

Proposed single TEQ’s final average over tested CSA loops and is almost 2% higher

than either MBR or the Min-ISI and more than 15% higher than MMSE-UTC or

MMSE-UEC. For a data rate of 11 Mbps, a 2% improvement amounts to 220 kbps.

The proposed single TEQ matches LS PTE performance on the majority of CSA

loops. Overall single TEQ does not perform as well as the LS PTE, however the

differences are small. The sensitivity of the achieved data rate on the transmission

delay in the case of the proposed TEQFB and single TEQ FIR methods decreases

with the length of the FIR filters used. Even with small length of FIR filters, the

change in the data rate as a function of the transmission delay ∆ shows high regu-

larity: data rate increases for small values of ∆, plateaus for mid-range values and

drops of rather quickly for “large” values of ∆. This level of regularity helps to

choose the optimal ∆. The simulation observations suggest that a successful TEQ

has a flat magnitude response over most of the spectrum and a null at the posi-

tion of the highest ISI whereas a less successful design will put a number of nulls

elsewhere in the spectrum. Thus, the TEQFB reaches the optimal performance

in the simulations as predicted by the theoretical model. Single TEQ reaches more

than 99% percent of the performance of TEQFB with significantly lower complexity.

Currently, the TEQFB has been implemented in the Matlab DMT TEQ Toolbox

[113] and a plan for the future work is to implement the single TEQ FIR method.

In simulation using standard ADSL parameters, the proposed MCSSNR

146



modestly outperforms the Joint MSSNR method [67] by achieving higher joint

SSNR-based measure. A higher joint SSNR-based measure indicates better removal

on average of the channel energy outside of the desired window. However, the pro-

posed MCSSNR is considerably more computationally intensive than Joint MSSNR,

as it requires a larger number of generalized eigenvalue solutions.
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Figure 7.7: Signal-to-noise Ratio of Proposed Single Time Domain Equalizer Design
vs. the Maximum Bit Rate Method and Minimum-ISI Method for Carrier Area
Service Loop 4 for Time Domain Equalizer Length M = 18, FFT size N = 512,
Cyclic Prefix Length ν = 32 with Input Power = 0.2472 W, Additive White Gaussian
Noise Power =-140 dBm/Hz, Near-end Crosstalk Modelled as 49 ADSL Disturbers
and Optimal Transmission Delay ∆; Maximum Bit Rate Method and Minimum-ISI
Methods Place Nulls in the Passband Signal-to-noise Ratio while Proposed Single
Time Domain Equalizer Design Does Not. Nulls Limit Data Rate. a. Signal-to-noise
Ratio, b. Detail of Nulls
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Figure 7.8: Maximization of Composite Shortening Signal-to-Noise Ratio vs. It-
eration for FFT Size N = 512, Cyclic Prefix Length ν = 32, and Time Domain
Equalizer Lengths M = 23 and M = 11. The Maximum Achievable Value is Nearly
100% Shown as Dash-dot Line.
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Chapter 8

Conclusions

8.1 Summary

The time domain equalizer block in a DMT receiver should be used to maximize the

DMT system bit rate, and thus its design should be directly tied to the maximization

of the bit rate equation. The published methods that optimize objective functions

not directly related to the bit rate do not in general design time domain equalizer

filters that also maximize the bit rate. Other time domain equalizer design methods

that attempt to maximize the bit rate are forced to make approximations due to

the difficult mathematical nature of the bit rate equation. These approximations

result in time domain equalizer filters that do not truly maximize the bit rate. The

goal of maximizing the bit rate using the time domain equalizer design means that

the DMT system noise sources should be included in the SNR measure such as

near-end crosstalk, white Gaussian noise, the effects of finite-precision arithmetic,

signal quantization noise, in addition to inter-carrier interference and inter-symbol

interference. The inclusion of these noise sources in the SNR measure allows the

time domain equalizer design to balance their effect so that the system bit rate is

maximized. This approach was not fully followed in the previous work.
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In Chapter 3, I derive a new model for the subchannel SNR. The subchannel

SNR model is a ratio of the desired signal power over the power of the noise, where

both the numerator and the denominator are quadratic functions of the time domain

equalizer taps and the Hessian matrices are positive definite. The desired signal was

defined by noting that the DMT symbol that is circularly convolved with the channel

does not present any ISI after the FFT. The noise is defined as the difference of the

actually received signal and the defined desired signal. The time domain equalizer

taps affect primarily the ISI and ICI noise contributions and in the case of optimal

time domain equalizer taps the noise contribution comes from non-signal dependent

sources like AWGN, NEXT, ADC noise and DNF as both ISI and ICI have been

eliminated. An SNR model maximization procedure will necessarily lead to channel

shortening as that is the only way to reduce the difference between the desired

channel and the received channel. The SNR model proposed here is the foundation of

the time domain equalizer design procedure of Chapter 5 that is aimed at designing

the time domain equalizer that will maximize the bit rate of a DMT system. The

efficient calculation of the matrices in the subchannel SNR model numerator and

denominator is the topic of Chapter 4.

Chapter 4 introduced algorithms for the efficient initialization of matrices

Ãk and noise matrix B̃k present in the proposed subchannel SNR model being

SNRk =
wTÃkw
wTB̃kw

(8.1)

derived in Chapter 3. The algorithms exploit the structure of the matrices to reduce

the number of computations by up to 164 times compared to a straight multiply

update approach that could be taken if no such structure existed. Chapter 4 also

shows the low temporary memory requirements of the proposed algorithms. The

proposed initialization algorithms would have to be run for every subchannel of

interest to obtain all of the necessary matrices for the following stage that will

produce time domain equalizer coefficients.
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Chapter 5 begins by presenting the bit rate equation dependency on the

time domain equalizer taps. The bit rate equation is related to the time domain

equalizer taps through the SNR model defined in Chapter 3. The bit rate equation

is an integer-valued function derived as a sum of the logarithms of ratios. The

ratios had a convex numerator quadratic in the time domain equalizer taps and

a convex denominator again quadratic in the time domain equalizer taps. The

maximization over the time domain equalizer block of the integer-valued bit rate

function is achieved through a novel time domain equalizer block architecture where

each subchannel is assigned a time domain equalizer FIR filter designed to maximize

the bit rate in that particular subchannel. Each member of the sum constituting the

system bit rate is maximized which, in turn, maximizes the sum. The optimal time

domain equalizer FIR subchannel filter is found as the solution to the generalized

eigenvalue problem where the time domain equalizer FIR is the eigenvector of the

pair (Ak,Bk) corresponding to the maximum generalized eigenvalue. During data

transmission this time domain equalizer filter bank employs Goertzel filters to arrive

at the frequency domain point corresponding to the particular subchannel. This

approach reduces the number of computations needed. Then the attention turned

to a more standard time domain equalizer block architecture where only one time

domain equalizer FIR “covers” all of the subchannels. This architecture simpler and

numerically less expensive than time domain equalizer filter bank. The problem is

how to find a single time domain equalizer FIR that performs as close as possible

to time domain equalizer filter bank. A simplification removes the integer only

constraint from the bit rate equation in order to create a mathematically more

tractable cost function. Examples are given where the maxima of the new fractional

bit rate is the same as the maxima of the integer-valued bit rate; however, no proof is

offered that is so for all cases covered by the parameters of the problem. The design

of a single time domain equalizer FIR is done using Almogy/Levin [108] iteration
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to find the zero of the gradient of the fractional bit rate equation. As such, this

method will find the nearest local maximum and does not guarantee an optimal

solution. However, the starting point of the iterative algorithm is provided by the

member of the time domain equalizer filter bank which performs the best when

the fractional bit rate is evaluated with that member being the single time domain

equalizer FIR block. Finally, Chapter 5 concludes with a look at the initialization

and data transmission complexity of the proposed time domain equalizer design

algorithms. The initialization and data transmission complexity of the time domain

equalizer filter bank architecture make it not feasible as a solution in current real-

time embedded systems however it is the optimal solution and provides an analysis

tool for comparison of the performance of other time domain equalizer methods.

Chapter 6 discusses a new single FIR time domain equalizer design method

that will shorten multiple channels simultaneously. I arrive at the single time domain

equalizer by maximizing a new objective function that captures the contributions

of different channels in a weighted sum of SSNR-based ratios. This approach is

an application of the sum-of-ratios maximization approach of Chapter 5; however,

instead of finding a time domain equalizer that would maximize the data rate over

numerous subchannels of a single channel, I design a single time domain equalizer for

multiple channels. The algorithm does not guarantee a solution that will maximize

a sum of ratios; however, the simulation results show that with a good initial point it

achieves modestly better results than Joint MSSNR. This approach is still work-in-

progress and future work may include some of the developments of the multiple-in

multiple-out equalizers.

Chapter 7 presents the performance of the proposed time domain equalizer

architectures and algorithms and compare it to its peers. Both time domain equal-

izer filter bank and single time domain equalizer FIR algorithms were evaluated over

a range of different conditions from the change in the transmission channel charac-
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teristics to the change in the DMT symbols structure and thus change in the level

of ISI introduced. The simulations use the eight standard downstream CSA loops

[20] convolved with transmit and receive filters as the test CIR. Proposed single

time domain equalizer and time domain equalizer filter bank and its peer design

methods Min-ISI, MBR, LS PTE, MMSE-UEC and MMSE-UTC design methods

are evaluated using the measured SNR and the corresponding achievable bit rate,

which establishes a common testing platform. Time domain equalizer filter bank

achieved data rate is always higher than the compared methods. The proposed sin-

gle time domain equalizer design method achieves higher percentage of time domain

equalizer filter bank optimal performance for each channel impulse response than

Min-ISI, MBR or MMSE-based methods. Proposed single time domain equalizer’s

final average over tested CSA loops and is almost 2% higher than either MBR or

the Min-ISI and more than 15% higher than MMSE-UTC or MMSE-UEC. For a

data rate of 11 Mbps, a 2% improvement amounts to 220 kbps. The proposed sin-

gle time domain equalizer matches LS PTE performance on the majority of CSA

loops. Overall single time domain equalizer does not perform as well as the LS PTE,

however the differences are small. The sensitivity of the achieved data rate on the

transmission delay in the case of the proposed time domain equalizer filter bank

and single time domain equalizer FIR methods decreases with the length of the FIR

filters used. Even with small length of FIR filters, the change in the data rate as

a function of the transmission delay ∆ shows high regularity: data rate increases

for small values of ∆, plateaus for mid-range values and drops of rather quickly for

“large” values of ∆. This level of regularity helps to choose the optimal ∆. The

simulation observations suggest that a successful time domain equalizer has a flat

magnitude response over most of the spectrum and a null at the position of the

highest ISI whereas a less successful design will put a number of nulls elsewhere

in the spectrum. Thus, the time domain equalizer filter bank reaches the optimal
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performance in the simulations as predicted by the theoretical model. Single time

domain equalizer reaches more than 99% percent of the performance of time do-

main equalizer filter bank with significantly lower complexity. Currently, the time

domain equalizer filter bank has been implemented in the MATLAB DMT time

domain equalizer Toolbox [113] and a plan for the future work is to implement the

single TEQ FIR method.

In simulation using standard ADSL parameters, the proposed MCSSNR out-

performs the Joint MSSNR method [67] by achieving higher joint SSNR-based mea-

sure. A higher joint SSNR-based measure indicates better removal on average of

the channel energy outside of the desired window. However, the proposed MCSSNR

is considerably more computationally intensive than Joint MSSNR, as it requires a

larger number of generalized eigenvalue solutions.

8.2 Future Work

Although a large number of publications has appeared on the topic of time domain

equalizer design there is still room for innovation. This dissertation presents the

optimal time domain equalizer block architecture in the form of a time domain

equalizer filter bank where each subchannel is assigned the optimal time domain

equalizer. It also presented a single time domain equalizer method that achieves

most of the performance of time domain equalizer filter bank on the tested channels.

It is likely that the transmission channels encountered in practice are more

challenging to equalize than the standard carrier service area test loops. Hence,

it is possible that the traditional time domain equalizer architecture cannot fully

utilize the channel capacity, but the practical concerns find the complexity of the

time domain equalizer filter bank prohibitive. Thus, it is of interest to find out if

there is a possibility of a reduced time domain equalizer filter bank where groups

of subchannels are assigned an optimal time domain equalizer. Dual-path equalizer
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structure in [93] already presents a structure where two time domain equalizers are

employed. Dual-path design approach optimizes one time domain equalizer across

the multiple subchannels and the other over a subset of subchannels e.g. using the

minimum inter-symbol interference method thus allowing improved equalization for

subchannels in that subset. A study into the variations between the subchannel

equalizers that are a part of the time domain equalizer filter bank tested over var-

ious channels may reveal the natural separation and grouping of subchannels. A

possible outcome may be that some of the subchannels are identified as providing

subchannel equalizers that perform well for a certain number of neighboring sub-

channels. Such “bellwether” subchannels can then be used to design the group

time domain equalizer without the need to incorporate the information provided by

other subchannels in the same group. Then, the algorithm for the design of a single

subchannel equalizer presented in this dissertation can be used. A possible improve-

ment would also be to use the single time domain equalizer design method and the

subchannel SNR model proposed in this dissertation to arrive at the equalizer coef-

ficients over sets of subchannels (using the information from all subchannels in the

set). This dissertation assumes that all of subchannel equalizers that are a part of

time domain equalizer filter bank are of the same length. This assumption does not

have to hold as time domain equalizer filters can have different length depending on

their position in the filter bank, i.e. the frequency band they equalize. Potentially,

longer filters can be assigned to subchannels with higher noise content.

The discrete Fourier transform (DFT) is used for modulation/demodulation

in DMT and OFDM systems. DFT has relatively high sidelobes. A spectrally-

shaped noise source will most likely not align with the frequencies of the subchannels.

Thus, the energy from the interferer will influence not only the subchannels within

which the noise lies, but also neighboring subchannels. It is possible then that the

signal-to-noise ratio within a subchannel band is not maximized at the frequency of
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the transmitted subchannel carrier. The spectral shape of the noise in a subchannel

band may require a slight change in the demodulating frequency in order to maximize

the subchannel signal-to-noise ratio. Time domain equalizer filter bank presents

convenient architecture for dynamic adjustment of frequencies of Goertzel filters

performing single-point DFT so that the sampling in the frequency domain can be

adjusted to maximize the subchannel SNR. The adjustment of DFT frequencies

would be performed at the receiver without the need for the transmitter to change

the formatting of transmitted symbols. The development of this technique would

require a functional relationship between the time domain equalizer design, SNR in

a subchannel and frequency of a respective Goertzel filter. Due to the need to know

the SNR functional within a subchannel it is most likely that an FFT of larger size

than the number of subchannels is needed. This also leads to a possibility of time

domain equalizer design on a fractional sub-sample level in connection with previous

point in order to be able to control the filtering within a subchannel.

This dissertation did not include noise sources such as far-end crosstalk

(FEXT) or near-end echo to the model of the subchannel SNR. Near-end echo

from the local transmitter is a powerful source of noise at it would be worthwhile

to include it in future SNR models

Time domain equalizer design methods presented in this dissertation rely on

the knowledge of the channel. A modification of the methods in this dissertation to

enable adaptive progression to the time domain equalizer without the knowledge of

the channel would reduce the computational burden on the processor by “spreading”

the computations over the time domain equalizer training sequence. Both single

time domain equalizer design and the time domain equalizer filter bank require

numerous calculations of the maximum eigenvalue and corresponding eigenvector.

The implementation of the power method would reduce computational burden on

the processor.
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The Min-ISI time domain equalizer design method produces good results with

lower numerical complexity when compared to methods presented in this dissertation

or to MBR. Min-ISI has a restriction that the length of the time domain equalizer

cannot be larger than the length of the cyclic prefix. Min-ISI also requires the

knowledge of the channel and the calculation of the minimum eigenvalue and the

corresponding eigenvector. An adaptive implementation of the Min-ISI that does

not required advance knowledge of the channel impulse response coupled with the

implementation of an inverse power iteration and the removal of the constraint on the

length of the time domain equalizer would make the Min-ISI method attractive for

implementation in current ADSL systems. Also, such improvements would enhance

the properties of the dual-path design which utilizes Min-ISI procedure for the design

of one of the equalizers.

OFDM employs a multiple-input multiple-output system in which the sig-

nal from multiple paths is equalized simultaneously. From the surveyed literature,

it follows that the methods applicable to a single-input single-output TEQ de-

sign methods can be adapted to a multiple-input multiple-output system approach.

Single-input single-output MMSE method has an equivalent in the multiple-input

multiple-output approach and it is possible that other methods such as MSSNR can

be adapted, as well.

The subchannel SNR model given in this dissertation is derived at the output

of the FFT demodulator block. Another equalization step follows which is frequency

domain equalization performed by the FEQ block. Modelling SNR at the output of

the FEQ block as a function of the time domain equalizer coefficients would include

in it the dependency of the FEQ block on time domain equalizer and include it in

the objective criterion.

The simulation results presented in this dissertation treat the performance of

the time domain equalization methods in the downstream direction. Upstream was
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not simulated; however, it may be of interest to find if the performance of the time

domain equalization changes as the frame is only 64 samples long with the cyclic

prefix of 4 samples.

Finally, Chapter 6 proposes a method whereby multiple channel impulse re-

sponses are shortened using a single time domain equalizer. Continued investigation

of this are may prove beneficial in OFDM wireless broadband communication where

the channel impulse response has a significant delay spread due to the multipath

characteristics of the physical medium. It is possible that the resulting channel

impulse response can be separated into a set of delayed and overlapping impulse

responses and the task of equalizing them can be defined as in Chapter 6.
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