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Abstract— In many digital designs, multi-stage 
tapered buffers are needed to drive large capacitive 
loads. These buffers contribute a significant percentage 
of overall power. In this paper, we propose two novel 
tunable buffer designs that enable power reduction in 
the presence of process variation. A strategy to derive 
the optimal buffer size and tuning rule in post-silicon 
phase is developed. By comparing several tunable 
buffer circuit topologies, we also demonstrate the 
tradeoffs in tunable buffer topology selection as a 
function of switching activity, timing requirements, and 
the magnitude of process variation. Using a 
combination of HSPICE simulations and our 
optimization algorithm, we show that up to 30% 
average power reduction can be achieved with the 
proposed buffer structures.  

Index Terms – Buffer Design, Adaptive Design, Post-Silicon 
Tuning, Statistical Design, Low Power Design 

I. INTRODUCTION 

Large capacitive loads are ubiquitous in CMOS integrated 

circuits. Typically, tapered buffers are designed to drive these 

large capacitances while ensuring that the load placed on 

previous stages of the signal path is not too large [1]. Buffers are 

used in the memory access path as word-line drivers [2], to drive 

large off-chip capacitances in I/O circuits [3], and in clock trees 

to ensure that skew constraints are satisfied [4]. Moreover, the 

recent trend of exacerbating wire delays necessitates the insertion 

of more buffers per unit length of global interconnect to meet 

delay targets [5]. Because of their size, these buffers consume 

larger area and more power than typical logic gates. In addition, 

aggressive deployment of buffers in high-performance systems 

means that they now account for a significant portion of total 

power consumption of the chip.  

With the rise of variability, design-time sizing become 

challenging as increasingly larger buffers are needed to maintain 

the parametric yield; however, simply increasing buffer size 

imposes a power overhead on each instance regardless to its 

actual performance. To solve this problem, several post-silicon 

techniques have been proposed, including adaptive body biasing 

[6][7], dynamic voltage scaling [8], as well as a statistical 

approach that co-optimizes transistor sizing and body biasing 

[15]. Compared to the design-time approach, post-silicon tuning 

has the advantage of allowing the designer to tune each chip 

individually to help meet performance constraints. Such 

flexibility would allow designers to use smaller size buffers while 

meeting the same yield requirement, and hence reduce the overall 

power.  

In this paper, we investigate a specific class of tunable buffer that 

was first proposed in [9]. It has the capability of switching 

between a high-speed and a low-power configuration to trade-off 

energy-delay tradeoffs. Compared to adaptive body biasing and 

supply voltage scaling, this tunable buffer enables post-

manufacture tuning for smaller circuit blocks, as analog blocks 

such as a on-chip regulator or a voltage-level shifter is not 

necessary. However, the circuit implementation of buffer chain in 

[9] has a significant area overhead and exhibits large leakage 

power. In addition, the strategies used for design time buffer 

sizing and run time tuning do not take into account the magnitude 

and characteristics of process variability. To improve on the 

design and tuning of this tunable buffer, we propose new 

implementations with reduced area overhead and leakage power. 

In addition, we use the framework of adaptable optimization to 

develop a process-variation-aware strategy to size these tunable 

buffers for minimum power consumption. Moreover, the two new 

implementations are compared against the buffer chain in [9] for 

different system specifications to analyze the pros and cons of 

each implementation. 

II. BUFFER IMPLEMENTATION 

A. Circuit Implementation  

An implementation of the size-tunable buffer proposed in [9] is 

shown in Figure 1a, denoted by B1. The ability to adjust the 

buffer drive-strength is provided by a control signal that switches 

the buffer between the high-speed and low-power configurations. 

This tunable buffer is designed to replace the last three stages of a 

regular buffer chain and sized to meet the same timing and yield 

constraints. When the control signal ctrl is asserted, the input 

ripples through the high-speed branch. Then, when ctrl is de-

asserted, the high-speed branch is deactivated while the input 

goes through the low power branch. Since the transistor sizes are 

different in the high-speed branch and the low-power branch, the 

drive-strength of the last stage and its power consumption are 

unequal between the two branches. Depending on realization of 

process parameters, the appropriate configuration can be selected 

by setting the signal ctrl .  

Table 1 shows a comparison between a regular non-tunable 

buffer and the tunable buffer B1. The transistor sizes of both 

buffers are derived from our proposed statistical sizing algorithm. 

The details of this minimum-power sizing algorithm are 

described in section III. The parameters used in the benchmark 

can be found in Table 2. The average power is obtained with 

Hspice simulation and consumed area is estimated with total 

transistor widths. The consumed area is then normalized to the 

area of a unit-size inverter. As evidenced by 
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Figure 1. Adaptive buffer design  

 

Table 1. Regular Buffer vs. Adaptive Buffer 

 Dynamic 

Power (µW) 

Leakage 

Power (µW) 

Transistor Area 

(normalized) 

Regular buffer  10.31 1.91 21.23 

Buffer B1 9.25 1.81 82.81 

Buffer B2 9.6 0.972 32.66 

Buffer B3 9.01 1.24 39.8 

 

Table 2. Benchmark 

parameter value parameter value 

supply voltage 1.0V switching factor α  0.2 

timing constraint 125ps 
Lµ  35nm 

frequency f 1GHz 
Vthµ  250mV 

timing yield γ  0.999 
Lσ  2nm 

capacitive load 
LC  128Cm 

Vσ  50mV 

 

the benchmark, the tunable buffer B1 reduces the average dynamic 

power by 5.5% and average static power by 5% while imposing an 

area penalty of 300%. 

Noting the large area penalty due to having dedicated high-speed 

branch and low power branch, we propose an alternative 

implementation labeled B2 is shown in Figure 1b. When B2 is 

inthe high-speed configuration, the low-power branch is re-used 

and the input signal propagates through both of the low branch and 

an extra branch. The effective drive-strength of the last stage is the 

combined strength of the two branches. In comparison to B1 under 

the same benchmark, B2 significantly reduces total transistor area 

needed and lowers leakage power. 

Nevertheless, the challenge becomes synchronizing the arrival 

times of the two branches. When the arrival times are different, the 

last stage of the two branches will create a direct path for DC 

current from the supply to ground, as annotated in Figure 1b. 

Consequently, the buffer circuit may dissipate a significant amount 

of short-circuit power. This short circuit power is primarily a 

function random local variation, as global variation can be 

compensated by inducing high correlation between two branches 

with layout techniques. 

A third implementation labeled B3 is shown in Figure 1c. The 

design B3 consists of a low power branch, and two extra 

branches—a pull-up branch and a pull-down branch. When the 

control signal ctrl is asserted, the buffer chain is in the high-speed 

configuration with the two extra branches enabled. As annotated in 

Figure 1c, these extra branches in B3 use a pulse-mode 

implementation, in which an input transition is propagated through 

the extra branches in the form of a pulse signal internally. When 

the input toggles 0�1, the internal pulse signal at S2 turns on the 

last stage pull-up transistor for the duration of the pulse. Within 

this time window, the drive strength of last stage is equivalent to 

combined strength of the extra branch and the low power branch 

while output is being driven to Vdd. At the end of the pulse, the 

pull-up transistor is turned off and the state of the output is 

maintained by the last stage of the low branch. This internal pulse-

mode implementation helps reducing the leakage power 

consumption by the extra branches since both the pull-up and pull-

down of the extra branches are off when the input is steady. As 

shown in Table 2, design B2 has the minimum static power while 

design B3 has the minimum total power. 

B. Implementation Overhead  

To best utilize the advantage of the tunable buffer, we also need to 

understand the cost to implement the control switch. First of all, the 

gate capacitance at the branch off point, as well as the drain 

capacitance at the output is larger than a regular buffer.  Secondly, 

when the buffer is in its low-power configuration, the high-speed 

branch in design B1 or the extra branches in design B2 and B3 are 

deactivated by setting ctrl to ‘0’. However, these deactivated 

branches still dissipate leakage power, adding to the total power of 

the buffer. Moreover, the buffer stages with the control transistors 

have larger logical effort.  

Similar to design B2, synchronization of different branches also is 

important for B3, and the output stage will be short-circuited when 

the last stage pull-up of one branch is conducting current at the 

same time as the last stage pull-down of another branch. 

Fortunately, these costs are different for the three implementations 

described earlier. The low-power configuration of these 

implementations sees different amount of parasitic capacitance. The 

number of control transistors used is also different for each 

implementation. Furthermore, the last stage short-circuit power 



  

problem is more severe for B2 than for B3, while design B1 does 

not exhibit short-circuit power in the last stage when there is 

significant local variation. In section V, we will analyze the pros 

and cons of these three buffers and provide guidelines for choosing 

the best implementation for a given system specification.  

III. VARIATION-AWARE BUFFER DESIGN  

A. Algorithm  

In this section, we discuss the optimal buffer sizing algorithm when 

post-silicon tuning is available. With the tunable buffer  topologies 

described in section II, we can account for the magnitude and 

statistics of process variation during transistor sizing to minimize 

average power. We assume that two main source of variation are 

gate length (L) and threshold voltage (
THV ), and both follow a 

normal distribution, denoted by 2~ ( , )
L L

L � µ σ  and 

2~ ( , )
TH Vth V

V � µ σ . As shown in [13] and [14], the variation in L is 

mostly a global parameter while the variation in 
THV is a local 

variant. In this algorithm, we restrict our attention to the global 

variation in gate length L , and consider the impact of local 

variation in section IV.  

We formulate the tunable buffer sizing problem as a two-stage 

optimization, using the conceptual framework of adaptable 

optimization developed in [10]. While some variables are solved in 

the first stage, some are left undermined until the uncertain data is 

revealed in the second stage. In order to make the best decision in 

the first stage, we need to make the first stage dependent on the 

statistics of uncertainty as well as the range of stage-2 variables.  

 The two stages in optimization are the design-time sizing and post-

manufacture-time tuning while the uncertain parameter is gate 

length L . The stage-two variable here is the choice between the 

high-speed configuration and the low-power configuration. The 

statistical power consumption can be expressed as 

 E [ ] [ ] [ ]tot LP LP HS HSP p E P p E P= +  (1) 

Here, p represents the probability of using either configuration 

while [ ]LPE P and [ ]HSE P  are the statistical power for the two 

configurations. 

In order to account for process variation and post-silicon tuning in 

design-time, the post-silicon tuning rule is chosen to be based on 

the realization of process parameter L. The low-power 

configuration is used when gate length
0( , ]L l∈ −∞ , and the high-

speed buffer is used for
0[ , )L l∈ ∞ . With this choice, the variation 

distribution of L is partitioned at the point 
0l , as shown in Figure 

2.  

By this partition, the probability of using either configuration can 

be computed with equation (2). Both the statistics of the process 

variation and the post-silicon tuning strategy are captured in the 

computation of these probability values. By substituting these two 

probability values back to the objective function in equation (1), 

the design-time optimization is now dependent on the uncertainty 

and stage-two decisions. 
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In the equation, φ  is the cdf of (0,1)�  and γ is the timing yield. 

The sizing problem can be described by equation (3) including the 

optimization variables as well as the constraints on minimizing 

average power and meeting timing delay: 
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To solve this optimization problem, the objective function E[P] 

and the delay constraint D T≤  need to be written as functions of 

the optimization variables. The calculation of the probability in 

equation (4) has been shown earlier. The average power of either 

configuration E [ ]LPP and E [ ]HSP , can be computed with the 

following integrals  
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The integrand P(L,w1…w�) is the power consumption of the buffer 

chain as a function of transistor sizes and ( )Lρ  is the probability 

density function of gate length with 2~ ( , )
L L

L � µ σ . 

The delay constraint can be written as a function of the variables in 

the following manner 
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Both the power and the delay of a buffer chain can be derived as a 

posynomial function of transistor dimensions L and W [1]. This 

allows us to implement our optimization algorithm using geometry 

programming with which the global optimum can be computed 

efficiently. To enhance the accuracy of this algorithm, empirical 

posynomial models of power and delay are developed through 

Hpsice simulation in place of theoretical models. On top of that, the 

algorithm is modified to reflect the circuit implementation 

overhead for each of the three tunable buffers described in section 

II.  

IV. RESULT AND ANALYSIS 

A. Implementation Versus Specification  

Section II described the different overhead associated with the 

three buffer implementations. As these overheads vary for different 

block activity factor, delay constraints and magnitude of local 

variations, the power-optimal implementation may also hinge on 

these specifications. Thus, in this section, we study the relative 

power consumption of the three implementations while altering the 

specifications. 
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Figure 2. Strategy for truncating the 

normal distribution 
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Figure 3. Power of adaptive buffer vs. switching activity, timing requirement and magnitude of local variation 

 

Three tests are conducted based on a variation from the benchmark 

described in section II. In each test, one parameter takes on a wide 

range of values while the others remain the same as the benchmark. 

The power consumption of the three tunable buffers are measured 

and plotted as a function of the varying specification. 

The three tunable buffers are first sized optimally using the 

algorithm from section III. Then power consumption of the three 

tunable buffers is derived from the optimization, and normalized to 

the power consumption of a regular buffer. 

As indicated by Figure 3, the first test shows that design B2 has the 

lowest leakage power. Reviewing the circuit topology of design B2, 

it has the lowest leakage power because it uses an extra branch that 

has smaller transistor size than the high-speed branch used in 

design B1 and uses fewer gates than design B3. However, due to 

the potential branch timing offset caused by local variation, design 

B2 exhibits high short-circuit power and is not power efficient for a 

design with high activity factor 

In contrast, design B3 is shown by the first test to be the best 

implementation when switching activity for the buffer is high. 

Furthermore, design B3 has a less severe problem in short-circuit 

power. When the 
Vσ  is swept in third test, a larger 

Vσ  would 

cause a larger statistical average timing offset. Although both 

design B2 and design B3 have a notable increase in power when 

average timing offset increases with local variations, design B3 is 

still the implementation with the lowest average power over a wide 

range of  
Vσ . 

Finally, it is foreseeable that as delay constraint relaxes, the 

transistor sizes are becoming smaller. As a result, the overhead in 

implementing the ability to switch between two configurations 

consumes a larger percentage of power. Figure 3 shows that buffer 

B3 is the preferred implementation when timing requirement is 

tight. However, as the timing requirement is relaxed, the power 

reduction benefits of using a tunable buffer diminish. For a path 

delay requirement larger than 250ps, as the normalized power of 

the three buffers is greater than 1, it is no longer beneficial to use a 

tunable buffer. When the delay target is less than 180ps or no more 

than 45% over the minimum delay at 125ps, the achievable power 

reduction by design B3 is at least 20%.   

V. CONCLUSIONS 

In this paper, two new buffer structures were proposed to reduce 

the leakage power and area overhead of a size-tunable adaptive 

buffer. Furthermore, a post-fabrication and design-time co-

optimization algorithm was developed to find the optimum buffer 

sizes and tuning strategy given the objective of minimizing power 

consumption. By studying different possible system specifications, 

it is found that the proposed tunable buffers work best when the 

buffer has a timing target that is less than 1.5 times the achievable 

minimum delay and when activity factor is low.  
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