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A b s t r a c t  

We present a new, "greedy", channel-router that is 

quick, simple, and highly effcctive. It always succeeds, 
usually using no more than one track more than required 
by channel density. (It may be forced in rare cases to make 
a few connections "off the end" of the channel, in order to 
succeed.) It assumes that all pins and wiring lie on a com- 
mon grid, and that vertical wires are on one layer, horizon- 
tal on another. 

The greedy router ;vires up the channel in a left-to-right, 
column-by-column manner, wiring each column completely 
before starting the next. Within each column the router 
tries to maximize the utility of the wiring produccd, using 
simple, "greedy" heuristics. It may place a net on more 
than one track for a few columns, and "collapse" the net to 
a single track later on, using a vertical jog. It may also use 

a jog to move a net to a track closer to its pin in some future 
column. The router may occasionally add a new track to  

the channel, to avoid "getting stuck". 

hltroduction 

Introduced in 1971 [Ha7l], "channel routing" has be- 
come a very popula.r method of routing int~egrated circuits. 
(See [KSP73], [Hi74], [De76], [AK'I76], [PDS77], [KK79], 
[Ri82].) Typically, the wiring area iz first divided into dis- 
j.zint rectangular "channels '~. A "global router" then deter- 
mines which channels each net traverses. Finally a "channel 
router" computes a detailed routing for each channel. This 
approach is effective because it deconlposes the overall prob- 
lem into a number of silnplcr problems and simultaneously 
considers all nets traversing each channel. 

The general channel-routing problem has been proven 
NP-Complete ([GJ791, [I~a80], [Sz81], [SB80]), although 
algorithms exist for high!y-restricted cases ([DKSSUal], 
[LP81], [Pi81], [To80], [Laa0]). A slightly different wiring 
model permits one to come within a factor of 2 of channel 
density ([RBMal]). Useful methods also exist for comput- 
ing lower bounds on channel widths ([BRat], [Leal]). These 
results highlight the need for good practical heuristics. 

The algorithm presented here exploits a novel control 
structure: a left-to-right column-by-column scan of the 
channel, where the router completes the routing for one 
column before proceeding to the next. In each column the 
router acts in a "greedy" manner trying to maximize the 
utility of the wiring produced. 

Our work is an extension of Alford's [Al80]; who also 
considered a left-to-right scan of the channel. His router 
did not guarantee success (because it did not allow nets 
to occupy more than one track in any column), ran quite 
slowly, and produced noticeably poorer results than our  

"greedy" algorithm. 
Kawamoto and Kajitani [KK79] use a similar column- 

by-column approach, but not in left-to-right order. They 
also assume (as we do not) that between adjacent columns 
there is enough room to wire an arbitrary permutation. 

The following paragraphs define what we mean by a 
"channel routing problem" and its solution. 

A channel-routing problem is specified by giving: 
(1) A "channel-length" k. Most of the routing will lie 

within the channel whose "left end" is at x ---=-- 0, and 
"right end" is at z --= X + 1, on the vertical columns at 
x:coordinates 1 , . . . ,  X, although columns outside the 
channel may also be used. 

(2) Top and bottom connection lists T -= (T1,.. . ,  T×) and 
B = (B1,. . . ,  Bx). Ti (reap. B,.) is the net number for 
the pin at the top (resp. bottom) of the i-th column 
(at x == i), or is 0 if no such pin exists. 

(3) The left and right connection sets, L a n d  R, specifying 
which nets must connect to the right and left cads of 
the channel. (They are 8eta sinze we assume that a net 
need connect at most once to an end of the channel, 
and that the rclative ordering ~,f such connections may 
be chosen by the channel router.) 

A solution to a channel-routing problem specifies: 
(1) The chamlel width w - the number of horizontal 

"tracks" used. These tracks are at y-coordinates 
1 , . . . ,  w. A channel router trics to minimize w. 

(2) For each net n, a set of connected horizontal and ver- 
tical "wire segments" whose endpoiats are grid points 
(z,y) with 1 < y < w, except that segments with 
endpoints (i, 0) or (i, w -~ 1) must be included if Ti ~- 
n o r  Bi = n. Endpointswi th  x < 1 or z > w are 
legal but should be avoided. A net in L (reap. R) 
must have a segment touching the line x ~ 0 (reap. 
x --~ k + 1). Two segments in the same direction are 
on the same layer, so they may not touch if they are 
for different nets. Two segments for the same net in 
different directions that touch at a grid point are said 
to be connected by a "contact" or "via" at that  point. 
If the segments were for different nets we would have 
a "crossover". 
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The channel density of a particular channel routing 
problem is defined to be the maximum number of nets 
which have pins on both sides of the line x = a, for any 
a. (We don't  count nets all of whose pins lie on a single 
vertical line.) The channel density is a lower bound oa the 
width of any solution to that channel-routing problem. 

If its "conflict graph" ([ItS71]) contains cycles, a 
channel-routing problem may be unsolvable within the 
channel, for any w (e.g. X = 2, T = (1, 2) and B = (2, 1).) 
Such problems can always be solved by using columns 
"outside" the channel. 

The following factors are often used to evaluate the 
quality of a successful solution (in a typical order of 
priority): its width w, the number of columns "off the end" 
it uses, its total wire-length, and the number of vias it uses. 

The RoutinA[2~lgorithm 

The greedy router scans the channel in a le~-to-right, 
column-by-column manner, completing the wiring within 
a given column before proceeding to the next. In each 
column the router tries to maximize the utility of the wiring 
produced, in a simple "greedy" manner. 

Its first step in a column is lo make connections to 
any pins at the top and bottom of the column. These 
connections are minimal; no more vertical wiring is used 
5han is needed to bring these nets safely into the channcl, to 
1,he first track which is either empty or contains the desired 
net. 

The second step in a column tries to free up as many 
tracks as possible by making vertical connecting jogs that 
"collapse" nets that currm!tly occupy more than one track. 
This step may complete the job of bringing a connection 
from a pin over to a track that its net currently occupies 
(step 1 might have stopped at an intermediate empty track). 

The third step tries to shrink the range of tracks oc- 
cupied by nets still occupying more than one track, so col- 
lapsing these nets later will be less of a problem. Since 
freeing up tracks has high priority, jogs made here have 
priority over jogs made in the next step. 

The fourth step makes "preference" jogs that move a 
net up if its next pin is on the top of the channel, and down 
if its next pin is on the bottom. The router chooses longer 
jogs over shorter ones if there is a conflict. This tends to 
maximize the amount of "useful" vertical wiring created. 
These jogs are effective at resolving upcoming "conflicts", 
even though no explicit consideration of these conflicts is 
made. 

The fifth step is only needed if a pin could not be 
connected up in step one because the channel is "full". 
Then the router "adds a new track" to the channel between 
existing tracks, and connects the pin up to this track. (The 
old tracks are renumbered.) 

When the processing for a column is complete, the 
router extends the wiring into the next column and repeats 
the same procedure. 'rbe following paragraphs make precise 
the algorithm just sketched. 

The input for the greedy router consists of (1) a 
specification of a channel-routing problem, (2) three non- 
negative integer parameters: initial-channel-width, minimum- 
jog-length , and steady-net-constant. 

The greedy router begins with the initial-channel-width 
given. A new track is added whenever the current channel- 
width becomes unworkable. The router does not begin over 
when a new track is added, so different initial widths may 
give different results. Good results are usually obtained 
with initial-channel-width just  less than the best final chan- 
nel width. One can run the rou~cr several times, wi~h 
initial-channel-width set initially to the channel density and 
increased by one each time. 

The router will make no "jogs" shorter than minimum- 
jog-length. A higher setting rcdu,zes the number of vias 
and thus produces more acceptable solutions, while a lower 
setting tends to reduce the number of tracks used. The best 
results are obtained with a setting of about w/4, where 
w is the best channel width obtainable. By running the 
router 2-4 times with different initial parameter settings we 
quickly determined the best solution obtainable. 

Let H(n) denote the highest column k for which Tk 
n or /]k = n (except that It(n) ~-~ ), + 1 if n E R). We 
say a net n "has its last pin in column k" if H(n) -= k and 
that it "has its last pin by column k" if H(n) ~ k. 

When routing a given column, the greedy router 
classifies each net which has a pin to the right as either 
rising, falling, or sleady. A net is , ising if its next pin after 
the current column will be on the top of the channel (say 
in column k), and the net has no pin on the bottom of the 
channel before column k + steady-net-constant. Falling 
nets are defined similarly. Steady nets are the remaining 
nets. We typically use a value of 10 for steady-net-constant. 
A larger value reduces the number of times a multi-pin net 
changes tracks. 

The fundamental data structure for this router is the 
set Y(n) for each net n of "tracks currently occupied" by 
net n. Each track is denoted by its y-coordinate, so Y(n) 
is a subset of { 1 , . . . , w }  for each n. If Y(n) = ¢ (the 
empty set), the net is not currently being routed (i.e. we 
have not yet reached the first column in which net n has 
a pin, or we have passed the last column in which net n 
has a pin and have completed all the routing for net n). 
Otherwise, suppose Y(n) = { Yl, . . . ,  Yk } when the router 
is working on column i. Then each point (i, y~) . . . .  , (i, yk) 
is a "dangling end" of some wiring already placed for net 
n. Exactly one such "dangling end" is listed in Y(n) for 
each connected piece of wiring already placed for net n. 
The router is obligated to eventually connect together these 
"dangling ends" so that each net is finally implemented by a 
~ingle connected piece of wire. When extending lhc routing 
trom column i to column i-t-  1, holizontal wiring will used 
in every track y for which y E Y(n) for some n and either 
IY(n)l .> 1 (the dangling cads ham yet to be co,,aected 
l;ogether) or the last pin for net n occurs after column i. 

We define a net to be split at any time that W(n)[ > 
t. We also call a split net "collap~:iblc", since we amy be 

Paper 27.2 
419 



able to "collapse" it down to a single track (or zero tracks 
if wc have passed the last pin for the net) by making an 
appropriate connecting jog. 

Wc il!ustrate the opcrations of the router using a set of 
:'before-after" figures for each step. These figures describe 
what happens in a single column, and should be intcr- 
pretcd as follows. Nets catering a column from the pre- 
vious column are shown cxtcaded up to the current column. 
If the net has pins to the right of this column, the net 
is shown extendcd towards the next column with an ar- 
rowhead. Otherwise (if the net has no pins to the right), 
no arrowhcad is shown. A "-}-", "--",  or "-~-/--" may be 
shown next to an arrowhead to denote rising, falling, or 
steady nets. 

The Greed[ Router 
Let w denote the current channel width (initially w --~ 
initial-channel-width). 
Assign Tracks To Nets At Left End: For each net n in L 
give n a distinct value for Y(n) (i.e. a distinct track in the 
range 1 , . . . , in i t i a l -channe l -wid th  on which to enter the 
channel from the left end.) Put the "rising" nets above the 
"steady" nets above the "falling" nets and generally group 
the nets at the center of the channel. 
Route Channel From Left To Right: For each column i, for 
i ~--- 1 ,2 , . . . ,  until i > n and no split nets remain to be 
collapsed do: 
(a) Make Feasible Top and Bottom Connections in Minimal 

Manner: If 7~ or Bi is nonzero, "bring in" that  net if 
possible to the to the nearest possible track which is 
either empty or already assigned to this net, by running 
a vertical wire from the edge of the channel to the 
desired track, and adding that track to Y(Ti) or Y(Bi). 
(Fig. /%) Note that a net n is not routed to the nearest 
track in Y(n) if there is a nearer empty track - leaving 
n temporarily assigned to an additional track. (Figs. 
B, C) Also note that a new net can not bc brought into 
a "full" channel in this step (but scc step (c)). (Fig. D) 
If Ti and Bi are both nonzero, try to "bring in" both 
nets but  if T~ ~A B~ and the vertical segments would 
conflict (overlap) then just bring in the net which can 
be brought in with the lcast wire, and leave the other 
net to be brought in at, step (e/. (Fig. E) As spccial 
case, if there are no empty tracks, and net T~ ~--- Bi ~A 
0 is a net which has connccti~ns in this column only, 
then run a vertical wirc from top to bottom of this 
column. (Fig. F) 
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(b) Free Up As Many Tracks As Possible By Collapsing 

Split Nets: Add vertical segments in this column to 
collapse split nets in a pattern that  will create the most 
cmpty tracks for use in the next column. Define a 
"collapsing jog" to be  a "piece of vertical wire" which 
connects two tracks holding the same net without cross- 
ing another track holding that net. (So each split net n 
generates IY(n)[-  i such jogs.) Define a "pattern" to 
be any set of collapsing jogs for which jogs for different 
nets do not overlap and for which no jogs overlap any 
vertical wiring placed in step (a). The number of such 
patterns to consider may be exponential in the number 
of collapsing jogs there are to consider. Find the pat- 
tern which creates the most empty tracks by a small 
but  complete combinatorial sea.rch. (Figs. G, H) A pat- 
tern will free up o;.e track for every jog it contains, plus 
one additional track for every net it "finishes". (The 
pattern finishes a net n if it totally connects up the 
dangling ends for n and n has its last pin by column 
i.) Resolve any ties between patterns that free up the 
most tracks by choosing the pattern which leaves the 

1" - - - - - - - - - - - - - )  

2 ~ 4 - - - - - *  

G G' H H' 

2 " 2. '"J. 

3 - 3= ~ 2 > 

4 ~. 4 - ~ - . ~ - ~  1 

I I' J J' 

Paper 27.2 
420 



outermost uncollapsed split net as far as possible from 
the channel edge; if necessary consider the second out- 
ermost such net, etc. (Fig. I) Resolve any remaining 
ties by choosing the pattern with largest sum of jog 
lengths. (Fig. J) Add appropriate vertical wiring for 
each jog in the winning pattern, and for each such jog 
which connects a track Yl to a track Y2 (assume Yl < 
Y2) for some net n, delete Yl from Y(n). (This is an 
arbitrary choice that might get modified in steps (c) 
and (d).) Note that this step will typically collapse a 
net that was temporarily brought in to an empty track 
in step (a) when that net had a previously assigned but 
more distant track. 

(c) Add Jogs To Reduce The Range of Split Nets: For each 
uncollapsed split net (i.e. for e~ch net, n with Y(n) > 
2), try to reduce the range of tr ,cks assigned to the net 
by adding vertical jogs that have the effect of moving 
the net: (i) from the maximum track in Y(n) to the 
lowest possible empty track and (it) from the minimum 
track in Y(n) to the highest possible empty track. (Fig. 
K) Because of step (b), no co!lapsing will occur, but 
the difficulty of collapsing the i,he remaining split nets 
may be reduced. Make no jogs which ale shorter than 
minimum-jog-length or which wouht be incompatible 
with vertical wiring already placed in this column by 
previous steps. If a jog for net n is made from track Yz 
to track Y2, replace Yl by Y2 in Y(n). 

(d) Add Jogs to Raise Rising Nets and Lower Falling Nets: 
Consider all the unsplit (i.e. I]"(n)l =-- 1) rising and 
falling nets being routed in order of decreasing distance 
from their track y C Y(n) to their "target edge" (e.g. 
the upper edge of the channel for rising nets). Try to 
add a vertical jog to move that net to an empty track 
which is as close as possible to its target edge. (Fig. 
L) Make no jogs which are shorter than minimum-jog- 
length or which would be incompatible with vertical 
wiring already placed in this column by previous steps. 
If a jog for net n is made from track Yl to track Y2, 
replace Yl by Y2 in Y(n). 

2 ) 2 4 ~ - -  4 ) - -  

K K' L 
(e) Widen Channel If Needed To Make Previously In- 

feasible Top Or Bottom Connection: If a net  Ti or Bi 
could not be brought in to a track in step (a), create 
a new track for this net and bring the net in to this 
track. Place this track as near the center of the chan- 
nel as possible between existing tracks, subject only to 
the constraint that desired connection to the edge of 
the channel can be made. (Fig. M) (If the new track 

w~, _?/,,,,I 
I/I//01114 

! %  : , J 

v ) 

M M" N 
lies between tracks previously numbered k and k + 1, 
all old tracks at y-coordinates k + 1 and greater now 
have their y-coordinates retroactively increased by one, 
and all Y(n) referring to these tracks are appropriately 
modified.) Add the new track to Y(T,) or Y(I?~) as 
appropriate. 

(f) Extend To Next Column. For each net n such that 
Iv (n ) l  = 1 a n d  n has no pins after column i, make 
Y(n) be the empty set. (The routing for these nets is 
now finished.) Then for each track y which is in Y(n) 

for some n, extend the "dangling end" for net n along 
track y into column y ~- 1 with appropriate horizontal 
wiring. (Fig. N) 

This completes the description of the greedy router. 
The router will always complete the routing successfully, 
a.lthough it nlay use a few additim~al columns beyond the 
natural  right end of the channel to do so. 

The algorithm takes about 10 seconds on a DEC KA- 
10 for moderate sized channels. The implementation was 
simple -- about 15 pages of LISP code, counting 10 pages 
for I /O and initialization. 

Discussion 

This algorithm is the result of long series of experimen- 
tation and evaluation of variations on the basic idea of 
scanning down the channel from left to right and routing 
everything as you go. 

By "minimally" connecting a net in step (a) we separate 
the tasks of connecting up a pin and of deciding to use a 
column to jog all the way over to a track the net may al- 
ready be on. Step (b) makes this latter decision; it might 
turn out that another such "collapsing pattern" frees up 
more tracks. 

When collapsing nets the router tries to frec up the 
most tracks, since it is hard to achieve optimal routings if 
nets are allowed to occupy more than one track for very 
long. Since we observed that it is very difficult in general 
to collapse a net which is in a track just next to the channel 
edge, due to the fact that other nets must cross this track - 
to enter the channel, the collapsing algorithm will favor 
patterns that collapse these "difficult" nets. 

The use of combinatorial search for the net collapsing 
phase was found to be acceptably fast since there were never 
more than four split nets in our examples. A "dynamic 
programming" approach can be used instead, if it is desired 
to avoid exponcntial worst-case running times. 

We were surprised to find that the step (d) works so 
well, since it is very simple and takes no particular notice of 
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upcoming conflicts. Our initial implementation tried to first 
resolve upcoming conflicts in the order they were coming 
up, and then to jog the other nets as much as possible 
in the appropriate directions. The success of the current 
variation scems to be based on the fact that  it  tries to jog 
nets in tracks near the edges of the channel first - these are 

the most difficult places to move a net from, and also on 
Ihe fact that the router will tends to maximize the amount 
¢,f useful vertical wiring created. 

One nice feature of the greedy router is tha t  its con- 
lrol structure is very flexible and robust: it is easy to 
make w~riations in the heuristics employed to achieve spe- 
(:ia l effects or to rearrange priorities. The particular algo- 
Jithm presented here is merely our best suggcstion based 
~m our experimental evidcncc; othcr variations may turn 
mlt better  in othcr situations. As an example, we have also 
considered a "gridless" variation where the track-to-track 
~:pacing can be reduced if a pair of adjace::t t racks does 
not have contacts next to each other in some column. This 
variation uses more "intelligence" when selecting the jogs 
go make in a given column. It is also easy, for example, to 
restrict jogs for a net to those columns for which it has a top 
or bot tom connection, etc. Another variation we have not 
yet tried is to scan outwards from a column of maximum 
density instead of using a left-to-right scan; we expect this 
variation may prove to be valuable in practice as well. We 
not very sure how one should best order the nets in L at  
the beginning - how should a set of rising nets be ordered? 

One e)ctension tha t  is worth noting in part icular is 
tha t  is not too difficult to modify the router to handle the 
notorious "switehbox" problem - w h e r e  a "channel" has 
a fixed length and w,dth and terminals fixed on all four 
sides. (See [SOS1] for a discussion of the importance of this 
problem.) Two MIT students, Jim Koschella and David 
Christman, have performed this modification; their results 
are reported in Koschella's B.S. thesis, and their program 
is currently used in the MIT "PI" system. ([Ko81, Ri81b]) 

Experimental Results 

We present three sorts of experimental results: 
(a) Data on five chips routed at  GE using previous 

algorithms, 
(b) Data on Deutsch's "difficult example", and 
(e) Data on program-generated standardized test  ex- 

amples taken from [RiSla] 

Wc considered five chips at  GE that  were designed 
using a poly-cell approach. All together they contained 26 
channels, with an average channel density of 16.500, and 
a range of densities from 12 to 43. The greedy algorithm 
was able to route all of these channels successfully, with 

an ave,'agc channel width of 16.654 (i.e. it routed 22 of 
ihe 26 channels using a number of tracks exactly equal to 
lhe chanm'l density, and routed 4 of them using one more 
track than the channel density). This represents an average 
(,f an increase of 0.93 percent over channel density. The 
I,revious rmlt, er used at GE averaged an increase of roughly 
;2 percent over channel density for these problems. 

We tested the greedy router on the "difficult example" 
of Deutsch [De76]. This problem has a channel density of 
19. To our knowledge no compietely automatic algorithm 
has produced a routing in 19 tracks. Yoshinmra and Kuh 
report  an algorithm which achieved 20 tracks on this prob- 
leln [YK80]. The greedy algorithm also produced a routing 
in only 20 tracks (although it did use more vias). This 
routing is given in the Appendix. 

The paper [Ri81a] contains a ' :standard" set of bench- 
mark channel-routing problems, described by a program 
tha t  generates them. We ran the greedy router on many 
benchmark channels taken from this paper, and were 
generally unable to improve by hand any of the routings 
found. 
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I. Appendix. Deutsch's "Difficult Example" 

Parameters: Initial-channel-width = 20 
Minimum-jog-length 2 
Steady-net-constant i0 

Results: Channel-width 20 (Density = 19) 
Extra columns used 0 
Vias used 347 
Wire-length = 4150 
Time = 7.93 seconds 
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