






6 1 Introduction

HAVANA (Reuters) - The European Union’s top development aid official
left Cuba on Sunday convinced that EU diplomatic sanctions against
the communist island should be dropped after Fidel Castro’s
retirement, his main aide said.

<TYPE="ORGANIZATION">HAVANA</> (<TYPE="ORGANIZATION">Reuters</>) - The
<TYPE="ORGANIZATION">European Union</>’s top development aid official left
<TYPE="ORGANIZATION">Cuba</> on Sunday convinced that EU diplomatic sanctions
against the communist <TYPE="LOCATION">island</> should be dropped after
<TYPE="PERSON">Fidel Castro</>’s retirement, his main aide said.

Fig. 1.4. Named entity tagging of a news article (using LingPipe). The relevant
locations, organizations and persons are tagged for further information extraction.

are clearly terms from agriculture, it is equally clear that in the context of

contemporary politics they refer to members of the Republican Party.

Other applications which take advantage of learning are speech recog-

nition (annotate an audio sequence with text, such as the system shipping

with Microsoft Vista), the recognition of handwriting (annotate a sequence

of strokes with text, a feature common to many PDAs), trackpads of com-

puters (e.g. Synaptics, a major manufacturer of such pads derives its name

from the synapses of a neural network), the detection of failure in jet en-

gines, avatar behavior in computer games (e.g. Black and White), direct

marketing (companies use past purchase behavior to guesstimate whether

you might be willing to purchase even more) and floor cleaning robots (such

as iRobot’s Roomba). The overarching theme of learning problems is that

there exists a nontrivial dependence between some observations, which we

will commonly refer to as x and a desired response, which we refer to as y,

for which a simple set of deterministic rules is not known. By using learning

we can infer such a dependency between x and y in a systematic fashion.

We conclude this section by discussing the problem of classification,

since it will serve as a prototypical problem for a significant part of this

book. It occurs frequently in practice: for instance, when performing spam

filtering, we are interested in a yes/no answer as to whether an e-mail con-

tains relevant information or not. Note that this issue is quite user depen-

dent: for a frequent traveller e-mails from an airline informing him about

recent discounts might prove valuable information, whereas for many other

recipients this might prove more of an nuisance (e.g. when the e-mail relates

to products available only overseas). Moreover, the nature of annoying e-

mails might change over time, e.g. through the availability of new products

(Viagra, Cialis, Levitra, . . . ), different opportunities for fraud (the Nigerian

419 scam which took a new twist after the Iraq war), or different data types

(e.g. spam which consists mainly of images). To combat these problems we
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are vertices of a tree or graph. However, graphs themselves may be the

observations. For instance, the DOM-tree of a webpage, the call-graph of

a computer program, or the protein-protein interaction networks may form

the basis upon which we may want to perform inference.

Strings occur frequently, mainly in the area of bioinformatics and natural

language processing. They may be the input to our estimation problems, e.g.

when classifying an e-mail as spam, when attempting to locate all names of

persons and organizations in a text, or when modeling the topic structure

of a document. Equally well they may constitute the output of a system.

For instance, we may want to perform document summarization, automatic

translation, or attempt to answer natural language queries.

Compound structures are the most commonly occurring object. That

is, in most situations we will have a structured mix of different data types.

For instance, a webpage might contain images, text, tables, which in turn

contain numbers, and lists, all of which might constitute nodes on a graph of

webpages linked among each other. Good statistical modelling takes such de-

pendencies and structures into account in order to tailor sufficiently flexible

models.

1.1.3 Problems

The range of learning problems is clearly large, as we saw when discussing

applications. That said, researchers have identified an ever growing number

of templates which can be used to address a large set of situations. It is those

templates which make deployment of machine learning in practice easy and

our discussion will largely focus on a choice set of such problems. We now

give a by no means complete list of templates.

Binary Classification is probably the most frequently studied problem

in machine learning and it has led to a large number of important algorithmic

and theoretic developments over the past century. In its simplest form it

reduces to the question: given a pattern x drawn from a domain X, estimate

which value an associated binary random variable y ∈ {±1} will assume.

For instance, given pictures of apples and oranges, we might want to state

whether the object in question is an apple or an orange. Equally well, we

might want to predict whether a home owner might default on his loan,

given income data, his credit history, or whether a given e-mail is spam or

ham. The ability to solve this basic problem already allows us to address a

large variety of practical settings.

There are many variants exist with regard to the protocol in which we are

required to make our estimation:








