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tWith the popularity of portable 
omputers and the improvements of wireless networking, there is agreat deal of interest in developing appli
ations for mobile 
omputing systems. Causally ordered messagedelivery is required in several distributed appli
ations parti
ularly those that involve human intera
tions(su
h as tele
onferen
ing and 
ollaborative work). In this paper, we present an eÆ
ient proto
ol for
ausal ordering in mobile 
omputing systems. This proto
ol requires minimal resour
es on mobile hostsand wireless links. Our message overhead in wired network is low. The proposed proto
ol is s
alableand 
an easily handle host 
onne
tions and dis
onne
tions. Our proto
ol, when 
ompared to previousproposals, o�ers a low unne
essary delay, low message overhead and optimized hando� 
ost.1 Introdu
tionThe emergen
e of mobile 
omputing devi
es, su
h as notebook 
omputers and personal digital assistantswith 
ommuni
ation 
apabilities, has had a signi�
ant impa
t on distributed 
omputing. These devi
esprovide users the freedom to move anywhere under the servi
e area while retaining network 
onne
tion.However, mobile 
omputing devi
es have limited resour
es 
ompared to stationary ma
hines. For example,mobile devi
es have small memory spa
e, limited power supply, and less 
omputing 
apability. Further-more, the 
ommuni
ation between mobile devi
es and wired network employs wireless 
hannels whi
h aresus
eptible to errors and distortions. Also, the 
ost of using these wireless 
hannels is relatively expen-sive. Distributed algorithms that run on the system with mobile 
omputing devi
es therefore require somemodi�
ations to 
ompensate for these fa
tors.In this paper, we 
onsider 
ausal message ordering required in many distributed appli
ations su
h asmanagement of repli
ated data [8, 9℄, distributed monitoring [6℄, resour
e allo
ation [18℄, distributedshared memory [3℄, multimedia systems [2℄, and 
ollaborative work [19℄. The proto
ols to implement
ausal message ordering in systems with stati
 hosts have been presented in [14, 9, 16, 18, 20, 21℄. Theseproto
ols 
an be exe
uted by every mobile host with all the relevant data stru
tures being stored on themobile hosts themselves. However, 
onsidering limited resour
es and bandwidth of wireless links availableto mobile hosts, it is not appropriate to apply these proto
ols dire
tly to mobile systems. As introdu
edin [5℄, the following four fa
tors should be taken into a

ount in designing proto
ols for mobile systems.�supported in part by the NSF Grants ECS-9414780, CCR-9520540, a TRW fa
ulty assistantship award, a General MotorsFellowship, and an IBM grant.



1. The amount of 
omputation performed by a mobile host should be low.2. The 
ommuni
ation overhead in the wireless medium should be minimal.3. Algorithms should be s
alable with respe
t to the number of mobile hosts in the system.4. Algorithms should be able to easily handle the e�e
t of hosts 
onne
tions and dis
onne
tions.While ordering of messages in distributed systems with stati
 hosts has re
eived wide attention, therehas been little work on 
ausal message ordering in mobile 
omputing systems. Alagar and Venkatesan [5℄proposed three algorithms based on the algorithm by Raynal, S
hiper and Toueg (RST ) in [18℄. The �rstalgorithm (AV 1) maintains 
ausal ordering among all mobile hosts. The message overhead is proportionalto the square of the number of mobile hosts (nh). However, the data stru
tures required in the algorithmare stored in mobile support stations to redu
e load on mobile hosts and wireless links. In the se
ondalgorithm (AV 2), 
ausal ordering is ex
lusively maintained among mobile support stations. The messageoverhead redu
es to the square of the number of mobile support stations (ns). However, the pro
edure forhandling host migration (hando�) is more 
ompli
ated than the �rst algorithm. Sin
e stronger orderingis imposed, messages may experien
e unne
essarily delay even though they do not violate 
ausal orderingin the mobile hosts' view. Their third algorithm (AV 3) is aimed at redu
ing this unne
essary delay bypartitioning ea
h physi
al mobile support station into k logi
al mobile support stations. As k in
reases, thedegree of unne
essary delay de
reases, but the message overhead and the 
ost of handling host migrationin
reases. The message overhead in AV 2 and AV 3 does not depend on the number of parti
ipating mobilehosts, they are therefore suitable for dynami
 mobile systems.Yen, Huang, and Hwang (YHH) [22℄ proposed another algorithm based on [18℄. The message overheadin their algorithm lies between that of AV 1 and AV 2. In parti
ular, ea
h mobile support station maintainsa matrix of size ns � nh; this matrix is atta
hed to ea
h message sent. The unne
essary delay in theiralgorithm is lower than AV 2. Their hando� module is also more eÆ
ient than AV 2. The messageoverhead in their algorithm depends upon the number of parti
ipating hosts in the system. As a result,their algorithm is not s
alable and unsuited for dynami
 mobile systems.Prakash, Raynal, and Singhal (PSR) [17℄ presented an algorithm to implement 
ausal message orderingin whi
h ea
h message 
arries information only about its dire
t prede
essors with respe
t to ea
h destinationpro
ess. Message overhead in their algorithm is relatively low; however, in the worst 
ase, it 
an be as largeas O(n2h). Furthermore, the stru
ture of their message overhead depends on the number of parti
ipatingpro
esses. This makes their algorithm unsuitable for dynami
 systems.In this paper we propose a new proto
ol suited to mobile systems in whi
h message overhead is 
ompara-ble to those for stati
 systems, and limited resour
es on mobile hosts are eÆ
iently utilized. Our proto
olis also suitable for systems where the number of parti
ipating hosts is varied dynami
ally. Moreover, theproposed proto
ol is s
alable sin
e our message overhead stru
ture is independent of the number of hostsin the system. Our 
ontribution 
an be summarized as follows: (1) With our proto
ol, we are able tode
rease the unne
essary delivery delay while maintaining low message overhead. In the worst 
ase, themessage overhead in the wired network is O(n2s + nh). (2) Our hando� module is more eÆ
ient than AV 2and AV 3 be
ause we do not require the messages ex
hanged among mobile support stations to be 
ausallyordered. (3) We provide proof of 
orre
tness for both the stati
 and the hando� modules. The 
orre
tnessproof be
omes important in the light of the fa
t that we dis
overed a bug in YHH. In parti
ular, theirproto
ol, as presented in [22℄, does not satisfy the liveness property. (4) Finally, we state and prove the
ondition implemented by our stati
 module. We also present 
onditions implemented by AV 2 and YHH(
orre
ted) algorithms. 2
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Figure 1: A mobile 
omputing system.The rest of the paper is organized as follows. Se
tion 2 presents the system model and the notation usedin the paper. SuÆ
ient 
onditions for 
ausal message ordering in mobile 
omputing systems are presentedin Se
tion 3. We present our proto
ol in Se
tion 4.1 (stati
 module) and Se
tion 4.2 (hando� module). The
orre
tness proof is provided in Se
tion 4.3. We 
ompare our proto
ol with the previous work in Se
tion 5.The simulation results are presented in Se
tion 6. Se
tion 7 
on
ludes the paper.2 System Model and De�nitionsA mobile 
omputing system 
onsists of two kinds of pro
essing units: mobile hosts and mobile supportstations. A mobile host (MH) is a 
omputer that 
an move while retaining its network 
onne
tions. Amobile support station (MSS) is a ma
hine that 
an 
ommuni
ate dire
tly with mobile hosts over wireless
hannels. MSSs form the infrastru
ture of this system model. The geographi
al area whi
h an MSS'swireless signal 
an 
over is 
alled a 
ell. Even though 
ells may physi
ally overlap, we assume that anMH is dire
tly 
onne
ted through a wireless 
hannel to at most one MSS at any given time. An MH 
an
ommuni
ate with other MHs and MSSs only through the MSS to whi
h it is dire
tly 
onne
ted. All MSSsand 
ommuni
ation paths between them form the wired network. Figure 1 illustrates a mobile 
omputingsystem. We assume that the wireless 
hannels are FIFO, and both wired and wireless 
hannels are reliableand take an arbitrary but �nite amount of time to deliver messages. A mobile host 
an dis
onne
t itselffrom the network and 
an re
onne
t at a later time.Ea
h pro
ess (MH or MSS) in a 
omputation generates an exe
ution tra
e, whi
h is a �nite sequen
e oflo
al states and events. A state 
orresponds to the values of all the variables and the program 
ounter inthe pro
ess. An event on a pro
ess 
an be 
lassi�ed into three types: send event (
orresponds to send ofa message by a pro
ess) , re
eive event (
orresponds to arrival of a message at a pro
ess), and lo
al event(whi
h is not a send or a re
eive event). A delivery event is a lo
al event that represents the delivery of are
eived message to the appli
ation or appli
ations running on that pro
ess.Let H = fh1; h2; : : : ; hnhg represent the set of mobile hosts and S = fS1; S2; : : : ; Snsg denote the set ofmobile support stations. In pra
ti
e, nh � ns. Also, let Hi denote the set of MHs in the 
ell of MSS Si.A mobile 
omputation 
an be illustrated using a graphi
al representation referred to as 
on
rete diagram.Figure 2 illustrates su
h a diagram where the horizontal lines represent MH and MSS pro
esses, with time3



progressing from left to right. h1 is in the 
ell of S1. h2 and h3 are in the 
ell of S2. A solid arrow representsa message ex
hanged between an MH and an MSS pro
ess. A dashed arrow represents a message sent froman MSS pro
ess to another MSS pro
ess. Filled 
ir
les at the base and the head of an arrow represent sendand re
eive events of that message. A 
on
rete diagram in whi
h only MH pro
esses are shown is referredto as an abstra
t diagram.
S1

S2

h1

h2

h3

s1

m1

d2

d

a

m2
b

s2

d1

s3

d3

m3
c

e

Figure 2: A 
on
rete diagram of a mobile 
omputation.We denote the sequen
e of MSSs that an MH hl visits by fSlkg0�k�n(hl), where n(hl) is the number oftimes hl swit
hes 
ell in a 
omputation. Using this notation, Sl0 and Sln(hl) represent the initial and the�nal MSSs for hl. Note that an MH 
an visit an MSS more than on
e. For a message m, let m:sr
 andm:dst denote the sour
e and destination pro
esses. Moreover, m:snd, m:r
v and m:dlv denote the sendevent on the sour
e pro
ess and the re
eive and the deliver events on the destination pro
ess respe
tively.We assume that a message sent to itself is immediately re
eived by the sending pro
ess.An appli
ation message is a message sent by an MH intended for another MH. Sin
e MHs do not
ommuni
ate with ea
h other dire
tly, an MH, say hs, �rst sends an appli
ation message m to its MSS,say Si, whi
h then forwards m to the MSS, Sj , of the destination host, hd. Using our notation, m:sr
and m:dst denote the sour
e and the destination hosts respe
tively of m. In other words, m:sr
 = hs andm:dst = hd. Furthermore, m:snd denotes the send event of m on hs. Also, m:r
v and m:dlv denote there
eive and delivery events respe
tively of m on hd.Let m̂ denote the message whi
h Si sends to Sj (
ontaining the appli
ation message m along withadditional information for ensuring 
ausality), requesting it to deliver m to hd. Again using our notation,m̂:sr
 denotes the MSS of hs whenm was sent (in this 
ase Si). Similarly, m̂:dst denotes the MSS to whi
hSi forwards m (in this 
ase Sj). As before, m̂:snd denotes the send event of m̂ on the support station Si.Similarly, m̂:r
v and m̂:dlv (when m be
omes deliverable at Sj) denote the re
eive and delivery eventsrespe
tively of m̂ on Sj. Figure 3 illustrates our notation.An event e lo
ally o

urred before an event f in mobile host's view, denoted by e �h f , i� e o

urredbefore f in real-time on some mobile host. Similarly, an event e lo
ally o

urred before an event f in mobilesupport station's view, denoted by e �s f , i� e o

urred before f in real-time on some mobile supportstation. Let !h and !s denote the Lamport's happened before relation [15℄ in abstra
t (on events onMHs) and 
on
rete diagram (on events on MSSs) respe
tively. A mobile 
omputation is 
ausally orderedi� the following property is satis�ed for any pair of appli
ation messages, mi and mj , in the system,(CO) mi:snd!h mj:snd ) :(mj :dlv �h mi:dlv)4
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Figure 3: A �gure illustrating the notation used in the paper.For 
onvenien
e, mi !h mj def= mi:snd!h mj:snd.3 SuÆ
ient ConditionsWe next give the suÆ
ient 
onditions for 
ausally ordered message delivery in a mobile 
omputation withstati
 hosts.Theorem 1 : A mobile 
omputation is 
ausally ordered if(C1) all wireless 
hannels are FIFO,(C2) messages in the wired network are 
ausally ordered, and(C3) ea
h MSS sends out messages in the order they are re
eived.Proof: The 
ondition C2 
an be formally expressed as,(CO0) m̂i:snd!s m̂j :snd ) :(m̂j:dlv �s m̂i:dlv)We �rst prove that mi:snd !h mj :snd ) m̂i:snd !s m̂j:snd. Let ;h and ;s relate the send anddelivery events of the same message in abstra
t and 
on
rete views respe
tively. Observe that due to C1and C3, mi:snd �h mj:snd ) m̂i:snd �s m̂j:snd. Moreover, sin
e MHs 
ommuni
ate through MSSstherefore mi:snd ;h mi:dlv ) m̂i:snd ;s m̂i:dlv, and mi:dlv �h mj :snd ) m̂i:dlv �s m̂j :snd. Usingindu
tion on the de�nition of !h, it 
an be easily proved that mi:snd!h mj:snd ) m̂i:snd!s m̂j:snd(any 
ausal 
hain from mi:snd to mj:snd is a 
ombination of the three 
ases). Informally, if there is a
ausal path from mi to mj in the abstra
t diagram then there is a 
ausal path from m̂i to m̂j in the
on
rete diagram.Again, due to C1, we have mj:dlv �h mi:dlv ) m̂j :dlv �s m̂i:dlv. Using 
ontrapositive, we get:(m̂j:dlv �s m̂i:dlv) ) :(mj:dlv �h mi:dlv). Thus, mi:snd !h mj :snd ) m̂i:snd !s m̂j :snd ):(m̂j:dlv �s m̂i:dlv) ) :(mj:dlv �h mi:dlv). In other words, assuming C1 and C3, CO0 ) CO.SuÆ
ient 
onditions given in Theorem 1 were impli
itly used in [5℄. For systems with stati
 hosts,Theorem 1 gives a lightweight proto
ol for 
ausal message ordering. In the extreme 
ase when the entire5




omputation is in a single 
ell, 
ausal ordering 
an be provided by simply using FIFO 
hannels betweenMHs and their MSSs.We now show that C1, C2, and C3 are not ne
essary by a 
ounter-example. In Figure 4, s1 !h s3 andd1 �h d3. Therefore the 
omputation in Figure 4 is 
ausally ordered, although C1 and C2 do not hold.

d1

d2

d3
(a)  Concrete  diagram (b)  Abstract  diagram

d2 s3

d3

s1 s2

d1

s2s1

s3

h1

S1

S2

h2

h3

h1

h2

h3Figure 4: An example to show that C1, C2, and C3 are not ne
essary for CO.The algorithms presented by Alagar and Venkatesan (AV 2 and AV 3) [5℄ enfor
e CO0 in order to a
hieveCO. Their algorithms delay messages that violate CO0 even though they do not violate CO. This 
an beillustrated in a 
omputation in Figure 5. In this example, message m1 does not 
ausally pre
ede m3 inthe abstra
t view, but it does in the 
on
rete view. Under CO0, m3 is unne
essarily delayed until m1 isdeliverable. Our goal is to redu
e this unne
essary delay, while maintaining the message overhead in thewired network 
lose to O(n2s).
S1

S2

S3

s1 s2

m1
s3

d2

m3m2

m1

d1 d3

m3
h4

h3
h2
h1

Figure 5: Unne
essary delay in AV 2.4 AlgorithmAV 2 uses a single matrix for all MHs in a 
ell. This 
an 
reate false 
ausal dependen
ies between messages.In order to redu
e these false 
ausal dependen
ies and hen
e the unne
essary delay, we propose to use a6



separate matrix for ea
h MH in a 
ell. The next two subse
tions des
ribe the stati
 and the hando�modules of our proto
ol. The stati
 module is exe
uted when an MH is in a parti
ular 
ell. The hando�module is exe
uted when an MH moves from one 
ell to another. We prove the 
orre
tness of both themodules in Se
tion 4.3. Se
tion 4.4 presents the 
ondition 
hara
terizing the stati
 module.4.1 Stati
 ModuleFor 
onvenien
e, we �rst des
ribe the stati
 module assuming stati
 hosts. In the next subse
tion, wedes
ribe the hando� module and the modi�
ations that need to be made to the stati
 module to in
orporatemobile hosts.Our stati
 module is based on the algorithm proposed by Raynal et al [18℄. For simple exposition of theproto
ol, we assume that the 
hannels among the MSSs are FIFO. This assumption 
an be easily relaxed byimplementing FIFO among MSSs using sequen
e numbers. We also assume that every MSS knows aboutthe lo
ation of the MHs. For ea
h MH hl, we maintain an ns � ns matrix Ml. Ml[i; j℄ denotes the totalnumber of messages hl knows to have been sent by Si to Sj. Assume that hl is in the 
ell of Si. In orderto redu
e the 
ommuni
ation and 
omputation overhead of hl, the matrix Ml is stored at Si. In addition,ea
h Si also maintains two arrays lastsenti and lastr
vdi of size ns. The jth entry of lastsenti, lastsenti[j℄,denotes the number of messages sent by Si to Sj. Similarly, the jth entry of lastr
vdi, lastr
vdi[j℄, denotesthe number of messages sent by Sj that have been re
eived at Si.Initially, all the entries in the matri
es Ml, and arrays lastsenti and lastr
vdi are set to 0. To send amessage m to another MH hd, hs �rst sends the message to its MSS Si. Assume that hd is in the 
ell ofSj. Si in
rements lastsenti[j℄ by one and then sends hm;Ms; lastsenti[j℄i, denoted by m̂, to Sj. Afterthat, Si sets Ms[i; j℄ to lastsenti[j℄.Sj on re
eiving hm;M; seqnoi from Si meant for hd �rst 
he
ks whetherm is deliverable. m is deliverableif Sj has re
eived all the messages on whi
h m 
ausally depends (lastr
vdj[k℄ � M [k; j℄ for all k), andthere is no message destined for hd on whi
h m 
ausally depends whi
h is yet to be delivered to hd(6 9 hm0;M 0; seqno0i destined for hd sent by Sk yet to be delivered su
h that seqno0 � M [k; j℄). If so,Sj transmits m to hd. If m is not 
urrently deliverable, it is kept in r
vQj until it be
omes deliverable.Like YHH, we do not update Md immediately after delivering m to hd, but we store m in a
kQd. Whenhd re
eives m, it sends ba
k an a
knowledge message, denoted by a
k(m), to Sj . On re
eiving a
k(m),Sj sets Md[i; j℄ to the maximum of its original value and seqno (piggyba
ked on m). Then it sets ea
helement in Md to the maximum of its original value and the value of the 
orresponding element inM (alsopiggyba
ked on m). This prevents any outgoing message from hd to be
ome 
ausally dependent on m thatis sent before m is re
eived by hd. Figure 6 gives a more detailed des
ription of the stati
 module.4.2 Hando� ModuleIn order to ensure 
ausally ordered message delivery, some steps have to taken during hando� after an MHmoves from one 
ell to another. We now des
ribe the hando� module. Ea
h MH hl maintains a mobilitynumber, mbll, whi
h is initially set to 0. It is in
remented every time a mobile host moves. Intuitively, mblldenotes the number of times hl has 
hanged 
ell. In addition, every MSS maintains an array of 2-tuples,denoted by 
ell, with an entry for ea
h MH. The lth entry of 
elli, 
elli[l℄, is a 2-tuple hmbl;mssi, wherethe value of 
elli[l℄:mss represents Si's knowledge of the lo
ation of hl and the value of 
elli[l℄:mbl indi
ateshow \
urrent" the knowledge is.Consider a s
enario when an MH hl moves from the 
ell of Si to the 
ell of Sj. After swit
hing 
ell, hlin
rementsmbll and sends register(mbll; Si) message to Sj to inform Sj of its presen
e. Also, hl retransmitsthe messages to Sj for whi
h it did not re
eive the a
knowledge message from its previous MSS Si. On7



Si ::varr
vQ : queue of messages, initially �;
ell : array [1::nh℄ of 2-tuples hmbl;mssi, initially [h0; Sk0 i℄1�k�nh ;lastsent, lastr
vd : array[1::ns℄ of integers, initially 0;M : set of matri
es (ns � ns), (fMk j hk 2 Hig), ea
h initially 0;a
kQ : set of FIFO queues of messages, (fa
kQk j hk 2 Hig), ea
h initially �;sndQ : set of FIFO queues of messages, (fsndQk j hk 2 Hig), ea
h initially �;
anSend : set of boolean variables, (f
anSendk j hk 2 Hig), ea
h initially true;
anDeliver : set of boolean variables, (f
anDeliverk j hk 2 Hig), ea
h initially true;(A1) On re
eiving a data message m from hs;send an a
knowledgement to hs;put m in sndQs;
all pro
ess sndQ(hs);(A2) On 
alling pro
ess sndQ(hs);if (
anSends) thenwhile (sndQ 6= �) doremove m from the head of sndQs;let m be destined for hd and Sj be 
ell[d℄:mss;lastsent[j℄ + +;send hm;Ms; lastsent[j℄i to Sj ;Ms[i; j℄ := lastsent[j℄;endwhile;endif;(A3) On re
eiving hm;M; seqnoi from Sj ;lastr
vd[j℄ := seqno;put hm;M; seqnoi in r
vQ;
all pro
ess r
vQ();(A4) On 
alling pro
ess r
vQ;repeatforall hm;M; seqnoi 2 r
vQ dolet m be destined for hd;if ( 
anDeliverd ^ h8k :: lastr
vd[k℄ �M [k; i℄i ^h6 9 hm0;M 0; seqno0i 2 r
vQ :: (Sk sent m0 for hd) ^ (seqno0 �M [k; i℄)i ) thenremove hm;M; seqnoi from r
vQ;
all deliver(hm;M; seqnoi);endif;endforall;until (r
vQ = �) _ (no more messages 
an be delivered);(A5) On 
alling deliver(hm;M; seqnoi);let m be destined for hd;put hm;M; seqnoi in a
kQd;send m to hd;(A6) On re
eiving an a
knowledgement from hd;remove hm;M; seqnoi from the head of a
kQd and let Sj sent m;Md[j; i℄ := maxfMd[j; i℄; seqnog;Md := maxfMd;Mg;Figure 6: The stati
 module for a mobile support station Si
8



re
eiving this message hl, Sj updates 
ellj [l℄ (its lo
al knowledge about the lo
ation of hl) and sendshandoff begin(hl;mbll) message to Si. The MSS Si, on re
eiving handoff begin(hl;mbll) message, updates
elli[l℄ and sends enable(hl;Ml; a
kQk) message to Sj. It then broad
asts notify(hl;mbll; Sj) message toall MSSs (ex
ept Si and Sj), and waits for last(hl) message from all the MSSs to whi
h it sent notifymessage. Meanwhile, if any message re
eived by Si for hl be
omes deliverable, Si marks it as \old" andforwards it to Sj.On re
eiving enable(hl;Ml; a
kQl) message from Si, Sj �rst delivers all the messages in a
kQl. It alsoupdates Ml assuming all the messages in a
kQl have been re
eived at hl. Then Sj starts sending theappli
ation messages on behalf of hl. Sj also delivers all the messages for hl that are marked \old" in theorder in whi
h the messages arrived. However, messages destined for hl that are not marked \old" arequeued in r
vQj.An MSS Sk, on re
eiving notify(hl;mbll; Sl) message, updates 
ellk[l℄ and then sends last(hl) messageto Si. Observe that sin
e the 
hannels among all the MSSs are assumed to be FIFO, after Si re
eiveslast(hl) message from Sk there are no messages in transition destined for hl that are sent by Sk to Si. Onre
eiving last(hl) message from all the MSSs (to whi
h notify message was sent), Si sends handoff over(hl)message to Sj. The hando� terminates at Sj after Sj re
eives handoff over(hl) message. Sj 
an now startdelivering messages to hl. Meanwhile, if Sj re
eives handoff begin(hl) message from some other MSS beforethe 
urrent hando� terminates, Sj responds to the message only after the hando� terminates.Sin
e we do not assume that the messages in the wired network are 
ausally ordered, it is possible that amessage m destined for hl is sent to Si (the old MSS of hl), whereas its 
ausally pre
eding message m0, alsodestined for hl, is sent to Sj (the new MSS of hl). In order to prevent this, an MSS piggyba
ks additionalinformation on all the message that 
ontain appli
ation messages: messages destined for an MH (mayor may not be marked as \old") and enable messages. On these messages, an MSS piggyba
ks its lo
alknowledge of the lo
ation of all the mobile hosts that have 
hanged their 
ells sin
e it last 
ommuni
atedwith the other MSS. On re
eiving this information, the other MSS updates its knowledge of the lo
ationof the MHs (its 
ell) based on their mobility number. In the worst 
ase, this extra overhead 
ould be aslarge as O(nh). In pra
ti
e, we expe
t it to be mu
h smaller. Let tsnd denote the mean inter-messagegeneration time and tmov be the mean inter-swit
h time for an MH. Then, the average extra overhead foruniform 
ommuni
ation pattern (every MH has equal probability of sending a message to every other MH)is � O( tsndtmov n2s).Our hando� module is more eÆ
ient than the hando� module in AV 2 and AV 3 sin
e we do not requirethe messages ex
hanged among the MSSs to be 
ausally ordered. Figure 7 and Figure 8 give a more detaileddes
ription of the hando� module. Figure 9 gives the modi�
ations in the stati
 module to in
orporatemobile hosts.Although we do not mention here but the mobility number has several usages. For instan
e, the messagesex
hanged between an MH and its MSS 
an also be tagged with the mobility number of the MH. It 
anthen be used by an MSS to ignore messages re
eived from an MH after it has sent enable message for thatMH to the new MSS. It 
an also be used to 
orre
tly serialize the hando� pro
edures for an MH.4.3 Proof of Corre
tnessWe assume that a message sent to itself is immediately re
eived by the sending pro
ess. Also, enable,notify, last and handoff over messages are delivered as soon as they are re
eived. The register andhandoff begin messages are delivered on
e the 
orresponding \if" 
ondition is satis�ed in (A13). Sin
e theMSS does all the pro
essing therefore for an appli
ation message m, m:r
v = m:dlv.Note that sin
e MHs are mobile and 
an 
hange their 
ell, an appli
ation message m 
an be deliveredto an MH by an MSS other than m̂:dst (either when m is re
eived as on \old" message or m is in the9



Si ::varnoOfLast : set of integers, (fnoOfLastk j hk 2 Hig), ea
h initially 0;handoffOver : set of boolean variables, (fhandoffOverk j hk 2 Hig), ea
h initially true;handoffQ : set of priority queue of messages, (fhandoffQk j hk 2 Hg), ea
h initially �;(A7) On re
eiving hregister;mbl; Sji from hl;put hregister;mbl; Sji in handoffQl using mbl as the key;
all pro
ess handoffQ(hl);(A8) On re
eiving hhandoff begin; hl;mbli from Sj ;put hhandoff begin;mbl; Sji in handoffQl using mbl as the key;
all pro
ess handoffQ(hl);(A9) On re
eiving hnotify; hl;mbl; Sni from Sj ;if (
ell[l℄:mbl < mbl) then 
ell[l℄ := hmbl; Sni;send hlast; hli to Sj ;
all pro
ess handoffQ(hl);(A10) On re
eiving henable; hl;M 0; a
kQ0; up 
elli;forall hhk;mbl; Sni 2 up 
ell doif (
ell[k℄:mbl < mbl) then 
ell[k℄ := hmbl; Sni;endforall;Ml := M 0;while (a
kQ0 6= �) doremove hm;M; seqnoi from the head of a
kQ0 and let Sj sent m to Sk;put hm;M; seqnoi in a
kQl;send m to hl;Ml[j; k℄ := maxfMl[j; k℄; seqnog;Ml := maxfMl;Mg;endwhile;
anSendl := true;
all pro
ess sndQ(hl);(A11) On re
eiving hlast; hli;noOfLastl ++;if (noOfLastl = ns � 2) then
anDeliverl := false;send hhandoff over; hli to 
ell[l℄:mss;remove hl from Hi;
all pro
ess handoffQ(hl);endif;(A12) On re
eiving hhandoff over; hli;
anDeliverl := true;handoffOverl := true;pro
ess handoffQ(hl);pro
ess r
vQ();Figure 7: The hando� module for a mobile support station Sia
knowledgement queue of an enable message). In fa
t, m 
an be re
eived multiple times by its destinationMH. We 
onsider m to be re
eived (delivered) when the destination MH re
eives (delivers) it for the �rsttime. Moreover, an appli
ation message 
an be sent multiple times (due to retransmission by the mobilehost on failure to re
eive a
knowledgement). We treat the retransmitted appli
ation message as a di�erentappli
ation message and ignore the appli
ation message sent by an MH that is lost when the MH swit
hed10



Si ::(A13) On 
alling pro
ess handoffQ(hl);let htype;mbl; Sji be at the head of handoffQl;if ((type = register) ^ (mbl = 
ell[l℄:mbl+ 1) ^ (hl 62 Hi)) thenremove the message from the head of handoffQl;add hl to Hi;
ell[l℄ := hmbl; Sii;
anSendl := false;
anDeliverl := false;handoffOverl := false;send hhandoff begin; hl;mbli to Sj ;else if ((type = handoff begin) ^ (mbl = 
ell[l℄:mbl+ 1) ^ handoffOverl) thenremove the message from the head of handoffQl;
ell[l℄ := hmbl; Sji;let up 
ell be fhhk; 
ell[k℄:mbl; 
ell[k℄:mssi j hk has 
hanged 
ell sin
e up 
ell waslast sent to Sjg;send henable; hl;Ml; a
kQl; up 
elli to Sj ;broad
ast hnotify; hl;mbl; Sji to S n fSi; Sjg;endif;(A14) On re
eiving hm;M; seqno; old; up 
elli;forall hhk;mbl; Sni 2 up 
ell doif (
ell[k℄:mbl < mbl) then 
ell[k℄ := hmbl; Sni;endforall;
all deliver(hm;M; seqnoi);Figure 8: The hando� module for a mobile support station Si (
ontd.)its 
ell. Here we assume that an MH 
an dete
t dupli
ate appli
ation messages and dis
ard them. Inour proto
ol, apart from the appli
ation message m, m̂ also 
ontains a matrix, denoted by m̂:M , anda sequen
e number, denoted by m̂:seqno. For 
onvenien
e, m:M = m̂:M and m:seqno = m̂:seqno. Amatrix Mi is less than or equal to Mj , denote by Mi �Mj , i� h8 k; l ::Mi[k; l℄ �Mj [k; l℄i.Let e be an event on an MSS Si. We use mbl(e) and lastr
vd(e) to denote the value of the ve
tors
ell[1 : nh℄:mbl and lastr
vd respe
tively at Si on o

urren
e of e. The kth entry of the ve
tor v is denotedby v:k. A ve
tor vi is less than or equal to a ve
tor vj, denoted by vi � vj , i� h8 k :: vi:k � vj :ki. We use thesame operator � to 
ompare the ve
tors and the matri
es. Intuitively, the value 
ell[k℄:mss at Si representsSi's knowledge of the lo
ation of hk and 
ell[k℄:mbl indi
ates how \re
ent" the knowledge is. For a messagem sent by an MSS, mbl(m) = mbl(m:snd). For an appli
ation message m, mbl(m) = mbl(m̂). Sin
e forall k, 
ell[k℄:mbl is monotoni
ally non-de
reasing for every MSS therefore e �s f ) mbl(e) � mbl(f).The following lemmas and theorems prove the 
orre
tness of both the stati
 and the hando� modules.The organization of the proof is as follows. We �rst prove Lemma 2-4 that are used in the proof of livenessand safety properties. Theorem 9 establishes the liveness property of the proto
ol, namely a message sentto a mobile host is eventually delivered. We prove the liveness property in two stages. We �rst prove thata message m̂, 
arrying the appli
ation message m, is eventually delivered at its destination MSS (when mbe
omes deliverable at m̂:dst or deliver(m̂) is 
alled at m̂:dst), m̂:dst (Lemma 8). Using it, we prove thatthe appli
ation message m is eventually delivered at its destination MH, m:dst. Theorem 13 establishesthe safety property of the proto
ol, namely the modules implement 
ausal ordering among mobile hosts.In the lemmas that follow, let mi and mj be arbitrary appli
ation messages. Let mi:sr
 = hs andmi:dst = hd, and mj:sr
 = hs0 and mj:dst = hd0 . Let m̂i:sr
 = Su and m̂i:dst = Sv, and m̂i:sr
 = Su0and m̂j:dst = Sv0 . For 
onvenien
e, let mbl(mi):d = r and mbl(mj):d0 = r0. Note that Sdr = m̂i:dst = Sv11



Si ::(A2') On 
alling pro
ess sndQ(hs);if (
anSends) thenwhile (sndQ 6= �) doremove m from the head of sndQs;let m be destined for hd and Sj be 
ell[d℄mss;lastsent[j℄ + +;let up 
ell be fhhk; 
ell[k℄:mbl; 
ell[k℄:mssi j hk has 
hanged 
ell sin
e up 
ellwas last sent to Sjg;send hm;Ms; lastsent[j℄; up 
elli to Sj ;Ms[i; j℄ := lastsent[j℄;endwhile;endif;(A3') On re
eiving hm;M; seqno; up 
elli from Sj ;forall hhk;mbl; Sni 2 up 
ell doif (
ell[k℄:mbl < mbl) then 
ell[k℄ := hmbl; Sni;endforall;lastr
vd[j℄ := seqno;put hm;M; seqnoi in r
vQ;
all pro
ess r
vQ();(A5') On 
alling deliver(hm;M; seqnoi);let m be destined for hd;if (
ell[d℄:mss = Si) thenput hm;M; seqnoi in a
kQd;send m to hd;elselet up 
ell be fhhk; 
ell[k℄:mbl; 
ell[k℄:mssi j hk has 
hanged 
ell sin
e up 
ell waslast sent to 
ell[d℄:mssg;send hm;M; seqno; old; up 
elli to 
ell[d℄:mss;endif;(A6') On re
eiving an a
knowledgement from hd;remove hm;M; seqnoi from the head of a
kQd and let Sj sent m to Sk;Md[j; k℄ := maxfMd[j; k℄; seqnog;Md := maxfMd;Mg;Figure 9: The modi�
ation in stati
 module in presen
e of host movement in mobile support station Siand Sd0r0 = m̂j:dst = Sv0 . Although, both Sv and Sdr represent identi
al MSS m̂i:dst), we use Sdr when wewant to assert that Sv is the r + 1th MSS of hd and argue about the properties that hold during that timeperiod. This usage is not limited to mi.4.3.1 Preliminary LemmasLet �s denote the Lamport's happened before relation in the 
on
rete view with respe
t to the messageson whi
h up 
ell is piggyba
ked. Observe that �s �!s. Let enable(Slp) denote the enable message sentby Slp to Slp+1 on pro
essing handoff begin message from Slp+1 in the hando� module for hl when hl movesfrom the 
ell of Slp to the 
ell of Slp+1. Also, let enable(Slp):M denote the matrix, Ml, piggyba
ked onthe enable message. Sin
e Slp does not pro
ess the handoff begin message from Slp+1 until it re
eives thehandoff over message from Slp�1 and the proto
ol piggyba
ks up 
ell on an enable message therefore,12



(P 4.1) p < q ) enable(Slp):snd�s enable(Slq):sndAlso, sin
e Ml is monotoni
ally non-de
reasing, we have(P 4.2) p � q ) enable(Slp):M � enable(Slq):MLemma 2 mi:snd!h mj :snd ) mi:seqno � mj:M [u; v℄Proof: The proof is by indu
tion on the number of messages, n, involved in the smallest 
ausal 
hain(with respe
t to !h) from mi:snd to mj:snd. Let m̂i:sr
 = Ssa and m̂j:sr
 = Ss0a0 , where a = mbl(mi):sand a0 = mbl(mj):s0. Note that Su = Ssa and Su0 = Ss0a0 .Base Case (n = 0): In this 
ase, mi:snd �h mj :snd. Observe that hs = hs0 and a0 � a. There are two
ases to 
onsider depending on whether hs swit
hed its 
ell after sending mi.Case 1 [a0 = a℄: It 
an be veri�ed from the proto
ol that as soon as m̂i is sent, Ms is updated (A2').Using monotoni
ity of Ms, we have mi:seqno � mj :M [u; v℄.Case 2 [a0 > a℄: Sin
e Ssa does not send forward any message on behalf of hs to any MSS after sendingthe enable message, therefore m̂i:snd �s enable(Ssa):snd. Also, Ssa0 does not forward any message on behalfof hs until it re
eives enable(Ssa0�1), therefore enable(Ssa0�1):dlv �s m̂j:snd. Using P 4.2, monotoni
ity ofMs and a0 � 1 � a, we get,mi:seqno � enable(Ssa):M [u; v℄ � enable(Ssa0�1):M [u; v℄ � mj:M [u; v℄Thus, in any 
ase, mi:seqno � mj:M [u; v℄.Indu
tion Step (n � 1): Let mk denote the last message in the smallest 
ausal 
hain (with respe
t to!s) from mi:snd to mj :snd. Then, by indu
tion mi:seqno � mk:M [u; v℄. Let Ss0b be the MSS whi
h �rstdelivered mk to hs0 . Observe that a0 � b. Let a
k(mk) denote the a
knowledgement message sent by hs0on re
eiving mk. There are two 
ases to 
onsider depending on whether hs0 swit
hed its 
ell after re
eiving(or delivering) mk.Case 1 [a0 = b℄: Sin
e mk:dlv �h mi:snd, therefore a
k(mk) is re
eived at Ss0a0 before mi. More-over, when a
k(mk) is re
eived, mk is at the head of a
kQs0 (
hannel between an MH and its MSSis reliable and FIFO). On re
eiving a
k(mk), Ss0a0 updates Ms0 to re
e
t the \delivery" of mk at hs0whi
h involves taking 
omponent-wise maximum of mk:M and Ms0 . Using monotoni
ity of Ms0 , we havemk:M [u; v℄ � mj :M [u; v℄.Case 2 [a0 > b℄: Due to the movement of hs0 , it is possible that although hs0 re
eived mk and senta
k(mk) to Ss0b , Ss0b did not re
eive a
k(mk) before it sends the enable message. Therefore, on re
eiving theenable message from Ss0b , Ss0b+1 updates Ms0 assuming that all the messages in a
kQs0 have been re
eivedat hs0 before pro
eeding further. Using P 4.2 and monotoni
ity of Ms0 , we have mk:M [u; v℄ � mj:M [u; v℄.Thus, in any 
ase, mi:seqno � mj:M [u; v℄. Therefore by indu
tion the lemma holds.Lemma 3 mi:seqno � mj:M [u; v℄ ) m̂i:snd�s m̂j:snd13



Proof: Assumemi:seqno � mj:M [u; v℄. The proof is by 
onstru
tion. We �rst prove the following propertysatis�ed by mi and mj,mi:seqno �mj :M [u; v℄ ) (m̂i:snd�s m̂j:snd) _h9mk :: (mi:seqno � mk:M [u; v℄) ^ (m̂k:snd�s m̂j :snd)iLet m̂j:sr
 = Ss0a0 where a0 = mbl(mj):s0. Observe that mi:seqno � 1 and Ms0 is initially 0. Sin
e Ms0is monotoni
ally non-de
reasing, therefore there exists an MSS where Ms0 was updated whi
h made theinequality true. Let Ss0b be the �rst su
h MSS in the sequen
e fSs0l g, and ek be the earliest event on it su
hthat the inequality holds just after ek. Note that a0 � b and Ms0 is updated only either due to a messagesent by hs0 or due to a message destined for hs0 . Let mk denote the message involved in ek. Observe thatmk 6= mj. In the former 
ase (the inequality be
ame true due to a message sent by hs0), m̂k:sr
 = Suand m̂k:dst = Sv. Sin
e lastsent on Ss0b is monotoni
ally non-de
reasing and mi:seqno � mk:seqno,therefore either mi = mk or m̂i:snd �s m̂k:snd. Moreover, if a0 = b then m̂k:snd �s m̂j:snd, otherwisem̂k:snd �s enable(S0b):snd and enable(Ss0a0�1):dlv �s m̂j:snd. Using P 4.1, we have m̂i:snd�s m̂j :snd.In the latter 
ase, as before, if a0 = b then ek �s m̂j:sr
, otherwise ek �s m̂j:snd (Ms0 is not updatedat Ss0b after it sends the enable message). Moreover, it 
an be veri�ed from the proto
ol that m̂k was ina
kQs0 when Ms0 was updated. Let m̂k:dst = Ss0
 where 
 = mbl(mk):s0. Observe that m̂k �rst entersa
kQs0 either at Ss0
 on o

urren
e of m̂k:dlv or at Ss0
+1 on being re
eived as an \old" message. After that,it gets transferred to the next MSS piggyba
ked on the enable message. Sin
e the messages 
ontainingappli
ation message, the messages tagged as \old" and the enable messages are piggyba
ked with up 
ell,therefore m̂k:snd�s ek. Thus, m̂k:snd�s m̂j:snd. There are again two 
ases to 
onsider. The inequalitybe
ame true either due to seqno of mk or as a result of taking 
omponent-wise maximum of mk:M andMs0 . In the �rst 
ase, m̂k:sr
 = Su, m̂k:dst = Sv and mi:seqno � mk:seqno. Therefore, either mi = mk orm̂i:snd �s m̂k:snd. Combining with earlier result, we get m̂i:snd�s m̂j :snd. Finally, in the se
ond 
ase,mi:seqno � mk:M [u; v℄.Thus, (m̂i:snd �s m̂j:snd) _ h9 mk :: (mi:seqno � mk:M [u; v℄) ^ (m̂k:snd �s m̂j:snd)i holds. We
an apply the same property to mi and mk sin
e mi:seqno � mk:M [u; v℄. We 
laim that at most nhappli
ations of the property establishes m̂i:snd �s m̂j:snd. The proof is by 
ontradi
tion. Assume the
ontrary. Then, there is a 
hain of messages, mk1 ;mk2 ; : : : mkl ;mj su
h that m̂k1 :snd �s m̂j:snd (�s istransitive) and l > nh. Using the pigeon-hole prin
iple, we 
an infer that at least two messages in the
hain are sent by the same MH. Let the messages be mkp and mkq . Also, let ekp and ekq be the eventsused in the proof of the property. Sin
e both events involve update of the MH matrix, therefore eitherekp !s ekq or ekq !s ekp holds whi
h 
ontradi
ts the 
hoi
e of ekp or ekq . Thus, the lemma holds.Lemma 4 m̂i:snd�s m̂j :snd ) mbl(mi) � mbl(mj)Proof: The lemma 
an be proved by indu
tion on the number of messages, n, involved in smallest 
ausal
hain (with respe
t to �s) from m̂i:snd to m̂j :snd. The proof is straightforward and is left to thereader.4.3.2 Liveness PropertyLemma 5 Every hando� pro
edure for a mobile host terminates.
14



Proof: Let handoff(l; p) denote the hando� pro
edure between Slp and Slp+1 for hl, when hl moves fromthe 
ell of Slp to the 
ell of Slp+1. The lemma 
an be proved easily by indu
tion on p, 0 � p < n(hl).Let handoff over(Slp) denote the handoff over message sent by Slp to Slp+1 in the hando� module for hl,when hl moves from the 
ell of Slp to the 
ell of Slp+1. Sin
e Slp, does not pro
ess the handoff begin messagefrom Slp+1 until it re
eives the handoff over message from Slp�1, therefore we have,(P 4.3) p < q ) handoff over(Slp):snd!s handoff over(Slq):sndLet m̂i :er
vd denote the earliest event on Sv su
h that m̂i :M [1 : ns; v℄ � lastr
vd(m̂i :er
vd). Observethat h8 e : m̂i :er
vd �s e : m̂i :M [1 : ns; v℄ � lastr
vd(e)i is true. Intuitively, m̂i :er
vd represents theearliest event on Sv when all the messages sent to Sv on whi
h mi 
ausally depends (potentially) havebeen re
eived at Sv.Lemma 6 m̂i :er
vd o

urs eventually. Moreover, if Sdr is not the �nal mobile support station for hd, i.e.r < n(hd), then m̂i :er
vd �s handoff over(Sdr ):snd.Proof: Consider a message m̂k destined for Sv su
h that m̂k :seqno � m̂i :M [w; v℄, where Sw = m̂k:sr
.We 
laim that m̂k is eventually re
eived, i.e. m̂k:r
v o

urs eventually. Furthermore, if r < n(hd) thenm̂k:r
v �s handoff over(Sdr ):snd. Assume Sdr is the �nal MSS for hd. Sin
e the 
hannels among MSSs arereliable, therefore m̂k is re
eived eventually. Otherwise, assume r < n(hd). We have three 
ases to 
onsiderdepending on the sour
e MSS of m̂k. Let Sn denote the MSS to whose 
ell hd moves after leaving the
ell of Sdr . Let handoff begin(Sdr+1) denote the handoff begin message sent by Sdr+1 to Sdr in the hando�pro
edure when hd swit
hes 
ell. Let notify(Sdr ) represent the notify message broad
ast by Sdr to the MSSsin the hando� pro
edure and let last(Sw; Sdr ) denote the 
orresponding last message sent by Sw to Sdr .Case 1 [Sw = Sv℄: In this 
ase, m̂k:snd �s handoff begin(Sdr+1):dlv. Assume the 
ontrary. Afterpro
essing the handoff begin message, the value of 
ell[d℄:mlb at Sv be
omes r+ 1. Thus, mbl(m̂k):d > r.Using Lemma 3 and Lemma 4, we 
an infer that r < mbl(m̂i):d, a 
ontradi
tion. Sin
e the messagessent to itself are re
eived immediately and handoff begin(Sdr+1):dlv �s handoff over(Sdr ):snd, thereforem̂k:r
v �s handoff over(Sdr ):snd.Case 2 [Sw = Sn℄: In this 
ase, m̂k:snd �s handoff begin(Sdr+1):snd. The proof is identi
al to the proofin Case 1. Sin
e the 
hannels are reliable and FIFO, therefore m̂k:r
v �s handoff begin(Sdr+1):r
v. Also,handoff begin(Sdr+1):r
v �s handoff over(Sdr ):snd. Thus, m̂k:r
v �s handoff over(Sdr ):snd.Case 3 [Sw 2 S n fSv; Sng℄: Finally, in this 
ase, m̂k:snd �s notify(Sdr ):dlv. Sin
e the 
hannels arereliable and FIFO, and notify(Sdr ):dlv �s last(Sw; Sdr ):snd, therefore m̂k:r
v �s last(Sw; Sdr ):r
v. Also,last(Sw; Sdr ):r
v �s handoff over(Sdr ):snd. Thus, m̂k:r
v �s handoff over(Sdr ):snd.In any 
ase, m̂k:r
v �s handoff over(Sdr ):snd. Thus, for all m̂k destined for Sv su
h thatm̂k :seqno � m̂i :M [w; v℄, where m̂k:sr
 = Sw, we have m̂k:r
v �s handoff over(Sdr ):snd. Sin
e as soonas a message is re
eived lastr
vd is updated, therefore m̂i :er
vd �s handoff over(Sdr ):snd. Therefore thelemma holds.Lemma 7 m̂i:r
v o

urs eventually. Moreover, if Sdr is not the �nal mobile support station for hd, i.e.r < n(hd), then m̂i:r
v �s handoff over(Sdr ):snd. 15



Proof: The lemma 
an be proved by doing a 
ase analysis identi
al to the one in Lemma 6. The proof isleft to the reader.Lemma 8 m̂i is eventually delivered (at its destination mobile support station Sv). Moreover, if Sdr is notthe �nal mobile support station for hd, i.e. r < n(hd), then m̂i:dlv �s handoff over(Sdr ):snd.Proof: LetMA denote the set of messages whi
h 
ontain appli
ation messages (not tagged as \old") sentby a mobile support station to another mobile support station to be delivered to the destination mobilehosts. Let MC be the set of messages on whi
h up 
ell is piggyba
ked. We �rst de�ne a binary relation,�, on MA as follows,̂mi � m̂j def= (hd = hd0) ^ (Sv = Sv0) ^ (m̂i :seqno � m̂j :M [u; v℄)Observe that MA � MC and � ��s (Lemma 3). Also, (MC ;�s) is a well-founded set. Thus, we
an infer that (MA;�) is also a well-founded set. Let P:m̂k be \the lemma holds for m̂k". Assumeh8 m̂k : m̂k � m̂i : P:m̂ki. There are two 
ases to 
onsider: r = n(hd) or r < n(hd).Case 1 [r < n(hd)℄: Using Lemma 7, we have m̂i:r
v �s handoff over(Sdr ):snd. If Sdr is the initialMSS of hd, i.e. (r = 0), then 
anDeliverd is true initially. Otherwise, using Lemma 5 we 
an inferthat handoff over(Sdr�1):dlv eventually o

urs at Sdr after whi
h 
anDeliverd is set to true. Moreover,
anDeliverd remains true until Sdr sends the handoff over message to Sdr+1. Let 
anDeliver be the earliestevent on Sdr after whi
h 
anDeliverd is true. Then 
anDeliver �s handoff over(Sdr ):snd. From Lemma 6,we 
an 
on
lude that m̂i :er
vd �s handoff over(Sdr ):snd. Consider m̂k su
h that m̂k � m̂i. Using de�nitionof �, Lemma 3 and Lemma 4, we have mk:dst = hd and mbl(m̂k):d � mbl(m̂i):d = r. Therefore,using indu
tion hypothesis and P 4.3, we get m̂k:dlv �s handoff over(Sdr ):snd. Observe that after allmessages m̂k su
h that m̂k � m̂i have been delivered, then the last expression in the 
onjun
t of the \if"
ondition in (A4) is never falsi�ed. Let e be the latest of all the events in fm̂i:r
v; 
anDeliver; m̂i :er
vdg[fm̂k:dlv j m̂k � m̂ig. Then e �s handoff over(Sdr ):snd. After e, the \if" 
ondition in (A4) evaluates totrue for m̂i, and deliver(m̂i) is 
alled. Thus, m̂i:dlv �s handoff over(Sdr ):snd. Therefore P:m̂i holds.Case 2 [r = n(hd)℄: In this 
ase, we have to prove that m̂i:dlv eventually o

urs. The proof is quitesimilar to but simpler than the proof for Case 1.Hen
e by strong indu
tion, the lemma holds.Theorem 9 (liveness) mi is eventually delivered (at its destination mobile host, hd).Proof: We �rst show that m̂i eventually enters a
kQd. If Sdr is the �nal mobile support station for hd orm̂i:dlv �s handoff begin(Sdr ):dlv then m̂i enters a
ksd as soon as m̂i:dlv o

urs. Otherwise, on o

urren
eof m̂i:dlv, m̂i is sent to Sdr+1 where it is inserted into a
kQd on being re
eived. Let Sdt , r � t � n(hd) bethe MSS su
h that hd stays for suÆ
iently long time in the 
ell of Sdt after m̂i enters a
kQd. Let Ma
k bethe set of messages that entered a
kQd at Sdt (in
luding messages that were already in a
kQd when a
kQdwas transferred to Sdt ) before m̂i. Note that the messages are sent to hd in the order in whi
h they entera
kQd ((A5') and (A10)). Moreover, after re
eiving jMa
kj a
knowledgement messages from hd, m̂i willbe at the front in a
kQd. Sin
e the 
hannel between an MH and its MSS is reliable and FIFO, thereforeSdt re
eives jMa
kjth a
knowledgement message from hd if hd does not swit
h 
ell for a suÆ
iently longtime. Thus, mi is delivered at hd. 16



4.3.3 Safety PropertyLemma 10 If m̂i enters a
kQd before m̂j then mi:dlv �h mj:dlv.Proof: Note that hd = hd0 . Let Sdt and Sdt0 denote the MSSs that deliveredmi andmj respe
tively to hd forthe �rst time (t and t0 exist due to Theorem 9). If t < t0 then it 
an be easily proved that mi:dlv �h mj :dlv.Therefore, assume t � t0. Observe that in the proto
ol as soon as a message is inserted in a
kQd at Sdt0 ,it is also dispat
hed to hd ((A5') and (A10)). Thus, at Sdt0 , mi is sent to hd before mj . Sin
e the 
hannelbetween an MH and its MSS is FIFO, therefore hd re
eives mi before mj. Hen
e mi:dlv �h mj:dlv.Lemma 11 mbl(mi):d < mbl(mj):d ) :(mj :dlv �h mi:dlv)Proof: If hd 6= hd0 then the 
onsequent (and hen
e the lemma) is trivially true. Therefore assume hd = hd0 .We �rst prove that m̂i enters a
kQd before m̂j . If m̂i:dlv �s handoff begin(Sdr+1):dlv then m̂i enters a
kQdat Sdr . Otherwise, on o

urren
e of m̂i:dlv, m̂i is sent to Sdr+1 where it is inserted into a
kQd as soon asit is re
eived. Using Lemma 8 and the fa
t that the 
hannels among MSSs are FIFO, we 
an infer thatm̂i is re
eived at Sdr+1 before handoff over(Sdr ). Also, from the proto
ol we know that m̂j 
annot entera
kQd before handoff over(Sdr0�1) is re
eived. Thus, using P 4.3, we 
an 
on
lude that in any 
ase m̂ienters a
kQd before m̂j. Finally, using Lemma 10, we have mi:dlv �h mj:dlv.Lemma 12 (mbl(mi):d = mbl(mj):d) ^ (mi:snd!h mj :snd) ) :(mj:dlv �h mi:dlv)Proof: If hd 6= hd0 then the 
onsequent (and hen
e the lemma) is trivially true. Therefore assumehd = hd0 . We �rst prove that m̂i:dlv �s m̂j:dlv. Note that Sv = Sv0 . From Lemma 2, we 
an 
on
lude thatm̂i :seqno � m̂j :M [u; v℄. Observe that m̂j :er
vd 
annot o

ur before m̂i:r
v. Moreover, after m̂j :er
vdo

urs, m̂j 
annot be delivered until m̂i is delivered. Thus, m̂i:dlv �s m̂j :dlv. If Sdr is the �nal MSS forhd then as soon as m̂:dlv o

urs it is inserted into a
kQd. Therefore, m̂i is inserted into a
kQd before m̂j.Otherwise, there are three 
ases to 
onsider:Case 1 [m̂i:dlv �s m̂j :dlv �s handoff begin(Sdr+1):dlv℄: On o

urren
e of m̂i:dlv (m̂j :dlv), m̂i (m̂j) isinserted into a
kQd. Hen
e m̂i enters a
kQd before m̂j.Case 2 [m̂i:dlv �s handoff begin(Sdr+1):dlv �s m̂j :dlv℄: On o

urren
e of m̂i:dlv, m̂i is inserted intoa
kQd. On pro
essing handoff begin(Sdr+1), a
kQd is piggyba
ked on the enable(Sdr ) message and sent toSdr+1. Then, when m̂j:dlv o

urs, m̂j is sent to Sdr+1 where it enters a
kQd. Sin
e the 
hannels amongMSSs are reliable and FIFO, therefore m̂i enters a
kQd before m̂j.Case 3 [handoff begin(Sdr+1):dlv �s m̂i:dlv �s m̂j:dlv℄: On o

urren
e of m̂i:dlv (m̂j :dlv), m̂i (m̂j issent to Sdr+1 tagged as on \old" message. On re
eiving m̂i (m̂j), Sdr+1 inserts m̂i (m̂j) into a
kQd. Sin
ethe 
hannels among MSSs are reliable and FIFO, therefore m̂i enters a
kQd before m̂j.In any 
ase, m̂i enters a
kQd before m̂j . Finally, using Lemma 10, we have mi:dlv �h mj :dlv.Theorem 13 The proto
ol implements 
ausal ordering among mobile hosts. In other words,mi:snd!h mj:snd ) :(mj:dlv �h mi:dlv)17



Proof: The proof is a straightforward manipulation of the lemmas.mi:snd!h mj:snd) mi:seqno � mj:M [u; v℄ ; Lemma 2) m̂i:snd�s m̂j:snd ; Lemma 3) mbl(mi) � mbl(mj) ; Lemma 4) mbl(mi):d � mbl(mj):d ; de�nition of �, instantiation� (mbl(mi):d < mbl(mj):d) _ (mbl(mi):d = mbl(mj):d) ; de�nition of �) (mbl(mi):d < mbl(mj):d) _ ((mbl(mi):d = mbl(mj):d) ^ (mi:snd!h mj:snd)); use ante
edent) :(mj:dlv �h mi:dlv) _ :(mj:dlv �h mi:dlv) ; Lemma 11, Lemma 12) :(mj:dlv �h mi:dlv) ; idempoten
e of _Thus, the theorem holds.4.4 Chara
terization of Stati
 ModuleIn this se
tion we state and prove the predi
ate that 
hara
terizes our stati
 module. The stati
 modulein Se
tion 4.1 implements,(CO00) h9mk : m̂i:dst = m̂k:dst : (m̂i:snd 4s m̂k:snd)^ (mk:snd!h mj :snd)i ):(mj:dlv �h mi:dlv) ^ :(m̂j:dlv �s m̂i:r
v),where e 4s f i� (e = f) _ (e �s f), under the assumption that the 
hannels among MSSs are FIFO.Moreover, if the 
hannels among MSSs are not FIFO then it implements,CO00 ^ (m̂i:snd �s m̂j :snd ) :(m̂j:dlv �s m̂i:r
v))For 
onvenien
e, let FO00 def= m̂i:snd �s m̂j :snd ) :(m̂j :dlv �s m̂i:r
v). For the following proofs, wede�ne mi:P for an appli
ation message mi as follows,mi:P [u; v℄ = maxffmk j (m̂k:sr
 = Su) ^ (m̂k:dst = Sv) ^ (mk:snd!h mi:snd)gg,where maxfSg returns the message with the largest seqno in the set S. Also, maxf�g = ?, where?:seqno = 0 and ? !h mi.Lemma 14 For an appli
ation message mi, mi:M [u; v℄ = mi:P [u; v℄:seqno for all u and v.Proof: Using Lemma 2 and de�nition of mi:P [u; v℄, we 
an infer that mi:P [u; v℄:seqno � mi:M [u; v℄(the inequality trivially holds if mi:P [u; v℄ = ?). Assume mi:M [u; v℄ > mi:P [u; v℄:seqno. We will derivea 
ontradi
tion. Let mi:M [u; v℄ = n; n > 0. We �rst prove the following property for the appli
ationmessage mi, 18



mi:M [u; v℄ = n ) h9mk :: (((m̂k:sr
 = Su) ^ (m̂k:dst = Sv) ^ (mk:seqno = n)) _ (mk:M [u; v℄ = n))^(mk:snd!h mi:snd)iLet mi:sr
 = hs. Observe that n > 0 and Ms is initially 0. Sin
e Ms is monotoni
ally non-de
reasing,therefore there exists an event on m̂i:sr
 when Ms was updated whi
h made the equality, Ms[u; v℄ = n,true. Let ek be the earliest event on it su
h that the equality holds just after ek. Note that Ms isupdated only either due to a message sent by hs or due to a message re
eived by hs. Let mk denotethe appli
ation message involved in ek. Observe that ek �s m̂i:snd. In the former 
ase (the inequalitybe
ame true due to a message sent by hs), m̂k:sr
 = Su and m̂k:dst = Sv. Moreover, mk:seqno = n andmk:snd �h mi:snd. In the latter 
ase, there are again two 
ases to 
onsider. The equality be
ame trueeither due to seqno of mk or as a result of taking 
omponent-wise maximum of mk:M and Ms. In the�rst 
ase, m̂k:sr
 = Su, m̂k:dst = Sv and mk:seqno = n. In the se
ond 
ase mk:M [u; v℄ = n. Moreover, inboth 
ases, mk:snd!h mi:snd.Thus, the property holds. If the se
ond term of the \_" expression holds for mk then we 
an apply thesame argument sin
e in that 
ase mk:M [u; v℄ = n; n > 0. We 
laim that at most nh appli
ations of theproperty establishes h9mk :: (m̂k:sr
 = Su)^(m̂k:dst = Sv)^(mk:seqno = n)^(mk:snd!h mi:snd)i. Theproof is by 
ontradi
tion. Assume the 
ontrary. Then, there is a 
hain of messages, mk1 ;mk2 ; : : : mkl ;misu
h that mk1 :snd!h mi:snd (!h is transitive) and l > nh. Using the pigeon-hole prin
iple, we 
an inferthat at least two messages in the 
hain are sent by the same mobile host. Let the messages be mkp andmkq . Also, let ekp and ekq be the events used in the proof of the property. Then ekp !s ekq or ekq !s ekpholds whi
h 
ontradi
ts the 
hoi
e of ekp or ekq . Thus, there exists an appli
ation message mk su
h thatm̂k:sr
 = Su, m̂k:dst = Sv, mk:seqno = n and mk:snd !h mi:snd. Also, mi:M [u; v℄ = n = mk:seqno >mi:P [u; v℄:seqno whi
h 
ontradi
ts the de�nition of mi:P [u; v℄. Hen
e mi:M [u; v℄ = mi:P [u; v℄:seqno andthe lemma holds.Lemma 15 For any two appli
ation messages mi and mj su
h that m̂i:sr
 = Su and m̂i:dst = Sv, thestati
 module satis�es,h9mk : m̂i:dst = m̂k:dst : (m̂i:snd 4s m̂k:snd) ^ (mk:snd!h mj:snd)i � mi:seqno � mj:M [u; v℄Proof:() )(A.1) mi:snd!h mj:snd ) mi:seqno � mj:M [u; v℄We prove (A.1) by indu
tion on the number of messages,n, in the 
ausal 
hain (with respe
t to !h)from mi:snd to mj:snd.Base Case (n = 0): In this 
ase, mi:snd �h mj:snd. On sending m̂i, Su sets the (u; v)th entry ofthe host matrix to mi:seqno. Sin
e the wireless 
hannels are FIFO and the host matrix is monotoni
allynon-de
reasing, therefore mi:seqno � mj:M [u; v℄.Indu
tion Step (n > 0): Let mj:sr
 = hs0 . Let ml be the last message in the 
ausal 
hain.Using indu
tion, we get mi:seqno � ml:M [u; v℄. Observe that ml is delivered to hs0 before mj :snd o

urs(to 
reate the 
ausal dependen
y). Sin
e wireless 
hannels are FIFO and reliable therefore a
knowledgemessage for ml, a
k(ml), is re
eived before mj. On re
eiving a
k(ml), m̂j:sr
 sets Ms0 to 
omponent-wisemaximum of ml:M and Ms0 . Hen
e, we have ml:M [u; v℄ � mj :M [u; v℄. Thus, mi:seqno �mj :M [u; v℄.19



Thus, by indu
tion, mi:snd!h mj:snd ) mi:seqno � mj:M [u; v℄.(A.2) h9mk : m̂i:dst = m̂k:dst : (m̂i:snd �s m̂k:snd) ^ (mk:snd!h mj:snd)i )mi:seqno � mj:M [u; v℄Sin
e m̂i:dst = m̂k:dst and m̂i:snd �s m̂k:snd therefore mi:seqno < mk:seqno. Moreover, sin
emk:snd !h mj:snd, using (A.1) we have mk:seqno � mj:M [u; v℄. Combining both the results, we havemi:seqno � mj:M [u; v℄.(( )Assume mi:seqno � mj:M [u; v℄. Using Lemma 14, we 
an infer that there exists a message ml su
hthat ml:seqno = mj:M [u; v℄ and ml:snd !h mj:snd. Moreover, m̂l:sr
 = Su; m̂l:dst = Sv. Sin
em̂i:sr
 = Su = m̂l:sr
, m̂i:dst = Sv = m̂l:dst and mi:seqno � mj:M [u; v℄ = ml:seqno, thereforem̂i:snd 4s m̂l:snd.Theorem 16 The stati
 module implements CO00 under the assumption that the 
hannels among mobilesupport stations are FIFO.Proof: Let XSM and XCO00 be the set of exe
utions a

epted by the proposed stati
 module and the
ondition CO00 respe
tively. To prove that the stati
 module implements CO00, we need to show thatXSM = XCO00 i.e. the exe
utions generated by the stati
 module satisfy the 
ondition CO00 and vi
e versa.For 
onvenien
e, let mi 7! mj def= h9mk : m̂i:dst = m̂k:dst : (m̂i:snd 4s m̂k:snd) ^ (mk:snd!h mj:snd)i.Observe that mi 7! mj ) mi !s mj. Therefore 7! is a
y
li
.(B.1) XCO00 � XSM : Consider an exe
ution X that satis�es CO00. Let ! denote the Lamport's\happened before" relation on the set of events (on MHs and MSSs) in the exe
ution X . Sin
e ! is apartial order, it 
an be extended to some total order. Let E denote the sequen
e of events with respe
t tothe total order and En be the pre�x of E 
ontaining the �rst n events. We prove that for all n, En 
an begenerated by the proposed stati
 module. The proof is by indu
tion on n. For the purpose of the proof,the events are either deliver or non-deliver events. Note that the stati
 module 
ontrols only the deliverevents on mobile support stations.Base Case (n = 1): Observe that the �rst event 
annot be a deliver event. Therefore E1 
an begenerated by the stati
 module.Indu
tion Step (n > 1): Using indu
tion hypothesis, En�1 
an be generated by the stati
 module.Assume nth event, say en, is a deliver event on a mobile support station, say Sv, and let mi be theappli
ation message involved in the event. We need to prove that mi is deliverable a

ording to ourstati
 module. Let MR denote the set of messages destined for mi:dst that have been re
eived but notyet delivered at Sv just before en o

urs (MR 6= � sin
e mi 2 MR). Let 
hann(G; en) denote the setof messages sent to Sv in-transit (sent to Sv but not yet re
eived at Sv) in the 
onsistent 
ut G thatin
ludes en, and MD be MR [ 
hann(G; en). We �rst show that mi is minimal in MD with respe
t to7! (7! is a
y
li
). Assume the 
ontrary. Let mk be the appli
ation message su
h that mk 7! mi. Thenmk 2 MR or mk 2 
hann(G; en). In either 
ase, X does not satisfy CO00, a 
ontradi
tion. Now weprove that mi is deliverable a

ording to the proposed stati
 module. We prove the 
ontrapositive, thatis, if mi is not deliverable then it is not minimal in MD. From the stati
 module, it 
an be veri�ed thateither (1) lastr
vdv[u℄ < mi:M [u; v℄ for some Su, or (2) there exists an appli
ation message mk in r
vQv,20



destined for mi:dst, su
h that mk:seqno � mi:M [u; v℄, where m̂k:sr
 = Su. In the �rst 
ase, (1), usingLemma 14 we 
an infer that there exists a message mk su
h that m̂k:sr
 = Su and m̂k:dst = Sv. Also,mk:seqno � mi:M [u; v℄ and mk 2 
hann(G; en). Using Lemma 15, we have mk 7! mi. In the se
ond 
ase,(2), mk 2MR. Again using Lemma 15, we 
an 
on
lude that mk 7! mi. In either 
ase mi is not minimalin MD, a 
ontradi
tion. Thus, mi is deliverable a

ording to the stati
 module.Therefore, using indu
tion, we 
an infer that the exe
ution X 
an be generated by the stati
 module.(B.2) XSM � XCO00 : Consider an exe
ution X generated by the stati
 module. We have to provethat X satis�es CO00. Let mi and mj be arbitrary appli
ation messages su
h that mi 7! mj . If m̂i andm̂j are destined for di�erent MSSs then CO00 is trivially satis�ed. Hen
e assume m̂i:dst = m̂j :dst. Letm̂i:sr
 = Su and m̂i:dst = m̂j:dst = Sv. Using Lemma 15, we 
an 
on
lude that mi:seqno � mj:M [u; v℄.From the proto
ol it 
an be veri�ed that when m̂j:dlv o

urs then lastr
vdv[u℄ � mj:M [u; v℄. Thereforelastr
vdv[u℄ � mi:seqno i.e. m̂i:r
v has already o

urred. Thus, we have :(m̂j :dlv �s m̂i:r
v). If miand mj are destined for di�erent MHs then the �rst expression in the 
onsequent of CO00 trivially holds.Therefore assume mi:dst = mj:dst = hd. Again from the proto
ol it 
an be veri�ed that when m̂j:dlvo

urs then m̂i is not in r
vQv. Sin
e m̂i has been re
eived (as argued before) therefore m̂i:dlv has alreadyo

ured at Sv (when m̂j :dlv o

urs). Moreover, the wireless 
hannels are FIFO and reliable. Thus, wehave :(mj :dlv �s mi:dlv). Hen
e X satis�es CO00.Thus, XSM = XCO00 and the theorem holds.Although we do not prove here but if we relax the FIFO assumption then it 
an be easily veri�ed thatthe stati
 module Se
tion 4.1 implements CO00 ^ FO00.5 Comparison and Dis
ussionThe proposed stati
 module implements CO00 ^ FO00 whi
h is weaker than CO0 implemented by AV 2(CO0 ) CO00 ^ FO00). As a result, unne
essary delay in our proto
ol is lower than that imposed in AV 2.In the worst 
ase, message overhead in our proto
ol is O(n2s + nh) but we expe
t it to be 
loser to O(n2s)in pra
ti
e. Our storage overhead in ea
h MSS is O(k � n2s), where k is the number of MHs 
urrently inthe 
ell of the MSS. Even though this overhead is higher than that of AV 2, it 
an be easily a

ommodatedby MSSs due to their ri
h memory resour
es.PSR [17℄ is not suitable for systems where the number of mobile hosts dynami
ally 
hanges be
ause thestru
ture of information 
arried by ea
h message in their algorithm depends on the number of parti
ipatingpro
esses. In our proto
ol, the stru
ture of the information 
arried by ea
h message in the wired networkdoes not vary with the number of MHs in the system. So, our proto
ol is more suitable for dynami
systems. PSR, however, in
urs no unne
essary delay in message delivery.We �rst give a s
enario (in Figure 10) where YHH does not satisfy liveness property. A

ording toYHH, message m4 will be delayed be
ause m4:M [1; 2℄ > MH DELIV2[1℄. And sin
e at the time when m4arrives at S2, there are no messages in transit, m4 is delayed inde�nitely. The problem 
an be 
orre
tedby using sequen
e numbers. The stati
 module in YHH (
orre
ted) [22℄ satis�es m̂i:snd !s m̂j:snd ):(mj:dlv �h mi:dlv). Their message overhead in the wired network is O(ns�nh). This overhead is higherthan ours but lower than AV 1. Their unne
essary delay is stri
tly lower than AV 2. When 
omparing interms of unne
essary delay, their delay is lower than ours in the average 
ase whi
h is expe
ted be
auseof their higher message overhead. However, there are 
ases where our proto
ol does not impose delivery21
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Figure 10: A mobile 
omputation illustrating the liveness problem in YHH.delay but their proto
ol does. One 
an further redu
e the unne
essary delay in YHH using the te
hniqueintrodu
ed in this paper. By assigning a matrix of size ns � nh to ea
h host, the 
ondition implementedby their stati
 module 
an be weakened to,h9mk : mi:dst = mk:dst : (m̂i:snd 4s m̂k:snd) ^ (mk:snd!h mj:snd)i ) :(mj:dlv �h mi:dlv)Table 1 summarizes the 
omparison between our proto
ol and the previous work.Algorithm Message overhead Well-suited fordynami
 systemsAV 2 O(n2s) YesPSR O(n2h) NoYHH O(ns � nh) NoOur Algorithm O(n2s + nh) Yesnh: the number of mobile hostsns: the number of mobile support stationsTable 1: Comparison between our algorithm and the previous work.6 Performan
e Evaluation6.1 Simulation EnvironmentSimulation experiments are 
ondu
ted for di�erent 
ombinations of message size and 
ommuni
ation pat-terns. We use 512 bytes for the size of small messages, and 8K � 10K bytes for large messages. Two
ommuni
ation patterns are used in the simulation: uniform, and nonuniform. Nonuniform pattern isindu
ed by having odd numbered hosts generate messages at three times the rate of even numbered hosts.For ea
h appli
ation messagem, we de�neMH-to-MH Delay as the elapsed time between m:snd andm:dlv.Similarly, MSS-to-MSS Delay is the elapsed time between m̂:snd and m̂:dlv.22
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(b)Figure 11: Delay under uniform 
ommuni
ation pattern and small message size.The time between generation of su

essive messages at a mobile host is exponentially distributed withmean 100 ms. The destination host of ea
h message is a uniformly distributed random variable. Thethroughput of a wired 
hannel is assumed to be 100 Mbps, and the propagation delay in a wired 
hannel is7 ms. These two parameters are also used in [5℄. For a wireless 
hannel, the throughput and propagationdelay are respe
tively assumed to be 20 Mbps and 0:5 ms. This throughput of wireless links is supported inEuropean High Performan
e Radio Lo
al Area Network (HiperLAN). In ea
h run, the ratio of the numberof mobile hosts and support stations is varied from 1 to 150.6.2 ResultsWe plot the MH-to-MH and MSS-to-MSS delay from our stati
 module against those from AV 2.Figure 11(a) and Figure 11(b) present MH-to-MH and MSS-to-MSS delays respe
tively under uniform
ommuni
ation pattern and small message size. The result shows that our stati
 module 
an redu
e theMH-to-MH delay by as mu
h as 18.4%, and 20.7% for MSS-to-MSS delay.Figure 12(a) and Figure 12(b) present MH-to-MH and MSS-to-MSS delays respe
tively under uniform
ommuni
ation pattern and large message size. The result shows that our stati
 module 
an redu
e theMH-to-MH delay by as mu
h as 11.02%, and 18.7% for MSS-to-MSS delay.Figure 13(a) and Figure 13(b) present MH-to-MH andMSS-to-MSS delays respe
tively under nonuniform
ommuni
ation pattern and small message size. The result shows that our stati
 module 
an redu
e theMH-to-MH delay by as mu
h as 18.9%, and 20.9% for MSS-to-MSS delay.Figure 14(a) and Figure 14(b) present MH-to-MH andMSS-to-MSS delays respe
tively under nonuniform
ommuni
ation pattern and large message size. The result shows that our stati
 module 
an redu
e theMH-to-MH delay by as mu
h as 12.11%, and 19% for MSS-to-MSS delay.7 Con
lusionWe have presented an eÆ
ient proto
ol for 
ausal message ordering. This proto
al maintains the lowmessage overhead while redu
ing unne
essary delivery delay imposed by Alagar and Venkatesan's algorithm23
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(b)Figure 12: Delay under uniform 
ommuni
ation pattern and large message size.
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(b)Figure 13: Delay under nonuniform 
ommuni
ation pattern and small message size.
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(b)Figure 14: Delay under nonuniform 
ommuni
ation pattern and large message size.(AV 2). Unlike Prakash's and Yen's algorithms, our proposed algorithm is s
alable and suitable for dynami
systems be
ause it is easy to adapt to the dynami
 
hanges in the number of mobile hosts. Unlike AV 2,our hando� module does not require 
ausal ordering among appli
ation messages and messages sent aspart of the proto
ol. This will further redu
e the unne
essary delay in our proto
ol 
ompared to AV 2. Inaddition to 
orre
tness proofs for stati
 and hando� modules, we also present the 
ondition implementedby our stati
 module. The 
onditions implemented by AV 2 and Yen's stati
 modules are also provided.Simulation results show that for small messages, our proto
ol 
an signi�
antly redu
e the end-to-end delay.Finally, we provide a 
ase where Yen's algorithm does not satisfy liveness property, that is, it is possiblethat a message is delayed inde�nitely.Referen
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