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ABSTRACT
The Byzantine Agreement (BA) problem requires non-faulty
processes to agree on a common value. In many applica-
tions, it is important that the processes agree on the correct
value. In this paper, we present a problem called Accurate
Byzantine Agreement with Feedback (ABAF) in which all
processes receive common feedback from the environment
indicating if the value they agreed upon was correct or not
(accuracy). We present an algorithm that solves the ABAF
problem based on a standard solution to the BA problem
and a multiplicative method to maintain and update pro-
cess weights indicative of how often they are correct. We
make guarantees on the accuracy of the algorithm based on
assumptions on the accuracy of the processes and the pro-
portion of faulty and non-faulty processes in the system. For
each iteration, if the weight of accurate processes is at least
3/4th the weight of the non-faulty processes, the algorithm
always decides on the correct value. When the non-faulty
processes are accurate with probability greater than 1/2, the
algorithm decides on the correct value with very high prob-
ability after some initial number of mistakes. In fact, among
n processes, if there exists even one process which is accu-
rate for all iterations, the algorithm is wrong only O(log n)
times for any large number of iterations of the algorithm.
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1. INTRODUCTION
In real-world applications, processes in a distributed sys-

tem may be compromised, leading to malicious or unpre-
dictable behavior. The Byzantine Agreement (BA) problem
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[9, 7, 6, 3] requires all non-faulty processes to agree on a
common value given that some of the processes may show
arbitrary faulty or Byzantine behavior. In many applica-
tions, it is better for the system to agree on the correct
value among the two binary values as specified by environ-
mental feedback. We refer to this version of the BA problem
as Accurate Byzantine Agreement with Feedback (ABAF).
For example, suppose in a distributed control system a coor-
dinated action needs to be taken (such as opening or closing
a valve) depending upon the observations made by possi-
bly faulty distributed processes. Depending upon the out-
come of the action, the environment can provide feedback on
whether the action taken was correct or not. In this paper,
we give an algorithm, referred to as the ABAF algorithm
that incorporates the external feedback for subsequent it-
erations of the algorithm. Our algorithm is based on two
key components: a standard solution to the BA problem
and a multiplicative weight update method. The concept of
weighted majority and multiplicative weight update is used
in many disciplines such as learning theory, game theory
and linear programming [5, 8]. Typically, there are a set of
experts and based on their views or predictions, a binary
value needs to be chosen (such as the decision to buy or sell
stocks in a stock market). Weights are assigned over some
common distribution to these experts and a value is chosen
according to the weighted majority. To improve predictions
over time, the weight of each wrong expert is decreased by
some constant proportion of its previous weight after every
iteration. In this paper, we assume the presence of mali-
cious Byzantine experts and apply this method to BA. We
summarize our contributions in the following sections. The
complete version of this paper can be found in [4].

2. ABAF PROBLEM
We consider a distributed system of processes with a com-

pletely connected topology. We assume a reliable, FIFO
communication system in which there is a strict upper bound
on message delivery (synchronous system). The processes
may undergo Byzantine failures, i.e., fail in an arbitrary
fashion; in particular, they may lie and collude with other
failed processes to foil any algorithm. In the standard BA
problem, all non-faulty processes must agree on a common
value. The only requirement on the decided value is that it
must be proposed by a non-faulty process (validity). We de-
fine the ABAF problem by replacing validity with the notion
of accuracy.

Definition 1. (Accurate Byzantine Agreement with Feed-
back) Assume n processes, among which at most f Byzan-



tine faults can occur such that n ≥ 3f + 1. Each of the
non-faulty processes propose either 0 or 1. An algorithm
that solves the Accurate Byzantine Agreement with Feed-
back (ABAF) problem, must satisfy these properties:

• Agreement: All non-faulty processes decide on the same
value.

• Accuracy: All non-faulty processes decide on a value
that is deemed correct by the environmental feedback.

• Termination: The algorithm terminates in a finite num-
ber of rounds.

3. ABAF ALGORITHM
We propose an algorithm for the ABAF problem based on

maintaining a common weight vector at all processes and up-
dating this vector based on the feedback for each iteration.
Initially, the weight of each process is a non-negative value
proportional to the trust of the system on that process. If
there is no prior information available, then the weights can
simply be initialized to 1/n. The algorithm has four steps.
In step 1, the processes propose a value and exchange this
value with each other to populate a vector V of all inputs.
In step 2, a standard BA algorithm [1, 2] is used to ensure
that each non-faulty process agrees on all the values in V .
In step 3, processes determine the sum of weights of all pro-
cesses that support value 0 or 1 in V . The value with the
weighted majority is decided upon. Finally, in step 4, pro-
cesses receive the common feedback from the environment
to determine the correct value. If the value decided was
incorrect, then the weights of the processes that proposed
an incorrect value is reduced by a constant proportion ǫ
(0 < ǫ < 1) of its previous weight (multiplicative update).
We show in [4] that this algorithm guarantees agreement
and termination. We summarize the accuracy results in the
following section.

4. ACCURACY GUARANTEES
We make guarantees on the accuracy of the ABAF algo-

rithm based on the accuracy of the processes in the system
and the proportion of faulty and non-faulty processes. A
process is called accurate for an iteration if it proposes the
correct value for that particular iteration of the ABAF al-
gorithm. We define fault ratio (r), to be the ratio of the
total weight of the faulty processes to that of the non-faulty
processes.

Theorem 1. (Deterministic Accuracy) For each iteration,
if the total weight of the accurate processes is greater than
(1/2 + d) times the total weight of the non-faulty processes,
and if the initial fault ratio of the system is less than 2d, i.e.,
(r0 < 2d), then the ABAF algorithm guarantees accuracy.

Theorem 2. (Probabilistic Accuracy) Let all weights in
the system be in [0, 1]. For any iteration of the ABAF al-
gorithm, if the probability with which a non-faulty process
proposes the correct value β, is greater than 1/2 + d (0 <
d < 1/2) and if the fault ratio of the system is less than 2d,
i.e., (r < 2d), then the ABAF algorithm guarantees accu-

racy with probability greater than 1 − ( e−δ

(1−δ)(1−δ) )
µ, where

µ = p(1/2 + d) and δ = (2d − r)/(2d + 1).

Theorem 3. (At-Least-One Accuracy) If there exists at
least one process such that it is inaccurate at most b out of
j iterations of the ABAF algorithm, then the algorithm is
inaccurate at most 2(1 + ǫ)b + (2/ǫ) log n times.

5. EXPERIMENTAL EVALUATION
The experimental evaluation compares three different up-

date methods: “update-on-inaccuracy” (model used in the
ABAF algorithm), in which the weights are updated only
when the decided value is incorrect, “always-update”, in
which the weights are updated after every iteration, and
“never-update”, in which the weights are never updated. The
last option reduces to standard Byzantine agreement. Our
simulation uses two models for faulty processes. Model 1
uses a Byzantine process that will always propose the incor-
rect value. Model 2 uses a Byzantine process that proposes
the correct value based on the percentage of its own weight
to the weight of all processes. We compare the performance
of the three update methods for all three accuracy mod-
els (deterministic, probabilistic, at-least-one). The results
of all three experiments show that always-update performs
very well with model 1 and very badly with model 2, never-
update performs vice-versa, but update-on-inaccuracy, the
model used in this paper, offers the best compromise for
both models.
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