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Abstract: A class of properties of distributed computations is described and an
algorithm which detects them is presented. This class of properties called regular
patterns allows the user to specify an expected (or unwanted) behavior of a computa-
tion as sequences of relevant events (or as sequences of local predicates that must
be successively verified). The sequences are defined by a finite state automaton
(hence the name regular patterns). A computation verifies the property if and only
if one of its causal paths matches a sequence.
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Détection au vol de motifs réguliers dans une exécution répartie

Résumé : Nous définissons ici une classe de propriétés pour les exécutions réparties d'un programme distribué ainsi qu'un algorithme qui les détecte au vol : les motifs réguliers. Cette classe permet à un utilisateur de spécifier un comportement souhaité ou non au moyen de séquences d'événements pertinents ou de séquences de prédicats qui doivent être successivement vérifiés. Ces séquences sont exprimées à l'aide d'automates d'états finis (d'où l'emploi du terme régulier). Une exécution répartie vérifie la propriété ainsi exprimée si et seulement si un de ses chemins causaux vérifie une des séquences admises par l'automate.

Mots-clé : propriété comportementale, exécution répartie, déverminage de programmes répartis, détection au vol, motifs réguliers.
1 INTRODUCTION

The study of behavioral properties of parallel and distributed computations is important for analysis, testing, and debugging. By "behavioral property" we mean a property which expresses some order notion [3, 8, 15]. This is a typical situation in the analysis of synchronization in distributed computations where we want to detect if a sequence of causally related relevant events (or a sequence of local states that satisfy some predicates) has been produced by a computation.

One systematic way to detect such properties consists first in building the lattice associated with a distributed execution [4, 5] and then in traversing this lattice to detect the considered behavioral pattern [2, 4]. A node of this lattice represents a possible global state of the distributed computation and an edge from one node to another represents an event that would make the computation progress from the first to the second global state. The kinds of patterns that can be studied in this way have very few limitations but the associated cost is very high since this method requires building the lattice (even if it is possible to build and to exploit it on the fly, during the execution of the analyzed computation as in [1, 2, 4]).

To prevent this cost, some authors have defined particular behavioral patterns whose detection does not require building the lattice or using a centralized manager. These detection algorithms are superimposed on the distributed computation and use a simple piggybacking technique to ensure consistency of the detection. One of the first of these behavioral patterns has been introduced by Miller and Choi [12]; called linked predicates such a pattern describes a causal sequencing of local states verifying some predicates ([6, 8, 12] present algorithms to detect such patterns). In [8], Hurfin et al. generalize this pattern to a more general atomic sequence of predicates; here some events can be forbidden between each pair of consecutive relevant events.

This paper presents a class of behavioral patterns that includes linked predicates and atomic sequences as particular cases. This class of properties called regular patterns allows the user to specify a behavioral property of a computation as sequences of relevant events (or of local predicates that must be verified). These sequences are defined by a finite state automaton, hence the name regular pattern. The property is detected as soon as a causal path of the computation matches one of these sequences. The detection algorithm works on the fly without building a complex and expensive data structure such as a lattice.

The paper is structured as follows: Section 2 presents the model of distributed computations. Section 3 defines regular patterns and the meaning of the claim "this
computation satisfies this pattern”. Section 4 is devoted to the presentation of a
detection algorithm for regular patterns.

2 MODEL OF DISTRIBUTED COMPUTATIONS

2.1 The underlying system

The underlying system that executes distributed programs is composed of \( n \) nodes
that can exchange messages. Neither shared memory nor a global clock is available.
Messages are exchanged through reliable but not necessarily FIFO channels. Transmis-
sion delays are finite but unpredictable.

2.2 Distributed computations

A distributed program is made of \( n \) processes \( P_i \) which communicate and synchronize
only by means of message passing. A distributed computation describes the execution
of a distributed program.

2.2.1 Partial order on events

The activity of each process \( P_i \) is modeled by a sequence of events \( h_i \), called the
history of \( P_i \) : \( h_i = e_i^1 e_i^2 e_i^3 \cdots \) (where \( e_i^x \) is the \( x \)th event executed by \( P_i \)). An event
is a send event, a receive event or an internal event. Let \( \prec \) be the classical binary
relation defined by Lamport on events \([10]: e_i^x \prec e_j^y \) iff \( i = j \) and \( x + 1 = y \) (in that
case we note \( e_i^x <_{im} e_j^y \)), or \( e_i^x \) is the sending of \( m \) and \( e_i^y \) the reception of \( m \), or \( \exists e_k^z \)
such that \( e_i^x \prec e_k^z \) and \( e_j^y \prec e_k^z \).

Let \( H \) be the set of all the events. A distributed computation is a partially
ordered set (poset) \( \tilde{H} = (H, \prec) \).

2.2.2 Partial order on local states

Each process \( P_i \) is initially in the local state \( s_i^0 \). Event \( e_i^x \) transforms \( P_i \)'s local state
\( s_i^{x-1} \) into \( s_i^x \). Let \( S \) be the set of local states of all the processes. Moreover, let \( \rightarrow \)
be the following binary relation on local states, \( s_i^x \rightarrow s_j^y \) iff one of the following hold:
i = j and \( x + 1 = y \) (in that case we note \( s_i^x <_{im} s_j^y \)), or \( e_i^{x+1} \) is the sending of \( m \)
and \( e_j^y \) the reception of \( m \), or \( \exists s_k^z \) such that \( s_i^x \rightarrow s_k^z \) and \( s_j^y \rightarrow s_k^z \).

This relation on local states is Lamport’s relation applied to local states. A poset
\( \check{S} = (S, \rightarrow) \) is associated with each distributed computation \( \check{H} = (H, \prec) \). Figure 1
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Figure 1: A distributed execution

displays a distributed execution in the classical space-time diagram (black circles are events, white squares are local states). To obtain the representation of an associated poset $\mathcal{H}$ or $\mathcal{S}$ we consider only relevant elements (either events or local states) and add all edges due to transitivity.

### 2.2.3 Reduction of a distributed execution

Each poset $\mathcal{H} = (H, \preceq)$ can be associated with a relation called H-reduction, $\mathcal{H}_r = (H, \llcorner)$, where relation $\llcorner$ is relation $\preceq$ from which have been suppressed: all transitivity edges due to the transitive closure of $\preceq_{\text{im}}$ and all transitivity edges connecting events from two distinct processes.

Figure 2 displays the H-reduction associated with the computation shown in Figure 1 (edge $(e_1^2, e_3^3)$ has been suppressed as it is a transitivity edge). The S-reduction $\mathcal{S}_r = (S, \llcorner)$ is defined similarly from $\mathcal{S}$.

A causal path of $\mathcal{H}$ (resp. $\mathcal{S}$) is a directed path in the associated H-reduction $\mathcal{H}_r$ (resp. in the associated S-reduction $\mathcal{S}_r$). $\mathcal{H}_r$ (resp. $\mathcal{S}_r$) will be used to reason about sequences of relevant events (resp. sequences of local states satisfying some predicates).

\[\text{If messages deliveries respect causal order [13], there are no such transitivity edges.}\]
3 REGULAR PATTERNS

3.1 Regular pattern

A regular pattern $P$ is a language (set of words) defined on a vocabulary $V$, by a finite state automaton. The regular pattern and the corresponding finite state automaton are given the same name $P$.

3.2 Labelling

In order to recognize a pattern on a distributed execution, it is necessary to label events (or local states) with symbols of $V$. In order to ignore irrelevant events (or local states) the empty symbol $\emptyset$ belongs to $V$.

The labelling function $\lambda$ associates with each event $e$ (respt. to each local state $s$) a set of labels $\lambda(e)$ (respt. $\lambda(s)$). Considering the causal path $C = e^1 e^2 e^3 \cdots$, $\lambda(C)$ represents the set \{ $x_1 x_2 x_3 \cdots$ $| x_i \in \lambda(e^i)$ \}. In others words $\lambda(C)$ is the set of all the words that can be build from $C$ with all possible labellings.

3.3 Detection of a pattern

A pattern $P$ is verified in a distributed computation $\hat{H}$ if there is a causal path $C$ such that an element of $\lambda(C)$ is recognized by $P$. If $P$ is on events, $C$ is a path of $\hat{H}_e$; if $P$ is on local states $C$ is a path of $\hat{S}_l$.
3.4 Examples

Example 1
Consider the following sequence of local predicates \( \Phi_1 = \varphi_1 \varphi_2 \varphi_3 \) [6, 8, 12]. This sequence describes a pattern that is verified if there is a causal path in \( S \), in which there is a local state of \( P_{x(1)} \) satisfying \( \varphi_1 \) followed by a local state of \( P_{x(2)} \) satisfying \( \varphi_2 \) followed by a local state of \( P_{x(3)} \) satisfying \( \varphi_3 \).

All local states of \( P_{x(i)} \) that satisfy \( \varphi_i \) are labeled \( \varphi_i \). Other states are labeled \( \epsilon \). \( \Phi_1 \) is true if there exist a causal path that matches the regular expression \( \varphi_1 \varphi_2 \varphi_3 \).

Example 2
Consider the more sophisticated predicate \( \Phi_2 = [\theta_1] \varphi_2 [\theta_2] \varphi_4 [\theta_5] \) where \( \varphi_i \) and \( \varphi_j \) are local predicates [8]. \( \Phi_2 \) is true if there is a causal path in which before there is a local state \( s_2 \) in \( P_{x(2)} \) satisfying \( \varphi_2 \) and a local state \( s_4 \) in \( P_{x(4)} \) satisfying \( \varphi_4 \) and additionally on this causal path all local states preceding \( s_2 \) do not verify \( \theta_1 \), all local states in between \( s_2 \) and \( s_4 \) do not verify \( \theta_3 \) and all local states following \( s_4 \) do not verify \( \theta_5 \) (see [8] for more details about atomic sequences of predicates).

A local state that satisfies a local predicate \( \theta \) or \( \varphi \) is labeled by this predicate. Local states of a process on which no local predicates \( \varphi \) or \( \theta \) are defined are labeled \( \epsilon \). \( \Phi_2 \) is true if there is a causal path recognized by the following regular expression:

\[
(\varphi_2 + \varphi_3 + \varphi_4 + \varphi_5)^* \varphi_2 \left( \theta_1 + \varphi_2 + \varphi_4 + \theta_3 \right) \varphi_4 \left( \theta_1 + \varphi_2 + \theta_3 + \varphi_4 \right)^*.
\]

4 AN ON THE FLY TESTING ALGORITHM

4.1 The finite state automaton

Let \( P \) be the finite state automaton (deterministic or not) describing the regular pattern we are interested in. \( P = (Q, V, q_0, Q_F, \delta) \) with: \( Q \) the set of states, \( V \) the set of input symbols (including \( \epsilon \)), \( q_0 \) the initial state, \( Q_F \) the set of final states and \( \delta \) the transition function\(^2\).

Figure 3 displays the finite state automaton associated with the pattern of example 2 in Section 3.4.

4.2 Working on the H(or S)-reduction

In order to work on the H(or S)-reduction, processes are equipped with a vector clock system [11]. Each process \( P_i \) is augmented with a vector \( v_c[1 \cdots n] \) whose elements \( [v_c] \). \( \delta \) is such that \( (q, x) \xrightarrow{\delta} Q' \) with \( Q' \subseteq Q \) and \( (q, \epsilon) \xrightarrow{\delta} \{ q \} \) for all states \( q \in Q \).

\(^2\)
are initialized to 0. Each time it produces an event, \( vc_i \) is incremented by a positive value. Each message \( m \) piggybacks the value \( vc(m) \) of the vector clock of its sender. When it receives a message \( m \), process \( P_i \) updates \( vc_i \) to \( max(vc_i, vc(m)) \). When it arrives at \( P_i \), message \( m \) adds a transitivity edge to the \( P \) (or \( S \))-reduction if and only if \( vc_i > vc(m) \). In that case this receive is ignored from the point of view of the detection. In the following, we do not describe vector clock management.

### 4.3 The detection algorithm

A controller \( CTL_i \) is superimposed on each process \( P_i \) of the underlying computation. In addition to vector clocks, \( CTL_i \) manages an array \( A_i(Q) \) of boolean values with the following meaning: \( A_i[q] \) is true iff there is a causal path \( C \) ending at the current local state of \( P_i \) (or at the last event it produced such that a word of \( \lambda(C) \) puts \( P \) in state \( q \).

\( A_i[q_0] \) is initially the only entry with value \( True. \) \( CTL_i \) executes the following statements: \( S_1 \), \( S_2 \) and \( S_3 \). Statement \( S_1 \) is executed each time an event \( e_i \) is produced by a process \( P_i \) (or each time a new local state \( s_i \) is entered). Statements \( S_2 \) and \( S_3 \) are associated with each communication message.

\( max \) is done element per element.

\( vc_i > vc(m) \) if and only if \( \forall j \in 1 \cdots n : vc_i[j] > vc(m)[j] \) and \( \exists j \in 1 \cdots n : vc_i[j] > vc(m)[j] \).
S₁: Each time an event $e_i$ is produced by $P_i$:
  
  let $X = \lambda(e_i)$; % or $X = \lambda(s_i)$ %
  foreach $x \in X$ do
    $A^x[Q] := (False, \ldots, False)$;
    foreach $q \in Q$ such that $A_i[q]$ do
      foreach $r \in \delta(q, x)$ do $A^x[r] := True$ od
    od
  foreach $q \in Q$ do $A_i[q] := \bigvee_{x \in X} A^x[q]$; od

S₂: When $P_i$ sends a message $m$:
  if the regular pattern is on events then
    execute statement $S_1$ where $e_i$ is this send event;
  Piggyback $A_i$ on $m$ before it is sent;

S₃: When $P_i$ receives a msg $m$ piggybacked with $A(m)$:
  if $m$ does not create a transitivity edge then
    foreach $q \in Q$ do $A_i[q] := A_i[q] \lor A(m)[q]$; od
  if the regular pattern is on events then
    execute $S_1$ where $e_i$ is this receive event.

4.4 Correctness proof

The proof is done for regular patterns of events (a similar reasoning can be done for regular patterns of local predicates). Consider the H-reduction associated with a distributed computation. Let $e$ be a node of this partial order and $A_e$ the value of the array $A$ associated with the event $e$ by the previous algorithm. Let $CP(e)$ be the set of causal paths ending at $e$.

The proof consists in showing that for any event $e$ the following proposition $PR$ is true.

$PR$ $A_e[q]$ is true iff there exists a causal path $C \in CP(e)$ such that: $y \in \lambda(C)$ and the word $y$ puts the automaton in state $q$. 
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Proof: Augment each process $P_i$ by a fictitious initial event $e_i^0$ labeled $e$. The proof is done by induction on the rank of events in the augmented $H$-reduction (the rank of an event is the length of the longest causal path ending at $e$).

Due to initialization of arrays $A_i$, the proposition is trivially true for all initial events which have rank 1. Now assuming proposition $PR$ is true for all events with rank less than $r$, consider an event $e$ of rank $r$. Events, other than $e$, belonging to a path of $CP(e)$ have a rank less than $r$. Two cases have to be considered:

1. $e$ is an internal or a send event.
   It follows that $e$ has only one predecessor $e'$, and $e'$ has rank $r - 1$. Statement $S - 1$ checks all possible transitions from all automaton states $q'$ such that $A_{e'}[q']$ with all labels of $\lambda(e)$. It follows that the array $A_{e'}$, associated with $e$ whose rank is $r$, satisfies proposition $PR$.

2. $e$ is a receive event.
   In this case, $e$ has two predecessors $e'$ and $e''$ and at least one of them has rank $r - 1$. Statement $S_3$ merges $A_{e'}$ and $A_{e''}$ into an intermediate array which is used as the input array when $S_3$ calls $S_1$. The same reasoning as in case 1 applies and proposition $PR$ is verified for $e$.

It follows proposition $PR$ is true for all events of rank $r$.

\[ \square \]

5 RELATED WORK

As mentioned in section 3, linked predicates [6, 8, 12] and atomic sequences of predicates [8] can be expressed as regular patterns. In the case of linked predicates, the associated automaton is linear and messages have only to piggyback the last recognized state of this automaton.

In [9], Jard et al. propose to check for regular properties of distributed computations. These properties are described by finite state automata. To answer the question “is this property verified by the distributed computation?” Jard et al. consider the lattice of global states representing all possible observations of the distributed computation (an observation is a path in this lattice from the initial to the final global state [4]). “Some” satisfaction is claimed when at least one path of the lattice is recognized by the automaton whereas “every” satisfaction is claimed when each path of the lattice is recognized by the automaton (two distinct paths of the lattice can be associated with two distinct sentences both accepted by the
automaton). In our algorithm the verification is done, on the fly, on the paths of the partial order generated by the execution.

6 CONCLUSION

This paper has introduced a class of behavioral patterns for distributed computations. Such patterns are causal sequences of relevant events (or causal sequences of local states that satisfy some predicates) defined by a finite state automaton (hence the name regular patterns). Theoretical results (about complementary, union, etc) on finite state automata can simplify the task of designing and verifying such behavioral patterns. An algorithm that detects these regular patterns on the fly has been proposed; it needs neither complex data structures (such as a lattice), nor a central monitor, nor additional messages; it only requires that each message piggybacks a boolean array (whose size is the number of states of the finite state automaton) and a vector clock if causal order is not ensured by the underlying system.

An implementation of this detection algorithm is currently in progress in our distributed debugging facility [7].
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