
Decentralized Consensus Protocols 1Goals of the lecture� Decentralized Consensus Protocols� Veri�cation of Synchronous Protocols� Algorithms for computing functions of global state.Bermond, Konig, and Raynalc
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Decentralized Consensus Protocols 2Consensus Protocols� Systems � � � �X X X X TransformationReactive� n nodes� connected topology� bi-directional channels� m channels� D diameter� no shared memory/clock� message-based communication� reliable delivery� each node knows its identity and channels adjacent to itc
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Decentralized Consensus Protocols 3Consensus Protocols
� � � � � �@ @ @ @ @ @� initial data distributed on the nodes� required symmetric algorithm� aim is to compute a global function/predicatesuch protocols are called Consensus protocols.c
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Decentralized Consensus Protocols 4Ideas in the algorithm� Computation in phases:Init, phase1, phase2, � � � ; phasek, term.� Logical synchronization induced� wakeup on receivinga message� Termination : node iterates phase so long as it receives newinformation) di�erent nodes may terminate at di�erent timesIf D is known, the algorithm stops after D phases.c
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Decentralized Consensus Protocols 5Filtering Notions1. In phase p send only the new information that is received inphase p� 1.2. if sent(c) = received(c) then processes connected thru thatchannel can never learn any new information along that chan-nel.3. At phase p:� P learns received(c) � sent(c).� Send \end" message if this is already known.c
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Decentralized Consensus Protocols 6Algorithm to compute the routing tableProcess P :� D known� p : number of the current phase� c : any channel incident on PInf : global information known by Pf identities of the nodes for which P knows a shortest route gNew : new information obtained since the beginning of this phase.sent(c) : message sent on channel c at the current phase.receive(c) : message received through channel c.c
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Decentralized Consensus Protocols 7Algorithm [Contd.]Init p 0Inf f identity of the node gsent(c)  Inf for all cPhases while p < D dop p+ 1sendhsent(c)i on all channels cNew  �For every channel c doreceive h received(c)i on c8y 2 received(c) � Inf � New : Rout (c)  Rout (c) [fygNew  New [ (received(c) � Inf)Inf  Inf [ Newsent(c)  New � received(c)Term Rout : minimum routing tableInf : identities of all nodesc
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Decentralized Consensus Protocols 8General Algorithm� D not known� OPEN : set of channels still openInit: p 0; Inf  finitial data gNew  Inf ; OPEN  set of all channels8c : received(c)  �Phases : while OPEN 6= � dop p+ 18c 2 OPEN dosent(c0  New � received(c)send hsend(c)i on cNew  �8c 2 OPEN doreceived hreceived(c)i on cif (received(c) = send(c)) then OPEN  OPEN �fcgNew  New [ (received(c) � Inf)call computeInf  Inf [ Newc
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Decentralized Consensus Protocols 9Proof Idea
� During phase p a node P receives the information containedin the nodes at distance exactly p from itself.� closed(c) at the end of phase p �  T p�1(P ) = T p�1(Q)!� T i(P ) = set of nodes at distance at most i from P .

c
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Decentralized Consensus Protocols 10Proof [Contd.]Notation :N i(P ) = set of nodes at distance i from P .T i(P ) = [j�iN i(P )c = channel(P;Q)
c
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Decentralized Consensus Protocols 11

8c 2 openp�1 : sentp(c)  newp�1 � recdp�1(c)8c 2 openp�1 : receivedp(c)  sentp(c)openp  openp�1 � f c j sentp(c) = receivedp(c)gnewp  [ receivedp(c)� infp�1infp  infp�1 [ newpTheorem : newp = N p(P )sentp(c) = N p�1(P )�N p�2(Q)receivedp(c) = N p�1(Q)�N p�2(P )openp = f (P;Q) j T p�1(P ) 6= T p�1(Q)ginfp = T p(P )

c
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Decentralized Consensus Protocols 12Lemmaclosedp = f (P;Q) j T p�1(P ) = T p�1(Q)g (B)) Given N p�1(P )�N p�2(Q) = N p�1(Q)�N p�2(P ).t t tttt p-3P Qp-2 p-1 p-2T p�1(P ) = T p�2(Q) [ N p�1(P ) [ N p�2(P )= T p�2(Q) [ �N p�1(P )�N p�2(Q)� [ N p�2(P )= T p�2(Q) [ �N p�1(Q)�N p�2(P )� [ N p�2(P )= T p�2(Q) [ N p�1(Q)= T p�1(Q)
c
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Decentralized Consensus Protocols 13(Given �T p�1(P ) 6= T p�1(Q)�To show that N p�1(P )�N p�2(Q) = N p�1(Q)�N p�2(P )tt tx Qp-1 p-2 xp-1 xP
c
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