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Abstract-The new digital radio standard Digital Radio 
Mondiale (DRM) uses multilevel coding as channel coding. 
A very effective decoding algorithm is the iterative multi- 
stage decoder (MSD). In our paper we analyze different 
implementations of the MSD utilizing hard-decision with 
different metrics. The performance of these implementa- 
tions is evaluated by computer simulations. Additionally, an 
MSD with soft-decision (Max-Log-MAP) is investigated and 
serves as a benchmark for the hard-decision algorithms. 

Zndex Terms- Digital Radio Mondiale, multilevel code, 
multistage decoding 

I.  INTRODUCTION 

IGITALRadio Mondiale (DRM) is a new D OFDM-based digital radio standard for the 
long-, medium- and short-wave ranges which was 
formed by an international consortium [I], [2]. It 
is designed to use the same frequency allocation as 
the current analog systems to offer a high degree of 
compatibility. The aim is to replace the analog sys- 
tem since the digital system has a lot of advantages. 
The audio quality is much better and additional dig- 
ital information can be transmitted. Also, it is de- 
signed to cope perfectly with the strong channel im- 
pairments on the desired frequency bands. Long in- 
terleaving in combination with a multilevel channel 
code (MLC) [3] and various pilot cells make the sig- 
nal robust against severe fading. 

In our paper, we want to focus on the decoding 
of the MLC which is a powerful technique for con- 
structing modulation codes systematically and was 
devised by Imai and Hirakawa [4] in 1977. Since the 
optimum maximum likelihood decoding is not feasi- 
ble because of the interleavers used in the different 
levels of the MLC, suboptimal approaches have to 
be used. A commonly applied decoding strategy for 
MLC is the multistage decoding (MSD) 14-71. 
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For the MSD, soft- and hard-decision decoders in 
the different levels can be used. In case of hard de- 
cisions, only one Viterbi-Algorithm is needed which 
is much less computationally demanding than using 
a soft-in, soft-out (SISO) decoder which is usually 
a symbol-wise MAP decoder. In the following sec- 
tions we introduce improved metrics for use with 
hard-decision decoders. 

The paper is structured as follows: Sect. I1 gives a 
brief introduction in MLC and MSD. The SISO de- 
coder needed for MSD using soft-information is de- 
scribed in Sect.111. The derivation of improved met- 
rics for using hard-decisions is given in Sect.1V and 
a metric using erasures is presented in Sect. V. In 
Sect. VI, BER simulations with different channels 
are shown as well as measurements of real DRM 
transmissions. 

11. MULTILEVEL CODES AND MULTISTAGE 
DECODING 

The idea of multilevel coding is to jointly opti- 
mize coding and modulation, i.e., optimize the code 
in Euclidean space rather than dealing with Ham- 
ming distance. The signal set A = {ao, U I  , . . . ~ n ~ -  I }  
of an M = 2'-ary modulation scheme is successively 
binary partitioned in 1 steps defining a mapping of 
binary addresses x = ( , r ~ O ) l x ( ' ) ~ ~ ~ ~  ,x('-l)) to signal 
points U,,,. DRM defines three types of mapping for 
the main data channel: a standard mapping, a sym- 
metrical hierarchical mapping and a mixture of the 
previous two mappings. In this paper, we only an- 
alyze the 64-QAM standard mapping since it is the 
most common type. This mapping defines the fol- 
lowing signal point addresses a,,, = (~(~)~x~')~.r(~)) 
for each quadrature component of the QAM scheme: 
a0 = (OOO), a1 = (OOI), a? = (OIO) ,  n3 = ( O l l ) ,  

= (IOO), = ( I O I ) ,  ag = ( 1 IO),  a7 = ( 1 I I ) ,  thus 
a sequential binary mapping instead of a Gray map- 
ping is applied. If one or two bits of the address are 
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Fig. I. Multilevel encoder for 64-QAM. 

fixed, only a subset of the original signal set A re- 
mains, e.g., if d') = I and .(') = 1, only 0 6  and a7 
are valid signal points. The mapping of the signal 
points together with the subsets for a fixed x( ' )  and 

the decoded bits have to he regenerated by the cor- 
responding encoders and interleavers. Furthermore, 
iterative decoding is possible by utilizing the infor- 
mation provided by the higher stages to improve the 

is shown in Fig. 2. decoding of the lower stages. In this paper, we refer 
the levels 0, I ,  2 as the first iteration and the levels 

subset (OOX) (OIX) (lox) ( I lx)  3, 4, 5 as the second iteration of the decoding pro- 
cess. Thus, level 3 is on the same stage as level 0 hut 00" uses information about decoding results from previ- 

I I I I I I I I  ous levels. The complete MSD structure is shown in 
ao a1 a2 a3 a4 a5 a6 a7 Fig. 3. In case of soft decisions, a SISO decoder must 

achievable, we implemented SISO using the almost 
optimum Max-Log-MAP algorithm which is a sim- 

MLC protects each information bit u ( ~ )  at level i by plification of the optimum symbol-by-symbol MAP 
an individual binary code C; resulting in an address algorithm known as the BCJR algorithm [SI. This al- 
hit .xii) of the signal point as illustrated in Fig. 1. In gorithm is widely used for iterative Turbo decoding. 
the DRM system, the component codes ci are based However, since the channel decoder takes most of 
on punctured convolutional codes with a mother code the computational complexity in a DRM receiver and 
of rate 1/4 and Constraint length 7. Additionally, in- the MAP approximately doubles the decoding corn- 
terleavers nj based on pseudo random hit ordering plexity of a Viterbi algorithm, it is very desired to 
are inserted on levels 1 and 2. use hard decision decoding. The draw-back of us- 

A simple and effective decoding strategy for MLC ing hard-decisions is that the data of previous levels 
is the MSD which sequentially decodes the individ- do not contain any information about reliability of 
ual levels by using the decoding results of Previous the decision. The decoder of the following level is 
levels. The a-posteriori probability at b e l  i tak- forced to make an assumption that this decision is 
ing into account the reliability information from the known with a probability of 1. The performance of 
coded hits from level j and assuming that the coded this decoder is degraded if the assumption is not true 
bits of the i-th and j-th level are independent can be (if there was an incorrect decoded bit on the previ- 
written as [7] ous level). In Sect. IV, we will present new nietrics 

which improve the decoding performance if hard de- 

\ 

Fig. 2. Signal point mapping and definition of subsets for a fixedr(') be used' To get impression Of the gain 
and I(?). Filled circles represent a 1 for 

id  - (4 - (A P(Yn/& - P ( Y i h  3 4 1  )p(-@)> (1) cisions are used. 
.ty €10, I }  

where P(.@)) is the reliability information about the 

decision 2;;) from level j and y,, is the received sym- It can be shown ,91 that the BCJR-Max-Log-MAP 
bo1 at time index N. Passing hard decisions from the which basically consists of "iter& 
j-th level to the i-th level, P(& ) IS set to either 0 or algorithms running forward and backward through 
1. In this case, the information Of the previous stage the trellis perfoms almost equally well as the opti- 
is needed for choosing the COrt'eCt subset Of Constel- mum BCJR-Log-MAp algorithm when channel esti- 
lation points. For that, the coded hits 2;;) based on mation is considered. Another important advantage 

111. BCJR-MAX-LOG-MAP 

(i) . 
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Fig. 3.  Multistage decoder for M-QAM 

of the Max-Log-MAP is the fact that no estimate of 
the channel SNR is needed. 

Unfortunately, the MLC used in DRM is based 
on a non-systematic convolutional code so the soft- 
information has to be convolved with the code prior 
to passing through the interleaver. This adds to the 
already about two times higher computational com- 
plexity of the Max-Log-MAP algorithm as compared 
to the simpler hard-decision based algorithms. 

We now show how soft-information of a previous 
level is incorporated in the metric for the Max-Log- 
MAP decoder. Our decoder implementation deliv- 
ers binary L-values according to the following defi- 
nition: 

. 2. iteration 

expressions are slightly modified to allow a mini- 
mum search instead of a maximization. 

Iv. IMPROVED METRICS FOR HARD-DECISION 
DECODERS 

Since DRM uses orthogonal frequency division 
multiplexing (OFDM), a flat fading channel model 
can be applied for each symbol under the assumption 
of perfect synchronization and a slow fading channel. 
The received symbol yn is then 

~n = x n h  f t ~ n ;  (7) 

where x,! is the transmitted symbol, h,, is the channel 
coefficient and n,, is an additive noise sample. 

Implying statistical independent Gaussian dis- 
tributed noise samples n,,, the maximum likeli- 
hood (ML) approach results in the squared dis- 
tance (Euclidian distance) metric [IO] which is called 
qundrnric mervic in this paper: 

hj;quadrntic) - 2  
= IYn -th,,/ , 

where h, is an estimate of the channel coefficient h,, 
generated by a preceding channel estimation unit and 
Z,, is a signal point on B certain level in a subset based 
on the decided bits on lower levels. If one bit (on 
level I )  or two bits (on level 0) of the higher levels 
are unknown, the nearest signal point corresponding 
to the current bit is chosen. The decoder (usually a 
Viterbi decoder) decides for the message which min- 
imizes the sum of the metrics for all symbols in a 
certain block. 

Since the metrics on higher levels depend on hard- 
decided bits, the assumption of white Gaussian noise 
is not satisfied anymore in case of bit errors on pre- 
vious levels. In Fig. 4, the simulated negative loga- 
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away from the center the gradient is close to zero. 
Additionally, the Gaussian metric provides a smooth 
transition between the two regions. Unfortunately, 
this metric contains a parameter a which normally 
depends on the signal-to-noise ratio (SNR). In our 
simulations we set this parameter to a fixed value of 
2.7 resulting in still better performance than the lin- 
ear metric. 

V. ERASURES 
As most errors stem from the fact that the infor- 

mation passed between the stages sometimes is use- 
less if the set chosen from lower levels passed back 
to the next level is far away from the received sym- 

Fig. 4. 
function at level 3 in  MLC. 

Simulated negative logaithm of noise probability density 

rithm of the distribution of the noise at level 3 for an 
AWGN channel with an SNR of - 12 dB is shown. 
Obviously, in this case the quadratic metric is no 
longer optimum since large distances are weighted 
too much. A better approximation of the simulated 
curve is a linear metric: 

So if, e.g., on level 3 a subset is chosen by previous 
levels that is quite far away from the received sym- 
bol, the metric for a 0 and a I will be quite high. 
The quadratic nonlinearity in the Euclidian distance 
emphasizes this behavior, whereas the linear metric 
compensates it. 

Obviously, the linear metric cannot be the opti- 
mum, so we looked for better alternatives. The best 
metric so far is a Gaussian function. The idea of the 
Gaussian metric emerged from a simulation of the 
error probability of lower levels as a function of the 
distance of the received vector to the nearest constel- 
lation point. The simulations showed that for small 
distances the probability of correct decided bits on 
the lower levels is close to one. In this region the 
quadratic metric should give optimum results. But 
at a certain distance the probability of erroneous de- 
cisions on lower levels rapidly increases up to the 
point where virtually only false decisions were made 
on lower levels. The metric should consider this re- 
gion as an erasure which can be achieved by a flat 
curve. The Gaussian metric defined by 

fulfills these specifications. Close to the center it 
can be approximated by a quadratic function and far 

bol. Then these symbols should not be used for-the 
decoding (they can be treated as erasures). 

If the previous level passes information that would 
select the symbol the hard decision decoder would 
have chosen anyway, the squared distance metric is 
used. If a different symbol is chosen, the metric will 
be quite large as the decoder without further infor- 
mation from previous levels would have made a de- 
cision in favor of a nearer symbol. 

If the decision of the previous level is correct, than 
the large metric is in fact right and the decoding of 
the current level is improved. On the other hand the 
decision of the previous level may be wrong lead- 
ing to additional decoding errors in the current stage. 
If there is enough redundancy in the code and these 
large metrics do not happen too often, it may be ad- 
vantageous to just erase the respective decision. 

The analyzed algorithm has a threshold for the 
metric (not taking the channel power into account). 
If both metrics for a 1 and a 0 are above this thresh- 
old, the decision is erased. 

The optimum threshold was sought by BER simu- 
lations with the AWGN channel. A value of 0.35’ 
(with the constellation amplitudes as given in the 
DRM standard) turned out to be optimum with a 
slight dependency on the SNR. 

VI. SIMULATIONS A N D  MEASUREMENTS 
The different metrics and algorithms are evalu- 

ated by BER simulations. These simulations uti- 
lize our open-source DRM implementation “Dream” 
[ 1 I] .  The first simulations are done with the AWGN 
channel (DRM channel I). Results can be seen in 
Fig. 5’. With one iteration (there is no feedback 

‘The parameters for our simulations are &I-QAM modulation. code 
rate R = 0.6. long cell interleaving (approx. 2 s). DRM robustness 
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Fig. 5. BER Simulation results on AWGN channel (DRM channel I). 

from the higher stages back to the first stage), the 
quadratic metric is slightly better than the linear met- 
ric which is expected as the quadratic metric is opti- 
mum at level 0 where no decisions from other levels 
contribute to the decoding process. The results are 
different for two iterations. Now the linear metric is 
clearly better than the quadratic metric but the gain is 
only a fraction of a dB. Gaussian metric and Erasure 
are again slightly better than the linear metric but the 
gain is negligible so they have been omitted in Fig. 5.  
The gain achieved with two iterations is about 1.4 dB 
at a BER of compared to the case with one it- 
eration. Further iterations do not improve the BER 
significantly. 

The MAP algorithm with one iteration does not 
show an advantage compared to the linear and 
quadratic metric decoder. But with two iterations the 
gain is already about 0.4 dB higher (again at a BER 
of As shown in  Fig. 5, a third iteration im- 
proves by another 0.5 dB. The fourth iteration also 
lowers the BER at low SNR, but at a BER of 
the BER seems to saturate so that additional itera- 
tions do not enhance the performance. 

As the decoding algorithms are about to be used 
on multi-path fading channels, more BER simula- 
tions have been performed. It  turned out that a static 
frequency-selective channel with the same delay pro- 
file as the DRM channel 3’ is suitable to differentiate 
the performance of the metrics and algorithms. The 
results of the BER simulations done with this chan- 
nel are shown in Fig. 6 .  Again, the quadratic metric 

mode B and a bandwidth of 10 kHz. The signal power includes pilOlS 
and the guard interval. the noise bandwidth equals the noininal signal 
bandwidth. 

‘DRM channel 3 is a four paths fading channel with a maximum 
Doppler spread of 2 Hz and a maximum delay of 2.2 ms. 

I I 
14 15 16 11 18 19 20 

SNR IdEl 

Fig. 6. BER simulation results on static frequency-selective LTI chan- 
nel based on DRM channel 3. 

is slightly better than the linear metric if only one it- 
eration is performed. With two iterations, the linear 
metric outperforms the quadratic metric by 0.5 dB 
at a BER of At the same BER, the Gaussian 
metric gains another 0.3 dB. The erasure algorithm is 
slightly better than the quadratic metric but not worth 
the additional effort. Obviously, this algorithm does 
not compete against the linear metric. So no further 
simulations have been done with it. 

The MAP algorithm is the best solution with an 
improvement of another 0.3 dB compared to Gaus- 
sian metric. 

After the different algorithms and metrics have 
been analyzed on time invariant channels, simula- 
tions have been done on the fading channels as well. 
We used the channel 3 from the DRM standard. The 
simulation results of the BER simulations are dis- 
played in Fig. 7. All simulations were done with two 
iterations and the same DRM system parameters as 
for the time invariant channels. Quadratic and linear 
metric perform equally well, the optimized Gaussian 
metric reaches a BER of already at about 0.3 dB 
worse SNR. The clear winner as expected is the MAP 
decoder which gains another 0.7 dB. 

To evaluate the performance under realistic con- 
ditions, we made measurements of the reception of 
a real DRM transmission broadcasted from Junglin- 
ster in Luxembourg3. Three except for the channel 
decoder identical DRM software receivers located in 
Darmstadt, Germany, were used to receive the trans- 
mission. The distance to the transmitter is about 
230 km. The measured channel conditions at the 

’The transmission took place on the 30th of June at UTC 15. I I on 
609.5 kHz. The DRM parameters were DRM mode B. 10 kHz band- 
width and a bit-rate of the main audio service of - 21 kbps. 
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Fig. 7. 
3). 

BER simulation results for a fading channel (DRM channel 

time of recording were two dominant paths with a 
delay spread of 2 ms and a much weaker 3rd path 
after 4 ms. The Doppler spread was about 0.5 Hz. 
The results given in Fig.8 show the estimated SNR 

Fig. 8. Reception quality measurement of a DRM transmission broad- 
casted from Luxembourg and received in Dmstadt .  Germany. 

value averaged over one minute and the percentage 
of correctly decoded audio blocks of 40 ms duration. 
It can be seen that the quadratic metric always per- 
forms worse than the others which is in consistence 
to the BER simulations. Surprisingly, sometimes the 
linear metric gives better results than the MAP de- 
coder (see Fig. 8 at time 25 and 33 minutes). This 
can be explained by taking into account the analog 
interferers which are often present in the HF-radio 
channel due to the long distance propagation. This 
causes a non-Gaussian noise and under these condi- 
tions the linear metric seems to be better. 

VII. SUMMARY AND CONCLUSION 
We showed that an iterative multistage decoder 

with hard decision and the well known squared dis- 
tance metric is not the optimum solution. A simple 
change of the metric to a linear distance metric can 
improve the performance significantly. This could 
be verified by BER simulations with the AWGN 
channel and with a static frequency-selective channel 
were 0.5 dB are gained. Further improvement can be 
achieved by other changes to the metric. Introducing 
soft decision MAP decoders gives an additional gain 
but at the expense of an increase of the computational 
complexity. 

Tests with real DRM transmissions emphasize the 
potential of the linear metric, owing to the robust- 
ness of this metric and the hard decision decoding it 
sometimes outperformed the MAP decoder, proba- 
bly because of the presence of in-channel interferers 
during the reception. 

We conclude that the hard decision multistage de- 
coder with a modified metric is a good compromise 
between computational complexity and decoder per- 
formance. The simple linear metric is a very good 
choice. 
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