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ABSTRACT

Fast and accurate performance and power prediction is
a key challenge in co-development of hardware and soft-
ware. Traditional analytical or simulation-based approaches
are often too inaccurate or slow. In this work, we propose
LACross, a novel learning-based, analytical cross-platform
prediction framework that provides fast and accurate es-
timation of time-varying software performance and power
consumption on a target hardware platform. We employ a
fine-grained phase-based approach, where the learning algo-
rithm synthesizes analytical proxy models that predict the
performance and power of the workload in each program
phase from performance statistics obtained through hard-
ware counter measurements on the host. Our learning ap-
proach relies on a one-time training phase using a target
reference model or real hardware. We applied our approach
to 35 benchmarks from SPEC 2006, SD-VBS and MiBench.
Results show on average over 97% prediction accuracy for
predicting both fine-grain performance and power traces at
speeds of over 500 MIPS.

1 Introduction

One of the core challenges in system designs is the neces-
sity for fast and accurate prediction of both performance and
power consumption of real world applications and bench-
marks. Applications often exhibit significant power and per-
formance variations, where estimation of time-varying per-
formance and power traces can provide useful information
for optimization of both hardware and software.

Traditionally, hardware models are presented to software
developers in the form of cycle-accurate or functional vir-
tual platforms and instruction set simulators (ISSs) [3,15].
Even though such models can very accurately estimate the
software performance, simulation speeds are typically very
slow, which severely limits the amount of exploration that
software or hardware developers can perform. By contrast,
analytical models of processors are fast, but typically not
as accurate. Moreover, performance or power models con-
structed via analytical techniques are often exclusively tar-
geted at design space exploration for existing hardware and
a given set of benchmarks. Such models require execution
traces or statistics obtained by running the actual workload
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in question either on a partial ISS model [14] or on a physi-
cal realization of a close micro-architecture variant [13]. By
contrast, applications can run significantly faster on real ma-
chines. Intuitively, there exists a latent relationship between
execution time of a program on different machines. An in-
teresting question is thus whether a few example runs on
the slow, detailed simulator and the corresponding runs on
some other real hardware can give insight into the correla-
tion between the two [22].

In this paper, we propose a novel learning-based, analyti-
cal framework for such cross-platform prediction, LACross,
that is capable of fast and accurate estimation of both per-
formance and power at fine temporal granularities. It is
known that programs tend to exhibit more homogeneous be-
havior at the individual phase level [20]. This motivates us
to pursue an approach that performs performance and power
prediction at the granularity of program phases. With a
proper choice of phases, temporal variations in large scale
program behavior can be accurately captured. This can
provide hardware and software developers with fine-grain
information about the location of performance and power
hotspots of the program as it would execute on a target sys-
tem. Hardware developers can use such architecture proxies
trained on small micro-benchmarks to evaluate time-varying
behavior of large, real-world applications not otherwise pos-
sible when only slow pre-silicon models are available in early
development stages. Similarly, learning models trained on
real implementations or other reference models can be given
to external software developers without requiring access to
target hardware or exposing architecture internals.

The rest of the paper is organized as follows: after an
overview of our approach in Section 2, Section 3 surveys
related work. Section 4 describes the formulation of our
performance and power prediction problem. Section 5 then
discusses the experimental setup, and Section 6 presents re-
sults of our prediction framework. Finally, Section 7 con-
cludes with a summary of the key contributions and results.

2  Overview

An overview of the proposed LACross approach is shown
in Figure 1. The learning-based formulation of the perfor-
mance and power prediction problem consists of two stages:
a training stage and a prediction stage. During the training
stage, a set of sample programs (“training set”) are executed
both on the host machine (“host”) and a reference target
model (“target”). The reference model could be either a
simulator or real physical hardware, such as a development
board. The target and the host do not necessarily have to
be of similar architectures. In fact, as our results will show,
it is possible to achieve accurate prediction between targets
and hosts that are of vastly different micro-architectures and
instruction set architectures (ISA).
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Figure 1: LACross overview.

For each workload we obtain, at phase level, various hard-
ware performance features from the host as well as reference
performance and power from the target. Our goal is to ex-
tract the latent relationship between the host and target.
We formulate this problem into a statistical learning set-
ting, and derive prediction models for both performance and
power on the target. During the prediction stage, a new ap-
plication is executed only on the host. A set of performance
features is obtained at phase level and used as inputs to
the prediction model in order to produce an estimate of the
performance and power on the target.

3 Related Work

Traditional simulation-based approaches estimate perfor-
mance of a program by executing it on cycle-accurate or
cycle-approximate ISSs [3,7,15]. The main drawback is
speed, as throughput of most ISS is on the order of several
hundred KIPS to several MIPS. Hardware-assisted accelera-
tion [8] and source-level, host-compiled and transaction level
modeling (TLM) techniques [5] have recently been proposed
for improving simulation speed while trying to maintain ac-
curacy close to an ISS. Throughput of these higher-level ap-
proaches is often 200-500 MIPS when including cache sim-
ulation, while accuracy is often above 90%. However, they
typically involve static or dynamic back-annotation of source
code or hardware models with simulated target performance
estimates. With the effect of compiler optimization and out-
of-order hardware execution, back-annotation becomes dif-
ficult to track, which inherently limits its accuracy.

Early analytical models [19,21] focused on the evaluation
and study of microarchitectural variations on pipeline and
instruction-level parallelism. More recently, statistical and
regression-based methodologies have emerged. Bircher et
al. introduced techniques using linear regression for pre-
dicting power consumption from performance counters [4].
McCullough et al. [16] survey counter based power modeling
techniques and show their limitations in modeling complex
systems. Lee and Brooks proposed a predictive modeling
and spatial sampling method [13] for efficient microarchitec-
ture design space exploration. Joseph et al. [11] also utilized
regression-based approaches to construct processor perfor-
mance models. Similar ideas were also introduced by Ipek
et al. [10] using artificial neural networks instead of regres-
sion. However, all of these approaches try to obtain sta-
tistical performance models for some target architecture of
interest from measurements performed on the same base ar-
chitecture. By contrast, we aim to provide performance and

power prediction by establishing analytical models that cor-
relate two distinct architectures. Our previous work [22] had
similar goals. However, prior work was limited to predicting
performance of whole programs only, where errors of more
than 40% were shown for small embedded benchmarks on
simple in-order targets. By contrast, the approach in this
paper supports estimation of both power and performance
at fine temporal granularities with more than 95% accuracy
when targeting complex benchmarks and architectures.

4 Problem Formulation

Many possible granularities for defining program phases
have been proposed [9,20]. In our approach, we define the
program phases in units of dynamic basic blocks, and we
study the effect of different granularities on prediction.

We apply a variant of a LASSO linear regression to our
performance and power prediction problem with two key dif-
ferences. We impose extra constraints on the model parame-
ters and we perform linear regression on a phase-specific ba-
sis. We formulate this as a phase-level simplex-constrained
quadratic programming (SCQP) problem. For each work-
load, we obtain feature vectors consisting of selected hard-
ware performance counter measurements for every program
phase. We make the assumption that the model in each
phase follows a linear relationship with its features. We then
apply SCQP to obtain a linear predictive model specific for
each program phase by correlating the host performance fea-
tures with target performance and power.

Formally, let m be the total number of program phases
in the training set. Define X = (a:l, e ,xm) ,and Y =
(yl, e ,ym), where z; € R? denotes the performance fea-
ture vector obtained from the host for program phase j and
y; € R its corresponding cycles or power from the refer-
ence simulator or hardware. Similarly, for a given test pro-
gram with n program phases, let V = (1)1, e ,vn) and © =
(01, e ,Qn) denote the sets of performance feature vectors
v; € R at phase ¢ and unknowns §; € R? corresponding
to parameters of the linear hyperplane at each v; that need
to be determined. The predicted performance or power at
phase i is then computed as v76;. The overall prediction for
the entire program can be computed as tr(V7' ).

In each phase i, SCQP determines the corresponding 6;
by solving the following optimization problem,

R 17 2
— | X7 0; = Y| Do,
minimize QnH 1D (v (41)
subject to  ||6;]|1 < T and 6; > 0,

where T is a tuning parameter and ||p||a denotes the matrix
induced norm of vector p by matrix A (i.e ||p]la = v/pT Ap).
D(v;) € R™*™ is a scaling matrix with diagonal entries
D(vi)j; = {||]z; — vill2 < €} and 1{} being the standard
indicator function, where € is a tuning parameter.
Intuitively, the quadratic objective function in (4.1) aims
to minimize the prediction error in each program phase by
considering only the feature vectors in the training set that
are close to v; as determined by a l2-distance threshold of
€. Since feature vectors that are close to each other are
more likely to exhibit similar performance patterns across
different architectures, we impose the distance constraint
such that only relevant feature vectors in the training set
are considered when forming the prediction model for each
phase. The l;-norm constraint on the hyperplane parameter



Table 1: Performance counters profiled on the host.

L1 Total Cache Misses L1 Total Cache Accesses
L2 Total Cache Misses L2 Total Cache Accesses
L3 Total Cache Misses L3 Total Cache Accesses
TLB Loads Cycle Stalled
Unconditional Branches Conditional Branches
Branch Misses Floating Point Operations
Instructions Cycles

0; restricts solutions to be small in order to avoid overfitting,
and the positivity constraint states that all the performance
features on the host should contribute positively to the per-
formance or power on the target. These type of constraints
are commonly known as simplex constraints.

The SCQP problem (4.1) does not have an analytical so-
lution. In fact, it can be transformed to a particular type of
convex optimization problem for which the objective func-
tion is a quadratic plus a convex but non-smooth function
(the l1-norm constraint). The solution can be computed ef-
ficiently by first-order iterative algorithms, such as proximal
gradient methods [18].

Notice that in the SCQP, we need to choose two tuning
parameters € and T. We employ a standard technique known
as cross-validation [12] to determine their values. In particu-
lar, we randomly choose a subset of the original training data
set and divide it into a training subset and a test subset. We
train using only data from the training subset, and we use
data from the test subset to compute an average prediction
error percentage. We iteratively repeat this process applying
different values for T and e until the cross-validation error
is less than 5%.

During prediction, the constructed models for all unique
per-phase feature vectors 6; are cached, such that (4.1) does
not need to be solved repeatedly for the same weight ma-
trix D(v;). Two feature vectors v; and v are defined to be
unique iff ||v; — vi||le > L, where the threshold L is em-
pirically chosen to be 200. A threshold of 200 is found to
be enough for filtering out the inherent noise in processor
performance counter based phase measurements.

5 Prediction Infrastructure

In the following section, we describe the implementation
of our training, measurement and prediction framework.

5.1 Training Set

We use a similar training setup as in [22] for explicit com-
parison of prediction accuracy. Our training set consists
of 157 diverse and representative sample programs from the
ACM-ICPC (International Collegiate Programming Contest)
database. We use original programs and inputs. In prior
work, the size of the training set was artificially increased
to improve coverage by creating 100 random inputs for each
program. This is not necessary in our case. Profiling pro-
grams at phase granularity provides sufficient amount of
training data, and no addition of artificial and possibly un-
representative data is necessary. With our new phase-based
approach, a small training set with low training overhead is
sufficient to achieve high accuracies.

5.2 Profiling and Measurement Setup

We perform profiling of the training set on a host plat-
form with an Intel Core i7-920 processor and 24GB of mem-
ory. To demonstrate the effectiveness of our approach on
state-of-the-art mobile and embedded target platforms, we
employ physical hardware references as targets for training
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Figure 2: Prediction framework.

and prediction. We use the ODROID-U3 [1] (U3) develop-
ment board to obtain reference performance measurements
(cycle counts). The U3 board uses the Samsung Exynos
4412 SoC as its hardware platform. The Exynos 4412 SoC
contains a homogeneous quad-core ARM Cortex-A9 proces-
sor with 32 KB L1 instruction and data cache. For reference
power measurements, we use the ODROID-XU3 [2] (XU3)
development board. It uses the Samsung Exynos 5422 SoC
as the hardware platform. The Exynos 5422 SoC consists
of a heterogeneous big. LITTLE CPU arrangement, which
combines a Cortex-A15 (A15) and a Cortex-A7 (A7) pro-
cessor cluster. The XU3 development board integrates an
on-chip TT INA231 current sensor for power measurements
of all eight cores, but the CPU hardware is restricted to not
allow any performance counter measurements. Thus, two
different boards serve as performance and power references
due to hardware limitations associated with each board.

For our study, we are mainly interested in predicting per-
formance and power for single-core workloads. Thus, all
programs are restricted to run on one core till completion,
which minimizes measurement noise due to core migration.
On the XU3 board, we restrict the workloads to run solely
on one of the A15 processors with DVFS disabled.

We use the PAPI toolset [17] for collecting a total of 14
hardware performance counters, shown in Table 1, on the
Intel host. For power measurement on the target, we devel-
oped a custom API that interacts directly with the onboard
TT INA231 power sensor.

5.3 Prediction Framework

Figure 2 shows the tool flow used in our LACross frame-
work for fine-grain phase-level profiling and prediction. We
utilize the LLVM compiler infrastructure to instrument pro-
filing APT calls at IR basic block level of each program dur-
ing compilation. The application sources are first compiled
into LLVM IR and then instrumented and linked against
the profiling API. The instrumented LLVM IR tracks the
number of dynamic basic blocks executed by the program in
order to log various counter and power measurements at the
end of each program phase. Instrumentation at the IR level
thereby guarantees that features and reference performance
and power obtained for each phase correspond to the same
execution on both the host and the target.

During training, the instrumented IR is cross-compiled
into host and target binaries. During prediction, we ob-
tain the performance features on the host for each program
phase, and we use previously collected training data to solve
Eq. (4.1) and predict per-phase performance and power. We
use MATLAB 2013a as the main computation environment.
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Figure 5: Runtime of 35 benchmarks.

6 Experiments and Results

To show the effectiveness of the proposed LACross frame-
work, we test it with 35 selected benchmark programs from
three standard benchmark suites that are not encountered
in the training set. For comparison with [22], we use the
same seven programs (aes, crc, dijkstra, fft, patricia,
gsort, sha) from the MiBench suite and nine programs
(disparity, localization, mser, multi ncut, sift, stitch,
svm, texture_synthesis, tracking) from the San Diego
Vision Benchmark Suite (SD-BVS). Furthermore, we apply
our approach to the prediction of 19 programs (perlbench,
bzip2, gcc, mcf, milc, namd, gobmk, dealll, soplex,
povray, hmmer, sjeng, libquantum, h264ref, lbm,
omnetpp, astar, sphinx3, xalancbmk) from SPEC CPU
2006. We chose the 19 programs from SPEC implemented in
C/C++ as we use the C/C++ interface provided in PAPI
to instrument counter profiling calls. We use the “large”,
“fullhd” and “ref” input sets for programs from MiBench,
SD-VBS and SPEC CPU 2006, respectively.

These 35 programs are first profiled on the Intel host to ob-
tain hardware performance feature vectors at program phase

level using the PAPI toolset. We then conduct performance
and power predictions using previously trained models for
the U3 and XU3 boards, respectively. In order to study the
effect of phase granularity on the prediction accuracy and
speed, we perform our experiments at different phase sizes.
Note that for power prediction, due to the hardware con-
straint on the sampling period of the TT INA 231 current
sensor on the XU3 development board, we found a phase
granularity of approximately 20,000 basic blocks to be the
fastest the sensor hardware could support.

6.1 Opverall Prediction Accuracy and Speed

Figure 3 shows the accuracy of predicting whole program
performance for the 35 test programs at a phase granularity
of 5,000 basic blocks. Predicted cycles are very close to the
actual cycle measurements obtained on physical hardware.
The worst case prediction error is around 2%, with average
errors less than 1%. Note that the accuracy we refer to
here is the percentage prediction accuracy of whole program
performance. By comparison, an average error of more than
5% and errors as large as 40% are reported in [22] for SD-
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VBS and MiBench benchmarks under a larger training set.

Figure 4 similarly shows the overall program-wise power
prediction accuracy of the 35 programs from the test set,
profiled at a phase granularity of 20,000 basic blocks. The
average error for predicting average power over whole pro-
grams is about 2.5%, while the worst-case prediction error
is less than 10%.

The total runtime of each test program, as shown in Fig-
ure 5, consists of the profiling time and the prediction time.
The profiling time is the time it takes to collect various coun-
ters on the host. Hardware limitations on the simultaneous
usage of counters necessiate 5 separate runs of the program
on the Intel host to obtain the 14 features. The prediction
time measures the total duration of solving the optimiza-
tion problem (4.1) for each phase of the program. Solving
time is governed by the dimension of data matrix X and
of the neighborhood defined by distance threshold € in the
problem formulation (4.1). For the same phase granularity,
comparing runtimes of the SPEC programs (Fig. 5b) with
the MiBench and SD-VBS programs (Fig. 5a), we see that
as programs execute longer, the number of dynamic phases
grows proportionally, which results in more time spent in
solving the optimization problem (4.1). As phase granular-
ity increases from 5,000 blocks to 20,000 blocks, the average
total runtime generally decreases due to a decrease in both
the profiling and prediction time. As the sampling granular-
ity of program phases becomes larger, the total number of
dynamic phases decreases accordingly, and thus fewer vari-
ables 6 need to be solved for each program. Note that predic-
tion complexities vary across applications due to differences
in the convergence speed of solving (4.1) numerically. At the
same time, the sampling of the performance counters via the
PAPI toolset also incurs performance overheads [6]. Hence,
as the number of dynamic phases decreases, the overhead of
profiling also becomes smaller.

We demonstrate an example of fine-grained dynamic power
and performance tracing. Figure 6 and 7, show the dynamic
behavior of executing the dealll benchmark on the pre-
dicted and real targets. Here, we use a phase granularity
of 20,000 basic blocks. Results show that the prediction
tracks accurately against performance and power measure-
ments obtained from the hardware.

6.2 Phase Granularity Tradeoffs

As indicated above, the choice of phase granularity will in-
fluence prediction accuracy and speed. A finer phase granu-
larity can potentially increase training set coverage and thus
improve accuracy. Finer phase granularity, however, also re-
quires more frequent profiling and prediction. We further
study the accuracy-speed tradeoff with respect to different
choices of phase granularity.

To measure simulation speed, we use the total number of
dynamic instructions in a target program divided by the to-
tal time it takes to obtain the prediction on the host (i.e,
profiling of the performance feature vectors plus the time
spent on solving the SCQP (4.1) for all phases of the pro-
gram). To measure accuracy, we use the mean absolute per-
centage error (MAPE) between the prediction and the actual
measurement across all phases and programs.

As shown in Figure 8, the overall accuracy and speed for
predicting workload performance varies significantly with re-
spect to the choice of phase granularity. At a granularity of
5,000 basic blocks, per-phase prediction accuracy for per-
formance is about 92%. Note that due to averaging effects,
when aggregating all the phases to obtain the overall per-
formance of an entire program, as shown in Section 6.1 and
Figures 3 and 4, accuracy is considerably higher.

At a granularity of 500 blocks, phase-level predictions are
about 95% accurate as compared to real hardware measure-
ments. As the phase granularity gradually increases from
500 to 20,000 basic blocks, the prediction accuracy only ex-
periences a minor decreasing trend. The diminishing returns
at finer and finer granularities are likely due to the insta-
bility of performance counter measurements at very small
sampling periods. Such noisy measurements can deviate the
SCQP from the nominal target function. When the phase
granularity grows beyond 50,000 basic blocks, however, the
accuracy drops drastically due to the lack of coverage in
the training data. This is consistent with prior work [22],
where large errors are seen when performing prediction at
the whole program level despite using a much larger training
set. At the same time, the simulation speed improves pro-
portionally with a decrease in phase granularity. As such,
there is an optimal tradeoff between speed and accuracy at
medium granularities.
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tradeoff (performance prediction).

For power prediction (Figure 9), a similar tradeoff is ob-
served. Our method, however, is still accurate (over 90%
phase-wise accuracy compared to real hardware measure-
ments) and fast (over 500 MIPS). Again, due to error can-
cellation effects, at the same phase granularity, accuracy of
predicting average power for a whole program is better than
the average absolute per-phase prediction accuracy.

6.3 Program Phase Homogeneity

Prediction accuracy correlates closely with training set
coverage. However, it is not clear whether better training
set coverage at finer granularities is a result of the homo-
geneous nature of performance patterns in smaller program
phases or alternatively simply from having more training
data when sampling more frequently. To help clarify this
question, we show in Figure 10 the total number of unique
dynamic program phases across all training set programs as
a function of the phase granularity. As the phase granularity
increases, the total number of unique phases increases. This
indicates that more diverse performance patterns emerge as
increasingly larger chunks of a program are encapsulated in
one phase. Conversely, as program phases become more fine-
grained, even though the total number of phases increases,
the total number of unique phases decreases. This indicates
that the improvement in the coverage of the training set at
smaller granularities is due to an increase in homogeneity in
the performance patterns as phases becomes smaller.

Note that as granularity continues to increase, the total
number of unique phases would also be expected to continue
to increase. However, since all programs complete their ex-
ecution in a finite amount of time, the number of dynamic
phases is finite. Thus, the total number of unique phases
eventually decreases when the phase granularity becomes
too large. This agrees with the downward trend observed in
Figure 10 for phase granularities greater than 20,000.

7 Summary and Conclusions

This paper proposes LACross, a unified learning-based
framework for fast and accurate phase-level cross-platform
prediction of performance and power of a workload running
on a target machine. The key idea is the simple observation
that performance and power consumption of an application
running on two different platforms are correlated, even if the
two platforms are of vastly different architectures. We fur-
ther show that constructing prediction models at program
phase level helps to resolve training set coverage issues and
thus increases accuracy. With proper choice of phase gran-
ularity, the prediction achieves over 97% accuracy at speeds
over 500 MIPS for both performance and power. This is
orders of magnitude faster than traditional cycle-accurate
simulation, with the drawback that it requires application
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Figure 9: Speed and accuracy
tradeoff (power prediction).
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Figure 10: Normalized total number
of unique phases.

source code to be available. Predictions based on an x86
host can thereby run at almost the same speeds as executions
on physical ARM hardware. With better hardware counter
support in the hosts, prediction speeds could be even higher.
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