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Abstract—Distributed system-level simulation among
coordinated, heterogeneous simulators requires comumication

and synchrony to preserve event causality. Once laieved,
multiple coordinated, distributed instances of a sigle simulator

not originally written for internal parallelism can be used to
conduct the expression-level parallel execution ofa model
partitioned into subsystems, such that each subsgsh is assigned
to an individual simulator. Using a Kahn Process Ktwork

simulation backplane for coordination, and a customXspice
TCP/IP socket device for interfacing, expression-iel distributed

simulation was applied to observe a decrease of up 1/52 times
the transient analysis time of the same circuit i single Ngspice
instance, without modifying the Ngspice kernel or bst execution
environment. Up to 128 independent Ngspice instaas were
coordinated in parallel with this method, with a séectable
tradeoff in speed versus accuracy.

Keywords. distributed Spice simulation, heterogeneous
cosimulation, Kahn Process Networks, cosmulation backplanes,
expression-level parallelism

. INTRODUCTION

Distributed circuit simulation techniques can bedigo
coordinate the parallel simulation of circuit sukteyns across
multiple, process-independent instances of a sisgailator
not normally supporting internal parallelism. Thigossible if
the simulator offers a communication interface he tnodel
expression-level to communicate with other runrimgiances,
or to communicate with an arbitrating software agerch as a
simulation backplane [1]. However, since each oomnt
simulator may advance time independenkibcdl virtual time)
[2], a coordination solution must both communicatgnal
values and enforce event causality, such thabtted causality
constraint (LCC) is observed.
concurrent simulators process external eventsria sitep order
[2]. Techniques addressing causality in distridugemulation
are covered in depth in the literature in the fiefdParallel
Discrete Event Simulation (PDES) [3],
event/continuous-time cosimulation [4].

If a coordination solution is achieved, it can ipplaed to
conduct the multiple-simulator, parallel executidra Spice

The LCC requires that

and discrete
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circuit at the model expression level for the spapedof an
otherwise long-duration, sequential transient direunalysis.
This is important for modern VLSI device counts,end Spice
simulation becomes “typically infeasible for desidarger than
20,000 devices” [5]. Where parallel techniques daa
employed, the non-linear increase in transientyasistime per
device count for sequential executions can be edtiuzy
conducting the Spice model-evaluation phase orntiagrix-

solving phase of each time point iteration in gatalReported
solutions, however, require hardware acceleratisunch as
offloading to a GPU [5] or FPGA [6]), may not paetike both
the model-evaluation and the matrix-solve phasds ¢8

require changes to the Spice kernel (all casesw&d). With
the expression-level approach, however, both medaluation
and matrix-solving phases are parallelized in sarféywithout
modifying the Spice kernel [7] or host environmeaitthe cost
of a selectable tradeoff in execution speed veaisaaracy.

For distributed simulator coordination, we usece th
SimConnect/SimTalk infrastructure [8] to speed upe t
transient analysis time of a counter circuit of entlnan three
thousand transistors. We wrote an Xspice [9] uBeP/IP
socket device, which allowed concurrently runningspice
instances to exchange node information with theCRinmect
simulator backplane. Parallelism was employed s to
128 concurrently running Ngspice instances, foredpe to
52x at less than 10 percent error of measuremedtyg to 17x
with less than 1 percent error of measurementcePeerror of
measurement was arbitrarily reduced, at the expehkmger
simulation time, by increasing the resolution @ thterpolated
event (IE) data types exchanged between the Ngspice
instances.

II.  RELATED WORK

Parallel execution is not new to Spice circuit detion,
due to its high internal data potential parallelifsh in the
model-evaluation and matrix-solving phases of dank point
iteration. Techniques exploiting this through exe® means
(parallel CPUs, GPU or FPGA offloading, or matrigaithm
techniques) are covered in [5], [6], and [10]-[1B{jt these
methods require modifying the Spice kernel, expensi
hardware, and most importantly are not generallgtegoto
other simulators that have no studied internal lfedissm. We
term this post-model level of internal simulatorgikelism,
“execution-level parallelism.” That is, the paedibm is not
carried out at the model description layer (theresgive level),



but rather at the model execution level, whereduos “behind  burden of coordinating distributed simulators witdependent
the scenes” to some degree from the view of theainedter. versions of time advancement (local virtual time).

Execution-level techniques are powerful thoughorepg As an example of a partitioned distribution, Figute
up to an 18x speedup of Spice 3f5 benchmarks inwWshout illustrates the coordination of eight Ngspice ins&s
loss of accuracy, by offloading the model evaluapbase onto connected to the SimConnect server through SimTalka
an FPGA. In another approach [5], the expensivéMBS concurrent 8x parallel simulation of the a 128-bdunter
transistor model evaluation steps, which “may casgpabout described in section IV. The counter is partitbneto
75% of the SPICE runtime [5],” are offloaded to ®&Gfor  subcircuits 16 bits wide, connected at their MSRI 4&/5B
parallel execution, for up to a 4x speedup at tkgerse of nodes via Xspice socket devices.
single-precision floating-point accuracy (GPU exem)
verses double-precision floating-point accuracylfBSmodel Clients
code). In the matrix-solving phase, domain decasitiom
methods can be employed to achieve a very larderpgnce
increase (up to 870x reported simulation speedya3l, but
scaling limits the approach at around 400k nodesthas
execution is hosted in only a single SPICE3/HSPIii@&Eance.
Finally, with multiple technigue advancements and
supercomputer parallel CPU execution, Sandia Nakion A
Laboratories’ Xyce simulator [14] “demonstrates odo Ngspice 1
speedups (24x on 40 processors),” but results radiyriited to
“sufficiently large circuits” [6]. These are by noeans an
exhaustive set of speed up reports, but rather stimt
significant increases may be obtained at the ei@cigvel Ngspice 2
through hardware acceleration and software teclesigifi they Sim
are available and the Spice kernel is modified.
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arbitrating software agents that distribute infotiora across !
connected simulators and potentially control sirmrlaime ! 7
advancement. Arinterface must be constructed for each )

simulator that connects to the backplane to imptentae Figure 1.SimConnect/SimTalk relationship for distributedraikel

coordination API. The SimConnect/SimTalk clientvee Ngspice instances
backplane architecture described in [8] implementhte . ) )
dynamics of a Kahn Process Network (KPN) [18], sthett the The SimConnect server implements the dynamics of a

tokens of the KPN arénterpolated event(lE) data types. Kahn Process Network, where the contents of the kdksns

Interpolated events are defined in [8] and sumredrim in are ‘“interpolated event” (IE) objects. Interield events,
section I1l. With this coordination, simulatorseasynchronized ~defined in [8], are 3-tuple elements ¢, t,) from the product
through dataflow, rather than explicit time stepnteol,  Se€tV x T x T, where {V }is a set of values, andR} is a set
lessening the backplane APl complexity.  Additippal Of tags. This nomenclature borrows from the vaheely, 1)
simulators have no process awareness of one anghethe definition of an event quered in [19]. For a givaterpolated
rules of a KPN), only awareness of their input andput event ¥, tn, t,), we define the valug to be constant on the
FIFOs, which offers easier management as the nurober interval ftm, t,) specified in the IE, such that the tag s@tis

simulators increases. ordered. {T } is conventionally the real number sBt in
timed, event driven simulations, representing theukation
lIl.  DISTRIBUTED PARALLELISM time stamp of an event occurrence. For an intatpdlevent

(v, tm tn), the rangetf, t,) assigns a “stable” time to the signal

We define “expression-level parallelism” to statt the
valuev for producers and consumers.

model description layer. At this layer, the dgstion is

inspected for points of partition, at which nodbe tircuit is If a simulator consumes an interpolated event, i#ym
_expressed as new, mdepend_ent_ s_ubcwc_ults Wlt_h QOTTAION  assume the valueis constant on the tag randg, ), and not
|r_1terfaces. Each new subcircuit is as_S|gned tmdependent need to sample the value again until expirationetitn
simulator. The entire model then simulates in dom@tion  Therefore, an interpolated event encapsulates both
over the distributed, coordinated instances of #iegle  communication (the signal value) and synchronirafibe start
simulator normally hosting the non-partitioned miodi this  and end time). Mapped to nodes in a Kahn Processdtk,
way, if a communication interface is offered at tmedel simulators consume IEs, run, and produce IEs uihid
description layer, parallel execution can be gainfed  expiration tag of the last consumed IEs, at whidbingp
simulators not normally supporting internal paféa. The  simulators sample their FIFOs again for a new IEsinput

cost is the additional communication overhead betwe FIFOs are empty, simulators are blocked. Throubh t

simulators (both a computation and latency costl ¢he  plocking read property of KPNs, thecal causality constraint



is observed, because simulators cannot advanaménbieyond
the expiration tags of IEs on their input FIFOs.urtker
dynamics of KPN and IEs are detailed in [8].

As a consequence of sampling, there is a tradedpeed
versus accuracy when using the SimConnect/SimT aithoal
of IEs for distributed Spice parallelism. Spedifig, an IE
assigns a stable value for duration to a node gejtauring
which local time a consuming simulator can operate it
without re-querying the value. During that timewever, the
signal may change, resulting sample-and-hold effi@r
continuous values, or change-delay error for digi@ues,
since the state change information of the digitalug is
delayed until the start time of the next IE. Thpeed versus
accuracy tradeoff is tunable, however, as explanedection
VL.

IV. EXPERIMENTS

Consider simulating a wide-bit asynchronous rippenter
at the transistor level. While ripple counters ianpractical as
real circuits, due to the rollover delay from mawim value
(OXFFF...) to zero, they are simple elementary cisctior
conceptualizing or simulating a propagation delahe (
rollover delay as the carry bit propagates fronDhib bit <n>-
1, for counter width <n>). Consider the <n>-bjiple counter
in Figure 2, composed of inverters and positiveeedidggered
D flip-flops.

b1

Figure 2.<n>-bit asynchronous ripple counter

The inverters are implemented as a standard pmos/nm

pair, and the D flip-flop at the gate level is iraplented
according to Figure 3.
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Figure 3.Edge-triggered D flip-flop

Each bit, with two inverters and one flip-flop, cumes 30
MOSFETSs, 15 pmos and 15 nmos. The pmos transiater

oversized for symmetric drive strength with resptxtthe
nmos transistors.

Single Instance Simulation

The single-instance counter is simulated in Ngspitethe
open source distribution of Berkeley Spice versi®rand
Georgia Tech’'s Xspice [9]. Figure 4 shows the éase in
transient analysis time as the number of transstorthe
circuit increases, per bit width of the counterheTcounter is
simulated at 4, 8, 16, 32, 64, and 128 bits for i of
simulation time.
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Figure 4.Increase in Ngspice transient analysis time fonk f
simulation time as counter width increases

From Figure 4, the increase in analysis time penlrer of
transistors is non-linear due to the non-linearréase in
model evaluation time and matrix solution time e tSpice
kernel as the device count increases. As the nupflgts in
the counter increases from 64 to 128 bits (19183888
transistors), for example, the analysis time insesafrom
slightly over a minute to more than five minutes asingle
workstation Linux 2.6.16 kernel machine with Inkdon 2.93
GHz core. This non-linear increase limits the pcadity of
simulating complex circuits at the transistor lewelthe order
of modern VLSI transistor counts.

Parallel Simulation

For improvement, the circuit is partitioned at theression
level (the Ngspice circuit deck) into subcircuitsnz<bits
wide, where <m> is a power-of-two divisor of 12&dathe
factor of parallelization. Each subcircuit is thessigned to an
independent Ngspice process, coordinated with dtlgsipice
processes in parallel through SimConnect and SiknTal

Figure 5 shows an <m>-bit wide subcircuit of theirter,
where Xspice user TCP/IP socket devices connectitioait
to its neighboring subcircuits over SimTalk.
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Figure 5.Partitioned subcircuiwvith socket device

Between subcircuitsTCP/IP socket devices contt the
most significant to least significant bits from csubcircuit to
the next. For example, bit 15 of the subcircur bits [0:15]
is connected to bit 16f the subcircuit for bits [131], and
onward through bit 127 The socket device services
SimTalk protocol and deliverte tokensto the SimConnect
backplane, which distributes the I®kens throughKPN
FIFOsfrom signal producer to signal consun

V.

At 10 ns IE resolution, Figure $hows the speedup res
per factor of parallelizatiofior the samel28-bit counter for
1.5 us of transient analysis time.
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By dividing the 128-bitcounter into two 6-bit subcircuits,
we achieve a 2x speedup alone, and then achiev@xi
speedup by subdividing into 64 subgiits, each Zzbits wide.
However, the speedupaximizes at this point, after which
diminishes as the&eommunication overhe per number of
Ngspice instances increases. Thanifest in the loss of
speedup from 64x%0 128x parallel in Figur6. The cost of
fixed-resolution IE duration als@sults in a nc-zero percent
error of measuremenshown in Figure 7, where 1 rollover
time of the ripple counter across tharalle cases is measured
against the rollover time of the ngarallel case
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The error in measurement occurs because the |IE®f
finite duration, during whic sample time an event is declared
constant If an IE duration is greater than the -to-rail fall
time of a circuit inverterfor example,or on the order of it,
conveying thanformation of the inverter's changed state r
be delayed up to the duration of th¢, depending on when the
inverter output wasample. Since this delay can continue
from one communication node toe next through each
parallel instanceit can accumulate at the output at bit :
where the rolloverdelay is measured. The s of
accumulated delay caincrease as the parallelism increas
This is responsible for the positively correlatethtionshij in
Figure 7.

Increased Resolution

However, ifIE resolutior increases (from 10 ns to 2 ns) in
Figure 8 the percent error of measurement decreases. idl
because an inverter fall at communication nodesaisplec
every 2 ns, instead of 10.n$Since he inverter fall time is on
the order of 10 ns as thesartsistors wei sized, a 2 ns sample
results in smaller worstasedelay in observing a rail-to-rail
state changeon an inverter outp. Percent error of
measuremerdrops to below five percefor the 64x and 128x
parallel cases in Figure 8nd tobelow one percent for the 2x
to 16x paralletases, although the speedup decre
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Figure 8.Percent error afneasurement ai ns |E resolution



The transient malysis time for th same degree of
parallelism inceases as resolution increg, shown in Figure
9, due to the increased communication rate with
SimConnect server (higher resoluticresults in smaller
Ngspice time steps, resulting more IE tokens through tt
KPN FIFOs).
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Figure 9.Speedup at 2 ns |E restion

VI. DISCUSSION

Significant transient analysigiie decrease (17x at less tt
1 percenterror) may be achieved by partitioning t128-bit
counter into subcircuits each 128/<hits wide, where<n> is
a divisor of 128 and thealesired factor of parallelis.
Maximum speedup occurs at a parallelization faper IE
resolution, beyond which, as parallelization inee=sa speedL
decreases due to increased communication and Ioathe
SimConnect backplane.

This cost of communication also occurs as IE rdion
increases. However, percent error of measuremantbe
reduced arbitrarily pedegree of parallelization by increasi
the IE resolution, as shown in Figure 8. This speedu
transient analysis time for the sanml28-bit counter is
achieved withoutnodifications to the Ngspice kernel, or 1
execution host making it different than executi-level
parallelization schemes.n this method, the partitioninis
performed at the circuit expression-leviel multiple Ngspice
decks spread over independsimhulators, so both the mo-
evaluation and the matriselving phases occur in paral

Choosing an appropriate degree of parallelizatiod H
resolution automatically is nofet suggested by this wrg,
since it is highly circuit dependerfthe partitoning should
look for nodes of lose coupling or signal fe-forward
cutsets). For accurachg resolution should be on the order
the maximum frequency content of themmunicated sign
to minimize accumulated delaf rise or fall time informatiol
due to sampling In the examples of Figis 7 and 8,
decreasing the IE duration to one fiffd ns of the circuit
inverter rail-to-rail fall time §pproximatelyl0 ns) decreased

the percent errorof measurementfor each degree of
parallelism bymore than or-half for the 4x through 128x
parallel cases.

With this agroach, there will always bradeoffs between
degree of parallelizationfotal circuit analysis time, IE
resolution, and percent errof measurement. Howev gains
up to 52xtransient analysis time at lechan ten percent error
by this software technique alone, without modifyitige
simulator or execution hgstnay be acceptat at some early
investigation phaseas systen-level design (SLD) [20].

VII. SUMMARY AND CONCLUSIONS

We took the SimConnect/SimTalk KPNd IE distributed
simulation scheme [8and applied it to the express-level
parallel execution of an Ngspice circuit at thensiator level.
We observed gains up to 52x in analysis time, s than tel
percent erroof measureme, and 17x in analysis time, at less
than one percent error of measurer. This was achieved
without anymodification to the Ngspice kernel or execut
host, but by partitioning the circuit at the exgies level anc
distributing the coordinated subcircuits over ingiegert,
concurrent instances of Ngspice. Coordination asevec
through IE tokens exchanged with themConnect server
through SimTalk, implementing the dynamics of a K
Process Network. In maximum parallelization, up to 1:
individual Nggice instanceswere coordinated with the
SimConnect server.

We postulate that it may be possible to combineesgior-
level parallelization and execun-level parallelization for
further speedup. For exgte, if at executio-level, a K-times
speedup is achieved, thethat same speedup would be
achieved individually ove<N> separate Ngspice instances,
since the speedup is internal to each insi. If at expression-
level, though, a J-timespeedup is achieved, then combin
both, a J times K factor of speedup shaobe achieved for
both techniquegthe speedups should niply, not add). One
speedup occurs at the execu-level, another at the
expression-level.There will still be an error in measurement
due tothe usage of IEs with this method at the expre-
level (compared t@xecutior-level methods that may or may
not introduce error). Walsointend to apply this technique to
simulators not initially written for parallel inteal execution
such that they offer a devidevel communication interface, to
see if similar speedup gains can be achi.
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