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Abstract—Key exchange protocols establish a secret key to con-
fidentially communicate digital information over public channels.
Lattice-based key exchange protocols are a promising alternative
for next-generation applications due to their quantum-cryptanalysis
resistance and implementation efficiency. While these constructions
rely on the theory of quantum-resistant lattice problems, their
practical implementations have shown vulnerability against side-
channel attacks in the context of public-key encryption or digital
signatures. Applying such attacks on key exchange protocols is,
however, much more challenging because the secret key changes
after each execution of the protocol, limiting the side-channel
adversary to a single measurement.

In this paper, we demonstrate the first successful power side-
channel attack on lattice-based key exchange protocols. The attack
targets the hardware implementation of matrix and polynomial
multiplication used in these protocols. The crux of our idea is
to apply a horizontal attack that makes hypothesis on several
intermediate values within a single execution all relating to the same
secret and to combine their correlations for accurately estimating
the secret key. We illustrate that the design of key exchange protocols
combined with the nature of lattice arithmetic enables our attack.
Since a straightforward attack suffers from false positives, we
demonstrate a novel procedure to recover the key by following the
sequence of intermediate updates during multiplication.

We analyzed two key exchange protocols, NewHope (USENIX’16)
and Frodo (CCS’16), and show that their implementations can be
vulnerable to our attack. We test the effectiveness of the proposed
attack using concrete parameters of these protocols on a physical
platform with real measurements. On a SAKURA-G FPGA Board,
we show that the proposed attack can estimate the entire secret key
from a single power measurement with over 99% success rate.

I. INTRODUCTION
Key exchange protocols enable agreement on a secret key

between two parties. Traditional key exchange protocols such
as Diffie-Hellman rely on the difficulty of solving the discrete-
logarithm problem over various groups, which are widely re-
garded to be infeasible for large numbers. These problems,
however, can be solved in polynomial-time with quantum algo-
rithms [1, 2], generating a significant interest in alternative key
exchange protocols that will future-proof security systems [3–
5] in case of a breakthrough in quantum computing technology.
Lattice-based cryptography provides a wide array of such con-
structions that are resistant to quantum attacks. Among lattice
solutions, proposals relying on Learning-With-Errors (LWE) [6]
and Ring-Learning-With-Errors (R-LWE) [7] are especially fa-
vored due to their implementation efficiency [8, 9].

While these constructions rely on the theory of quantum-
resistant lattice problems, their practical implementations have
shown vulnerability against power side-channel attacks in the
context of public-key encryption or digital signatures [10–20].
These attacks find the secret key by exploiting the reflection of
key-dependent computations on dynamic power consumption. To
extract this dependence, prior attacks on lattice problems use
repeated computations performed with the same secret key.

Fig. 1. Vertical DPA (a) targets a single intermediate computation and seeks
correlation across multiple traces each using a distinct input, while Horizontal
DPA (b) targets multiple intermediate computations within a trace and seeks a
correlation among them.

To that end, differential power analysis (DPA)[21] is a pow-
erful side-channel attack that works with a divide-and-conquer
principle: It makes an estimation on distinct parts of the key
(called sub-key) and checks those estimations through multiple
tests. These tests are required to remove the noise and reveal the
underlying correlation between the sub-key and the power mea-
surement. Once the target sub-key is derived, the adversary can
attack the next sub-key by using the same set of measurements.
Applying DPA is, however, signficantly more challenging on key
exchange protocols because these protocols, unlike public-key
decryption or digital signatures, work with ephemeral secrets:
each invocation of the protocol will process a unique value that
will result in a new, distinct secret key. Therefore, the adversary
is limited to a single power measurement.

Figure 1(a) illustrates the classic DPA, known as Vertical DPA.
In this attack, the adversary performs a single test on the power
trace and collects multiple measurements (each with a different
input) to extract sub-key correlations from noise. The interme-
diate computations on the variable var1 is selected as the target
because its value depends on the public input and a sub-key.
Horizontal DPA [22], Figure 1(b), by contrast, performs multiple
tests by targeting different computations and combines them to
extract the sub-key from a single power measurement. Horizontal
DPA thus focuses on intermediate computations that use variables
vari (i ∈ 1, 2, ..., n) that all depend on the public input and
the same sub-key. The main challenge of applying Horizontal
DPA is in finding multiple tests to be performed within a single
computation that will leak the same sub-key. Such approaches
have been successfully applied to modular exponentiation [22]
and elliptic curve multiplication [23], but lattice arithmetic is
based on fundamentally different computations for which no
successful horizontal side-channel attack has been shown so far.

In this paper, we demonstrate, for the first time, that lattice
arithmetic used in key exchange protocols is vulnerable to
Horizontal DPA attacks. Specifically, we demonstrate that the



matrix and polynomial multiplication used in these protocols
have a large number of intermediate computations that depend on
the same sub-key. A straightforward attack on these operations,
however, causes false positives because similar sub-keys will
produce similar multiplication output (e.g. sub-keys of ‘1’ and
‘2’ will generate the same values shifted by one binary digit).
We show that an adversary can address this limitation and still
succeed by using a novel attack that targets intermediate state
updates of these multiplications starting from the first sub-key to
successively recover a chain of subsequent sub-keys. This attack
effectively removes false positives after the first sub-key.

We analyze the feasibility of the proposed attack on two
state-of-the-art key exchange protocols: Frodo [24] and New
Hope [25]. While Frodo performs matrix multiplication, New
Hope uses polynomial multiplication. Both protocols perform
multiplications between a secret ephemeral value and a public
input, making them susceptible to the proposed Horizontal DPA
attack. Once the ephemeral secret is discovered with the proposed
attack, we show that an adversary can recover the exchanged
secret key in these protocols. Moreover, we show that both parties
engaged in the protocol are vulnerable to our attack.

To test the practical validity of our attacks, we design the
matrix and polynomial multiplication in hardware using the
specific parameter sets of the two protocols, and we apply the
attack using real power measurements taken from a SAKURA-G
FPGA platform. We validate that the number of horizontal tests,
which is 1024 for NewHope and 752 for Frodo, is sufficient
to extract the key. The results show that the proposed attack is
able to recover secret keys with over 99% probability.

The rest of the paper is organized as follows. Section II
describes the threat model of DPA. Section III provides a back-
ground on power side-channels and discusses the related work.
Section IV analyzes the protocols under attack and gives a high-
level description of the proposed attack. Section V shows the de-
tails of hardware architectures used in analysis and evaluates the
attack efficiency with real measurements. Section VI discusses
the limitations and countermeasures of our attack. Section VII
concludes the paper.

II. THREAT MODEL

Our threat model follows the typical power side-channel model
of prior work [10–21]. The adversary in DPA attacks has physical
access to the device and can read power measurements as
the device computes the cryptographic routine. Therefore, the
adversary is equipped with a reasonable measurement setup
that can obtain power consumption information several times
within a clock period. In our experimental setup, which targets a
device operating in the MHz frequency range, a low-end digital
oscilloscope with passive probes is sufficient to apply the attack.

We assume that the attacker in our model can record a single
power measurement of the entire application (e.g. HTTPS/TLS)
that uses the key exchange protocol. We also assume that the
DPA adversary knows details of hardware architecture, such as
its data flow, parallelization and pipelining. Therefore, unless
there is a specific countermeasure to obfuscate the timing of the
underlying operations, the adversary can estimate when the tar-
geted computations will likely occur and apply the attack around
those clock cycles. Engineering aspects of locating cryptographic
routines (and specific operations inside those routines) among
other applications within a system has been described in prior

work, both in the context of physical [26] and digital side-
channels [27, 28]. We do not cover this aspect in the scope of
this work and assume that the adversary can locate around which
clock cycle to start the DPA analysis using prior techniques.
Note that the adversary does not have to know the exact timing
information of side-channel leaks within the clock period; it can
exhaustively evaluate the attack on all sampling points within a
period to identify where the side-channel leak occurs.

We follow the assumption that the DPA adversary can eaves-
drop on the communication to record the public messages that are
exchanged between two parties. We conduct the DPA attack on
a hardware implementation with a fixed execution time and with
no conditional checks based on the value of sub-keys. Therefore,
unlike software implementations of the same protocols, the
attacker cannot use timing side-channels or information leaks
of conditional branches in the analysis.

III. BACKGROUND AND RELATED WORK

Although power-based side-channel attacks have been an ac-
tive area of research for the last two decades [21], analysis of
lattice-based constructions is relatively limited [10–20]. These
attacks consider other applications with lattices such as public-
key decryption or digital signatures. None of the existing pro-
posals are applicable to our problem where the attacker has to
extract the entire key from a single power measurement on a
hardware implementation that has no conditional branch leaks or
large power variations (exploitable e.g. SPA attacks) based on
secret key values. Therefore, to our best knowledge, our work is
the first power-based attack on a hardware designed for lattice-
based key exchange protocols.

We can broadly categorize power side-channel attacks into
three groups: simple power analysis (SPA), DPA, and template
attacks. SPA is based on purely visual observations to capture
large variations related to secret key with a few traces. By
contrast, DPA extracts small correlations by evaluating many
traces with statistical methods. We refer to attacks that require
a pre-characterization of the device as template attacks [29].
In our classification, we consider attacks using electromagnetic
radiation synonymous to power-based attacks as they use the
same principles, and we therefore review EM attacks in our
related work. In the following, we evaluate the prior work on
lattice-based side-channels in detail and discuss why we need a
new approach to attack key exchange protocols in hardware.

SPA Attacks: Park et al. proposed an SPA attack on the poly-
nomial mulitplication of the R-LWE-based public-key decryption
process, exploiting the SPA power leaks of an implementation
on 8-bit AVR microcontrollers. This attack does not succeed
in our scenario for two reasons. First, we design a hardware
without this vulnerability and second, the attack requires multiple
measurements of the same decryption key to extract the full key.

DPA Attacks: Several DPA attacks have been proposed on
the multiplications of lattice-based public-key decryption [11–
17]. However, all of these attacks are instances of Vertical DPA,
focusing on one intermediate variable within the power trace
and extracting the key using many power traces. Therefore, their
attack procedure cannot be used in our setting.

Template Attacks: Primas et al. recently proposed a single-
trace template attack on the Number Theoretic Transform (NTT)
based polynomial multiplication of an R-LWE decryption proce-
dure [18]. This attack, similar to the majority of template attacks,



Alice
seed $←−{0, 1}128

A← Gen(seed)
S, E $←− χ(Zn×n

q )
B←AS + E

K←Rec(B′S, C)

(B,seed)−−−−→

(B′,C)←−−−

Bob

S′, E′ $←− χ(Zm× n
q )

E′′ $←− χ(Zm× n
q )

A← Gen(seed)
B′←S′A + E′

V←S′B + E′′

C← 〈V〉2B

K←bVe2B

Alice
seed $←−{0,1}256

a←Gen(seed)
s,e $←− ψn

16

b←as + e

v′←b′s
v←Rec(v′, r)

k←SHA3-256(v)

(b,seed)−−−−→

(b′,r)←−−−

Bob

s′,e′, e′′ $←−ψn
16

a←Gen(seed))
b′←as′+e′
v←bs′+e′′
r $←−HelpRec(v)

v←Rec(v, r)
k←SHA3-256(v)

Parameters: q = 12289 < 214, n = 1024

Error distribution: ψ16

Parameters: q = 215, A∈ Zn×n
q , n = 752, m̄ = n̄ = 8

Error distribution: χ = D3(±5, ς2 = 1.75)

(a) (b)
Fig. 2. Frodo (a) and NewHope (b) key exchange protocol and the parameters we select for their instantiations. We highlight the target of DPA attack; in both
protocols, the ephemeral secrets (S, S′ or s, s′) are multiplied with a public value (A or a).

requires a precise power-behavior characterization of the target
device. Therefore, it assumes that the adversary can configure
the target device for each possible sub-key guess and collect a
large set (consisting of 100 million samples) of traces to build
templates. These templates are later matched for a given power
trace and secret key is estimated with a maximum likelihood
test. This attack is proposed on a software implementation of R-
LWE decryption and it exploits several ARM ISA specific vul-
nerabilities, including a timing side-channel of modular division
instructions. Our attack, on the one hand, complements their anal-
ysis since we target matrix multiplication and regular polynomial
multiplication, and since we analyze hardware implementations
that have no timing side-channels. On the other hand, our attack
enables a simpler, more practical recovery of secret keys via
DPA, which does not require costly pre-characterization or the
ability to configure the target device with different keys. Pessl et
al. demonstrated a template attack on a software implementation
of lattice signature scheme [19]. This attack estimates the control
flow (i.e. data dependent branch operations) and intermediate
variables of lattice sampling. Then, using multiple measurements
and associated signatures, it extracts the secret key with lattice-
reduction techniques. The requirement of multiple measurements
again makes this attack infeasible in our scenario.

Combined Attacks: Espitau et al. shows two power side-
channel on a software implementation of a lattice signature
scheme [20]. The first one is an SPA attack on an 8-bit AVR
microcontroller. The attack targets the conditional branching of
rejection sampling and combines several measurements to extract
the key. This attack is not possible in our scenario since it requires
multiple measurements and since we are interested in hardware
without conditional branch leaks. The second attack focuses on
the sparse polynomial multiplication that is implemented as a
sequence of repeated shifted additions. Their attack first estimates
the indexes of non-zero elements by applying an SPA on the
conditional branches, and then performs a DPA attack on those
to reveal their sign. Using this information, the attacker applies an
Integer Linear Programming to extract the actual values of those
coefficients. This attack is not possible in our scenario because
our target protocols use matrix and non-sparse multiplications
and because we are interested in hardware without conditional

branch leaks.
In summary, template attacks using conditional branch leaks

or timing side-channels and SPA are not applicable on proper
hardware-only solutions. Template attacks also require a pre-
characterization of the device that is not possible in every threat
model. Therefore, DPA is a suitable and effective technique but it
can only work in our scenario if the adversary can find multiple
tests within a single trace. This analysis leads us to applying a
Horizontal DPA attack.

IV. HORIZONTAL SIDE-CHANNEL ANALYSIS OF
POST-QUANTUM KEY EXCHANGE PROTOCOLS

In this section, we first summarize the key exchange protocols
that we attack, and we highlight the target operation of our
Horizontal DPA. Then, we give a high-level description of our
attack and how to address its challenges.

A. Post-quantum Key Exchange Protocols

Key exchange protocols establish a unique, symmetric key
between two parties. Both parties in these protocols use an
ephemeral secret to generate some public information and share
it with the other party to successfully agree on the same key.
The protocol is designed in such a way that the adversary
who eavesdrops on the public information cannot capture the
established key or recover the ephemeral secret values.

Figure 2 gives the description of Frodo (a) and NewHope (b),
respectively. The main difference between the two is that while
Frodo relies on the LWE problem1, NewHope uses R-LWE.
Therefore, while Frodo works with matrices (denoted with
capital Latin letters), NewHope processes polynomials (denoted
with lowercase Latin letters).

In both protocols, Alice starts by generating a public parameter
(A, a) from a random seed, sampling the secret error terms (S
and E, s and e) from a specific distribtuion, and computing
the message (B, b), which is sent, together with the seed to
Bob. Given B and A, it should not be feasible, either with a
conventional or a quantum computer, to compute the values of
small error terms S and E due to the LWE problem [6] (the

1Frodo deliberately picks LWE over R-LWE in case there is a future reduction
in the assumed difficulty of underlying R-LWE problems.



Fig. 3. An example of Horizontal DPA attack on the polynomial multiplication; same concepts also holds for matrix multiplication

analogous holds for NewHope polynomials a, b, s, and e with
the R-LWE problem [7]). Bob then generates his share of the
secret key (B′, b′) by using his ephemeral error samples (S′ and
E′, s′ and e′) and sends it to Alice. Alice and Bob now can agree
on the secret value by evaluating each others’ terms with their
ephemeral secrets. Since Alice and Bob will achieve a similar
but noisy term, they can reconcile by recovering from this noise
through a thresholding scheme. Interested readers can refer to
[25] and [24] for details of these protocols.
Frodo has several parameter options depending on the desired

security level. For our analysis, the parameters for the Frodo
are selected from the “Recommended” scheme. This set uses
matrices of sizes n×n, n×n̄, m̄×n̄, and m̄×n̄, where n, n̄, and
m̄ are, respectively, 752, 8, and 8 with integer elements modulo
215. The error distribution is a Rényi divergence approximation
to a rounded continuous Gaussian with variance ς2=1.75, which
is centered at 0 with a tail cut at ±5. NewHope has a fixed
parameter set that operates in the ring Rq=Zq[x]/〈xn+1〉, which
uses polynomials of degree 1023 with integer coefficients modulo
12289 and a binomial distribution for small (error) polynomials
with integers coefficients from -16 to 16, centered at 0.

B. Protocol Operations Under Attack

Figure 2 highlights the possible points of attacks for our
Horizontal DPA. We focus on the multiplication of public value
A (resp. a) with the ephemeral secret S or S′ (resp. s or s′)
in Frodo (resp. NewHope) protocols. The target operation for
Frodo is therefore a matrix multiplication of the public value
A with the ephemeral secret S or S′. This is multiplication of a
size 752 × 752 matrix with a size 752 × 8 or 8 × 752 matrix.
For the case of NewHope, the DPA target is the multiplication
of two polynomials with degree 1023.

Note that both Alice and Bob can be attacked using this
approach. Once the adversary recovers the ephemeral secret,
extracting the exchanged secret key becomes trivial. For Frodo,
an adversary attacking Alice can compute K=Rec(B′S,C)
and an adversary attacking Bob can first recover V (without
the small error of E′′), and then generate K=bVe2B since
bVe2B=bV−E′′e2B . The same principle also holds for the
NewHope protocol. Once the adversary captures the polynomial
s or s′, it can recover the secret key k.

C. The Crux of Horizontal DPA on Multiplication

Figure 3 illustrates the main idea behind our Horizontal DPA
attack on a polynomial multiplication; the same principle applies

to matrix multiplication as well. For simplicity, this example
uses a polynomial of degree 3 and with coefficients modulo 28.
The figure reflects the schoolbook polynomial multiplication of a
public polynomial (e.g. a) with an ephemeral secret polynomial
(e.g. s). The polynomial multiplication has two main parts:

1) Generating Partial Products: Each row of multiplication
in Figure 3 corresponds to the product of a single secret
coefficient of s with all coefficients of public polynomial
a; we refer to this method as row-wise multiplication. The
in-place reduction is simply a sign change (modulo 28) of
the reduced coefficient (depicted with the dashed boxes in
Figure 3) for the partial products having degree greater than
3. This degree reduction occurs since the lattice arithmetic
is in Rq=Zq[x]/〈xn+1〉, where the reduction function
f(x) is xn+1.

2) Updating Intermediate Sum: The result of polynomial
multiplication is the addition of all row-wise computations
modulo 28. Therefore, after a partial product is computed,
its value has to be accumulated into and a modular reduc-
tion be applied on the intermediate sum that holds the result
of previous row computations. After all rows are processed,
the value of the intermediate sum will be the result of this
operation.

Figure 3 highlights, in bold red, the first row of computations
and its dependence on the first secret coefficient. The crux of
our attack is to observe that all of these operations rely on the
same coefficient of the secret polynomial. The same concept is
also true for the matrix multiplication of Frodo. The adversary,
therefore, can effectively apply a Horizontal DPA using these
operations: it can make a hypothesis guess on a secret coefficient,
compute the hypothesis value for each intermediate computation,
and test correlations between those values and corresponding
activity within the single power trace.

The main problem of applying DPA on the target lattice-
based constructions is the false positives of multiplication. Unlike
the case of AES or other block ciphers where an S-BOX
maximally diffuses similar inputs, multiplications with similar
values generate a correlated output. For example, if a secret
coefficient is ‘1’ vs. ‘2’, the output of the multiplication will
be shifted by one binary digit, resulting in an output having the
same Hamming weight unless there is a modular reduction. Even
when there is a modular reduction, the output changes by a single
overflow bit if the modulo value is a power of two, which is
exactly the case for the modulo 215 multiplication of Frodo.



Fig. 4. Hardware architecture of operations under attack for Frodo (a), NewHope∗ (b), and NewHope (c)

The solution to this problem is to target the intermediate sum
update and to extract one key bit at a time, successively, starting
from the first coefficient of the key. Since the intermediate
sum for every coefficient is ‘0’ in the first row, attacking these
sums will be equivalent to attacking partial product generation,
hence resulting in false positives. However, due to the modular
reductions, after the first row, there is a single guess that yields
a high correlation for all previous distinct guess. Therefore,
our attack will form an ensemble of possible keys, rather than
forming a tree having multiple independent false positives at each
row of computations.

The number of possible horizontal tests depends on the degree
of the polynomial. Since NewHope works with degree 1023
polynomials, our attack can perform 1024 tests for each key
guess. For the Frodo protocol we can conduct 752 tests.

Note that our attack does not require enforcing specific patterns
in the input (e.g. Fouque et al. [30]) to estimate the secret key. An
adversary using our attack, therefore, does not have to invoke or
modify an encryption request. Instead, it can simply eavesdrop on
the communication (in addition to recording power consumption)
to extract the secret key, which is less likely to be detected from
a higher-level detector in the system.

Another important feature of our attack is the implication
of using larger keys to improve theoretical security. In both
protocols, a future update on the parameter set, which typically
occurs due to disclosure of better attacks, can increase the
polynomial size of the key—this improves the effectiveness of
our attack as it increases the number of test for the horizontal
analysis.

V. EVALUATING THE HORIZONTAL ATTACKS

In this section, we evaluate the effectiveness of our proposed
Horizontal DPA attack on our FPGA-based hardware implemen-
tations using real power measurements.

A. Hardware Architecture

We primarily focus on resource-constrained applications in
embedded devices, such as RFID, smart cards or IoT nodes.
As such, we design and analyze coefficient-serial architectures
that compute a single coefficient of multiplication in a clock
cycle. This design uses one multiplier as its main processing

unit. Therefore, it takes approximately m̄ × n × n clock cycles
to compute a matrix multiplication of A·S and n × n cycles to
compute the polynomial multiplication of a·s.

Figure 4 (a), (b), and (c) respectively show the details of the
hardware architecture for Frodo, NewHope∗, and NewHope,
where NewHope∗ is a simplified instantiation of NewHope
arithmetic to evaluate the impact of modular reduction on our
DPA attack. The main processing unit of Frodo and NewHope∗

is a multiplier to compute the partial products. The result of the
partial product is accumulated to the previous value stored in
intermediate memory, which updates the intermediate sum. Since
these two instantiations use a modular reduction with a power of
two, the modulo operation is free, which is simply a truncation
of the adder output to log2q bits.

However, in the NewHope case, the modular reduction is with
the constant integer 12289. Thus, NewHope requires a full-
scale reduction after the modular multiplication. To efficiently
implement this operation, we used the Barret Reduction tech-
nique [31], which computes the modular reduction with two
multiplications and a small number of subtractions. Listing 1
shows the pseudo-code. This method essentially estimates the
quotient of the modular division and removes the misprediction,
which has a fixed range, by a sequence of subtractions and bound
checking. The range, for the case of 12289, is between 0 and
12289×3. We also integrate the final addition of the intermediate
memory updates with this operation and we check the bounds
between 0 and 12289×4. To ensure a constant-time operation
and minimize power side-channel leakage, we perform this bound
check in parallel and find the result (based on the overflow bits
of subtraction) in one clock cycle.

The size of matrix A, which requires storing 752× 752× 15
bits, creates a problem for the Frodo implementation. Since
our target FPGA cannot store this amount of data due to BRAM
limitations, it has to generate parts of A on-the-fly during the
computation of A·S. To do so, our architecture follows the
guidelines of [24], and generates one column of A at a time
and multiplies it with one row of S to compute the partial results
for the entire A·S matrix. Only then, does the hardware generate
the next column of A and repeat the same process until all the
columns of A are swept. This approach minimizes the required



Algorithm 1 Barret reduction of positive integers with a fixed
modulus [31]

1: procedure BARRET REDUCE(x,m, µ, r)
input: x = (x2k−1 · · ·x1x0)2, m = (mk−1 · · ·m1m0)2 (with

mk−1 = 1), µ =
⌊
22k/m

⌋
output: r = x mod m

2: q1 ←
⌊
x/2k−1

⌋
3: q2 ← q1 · µ
4: q3 ←

⌊
q2/2

k+1
⌋

5: rt ← x−m · q3
6: while rt ≥ m do
7: rt ← rt −m
8: end while
9: r ← rt

10: end procedure

amount of storage for A.
All these architectures use a generic modulo q sign conversion

on secret key (S, s) coefficients to handle the sign arithmetic and
in-place conversions; a similar approach is also taken by prior
work on an area-optimized lattice-hardware design [32]. There
are two reasons for this approach. First, it allows to mitigate
zero-value attacks on lattice arithmetic ([11], Appendix A) when
a secret coefficient is equal to 0, and second, it enables achieving
a modular design, independent of the size of s coefficients. Since
the multiplication and additions are mapped to a DSP unit, which
can compute up to a 18-bit multiplication and 48-bit addition,
converting s (or S) coefficients into log2q bits does not carry an
area overhead.

The hardware architectures we propose are implemented in
Verilog HDL and mapped on to the Xilinx Spartan-6 XC6SLX75
FPGA. The synthesis, placement, and routing of the proposed
designs to the target FPGA is performed using Xilinx Integrated
Synthesis Environment (ISE) version 14.6.

B. Evaluation Setup
To evaluate the power attacks in a real environment, we ported

our implementations on the SAKURA-G board, which includes a
Xilinx Spartan-6 (XC6SLX75-2CSG484C) FPGA. We measure
the voltage drop on a 1-Ω resistance and make use of the on-
board amplifiers on the SAKURA-G platform to measure power
consumption. The measurements for DPA analysis are taken
using a low-end Oscilloscope (SDS1102X Digital Oscilloscope)
that can sample at 2 ns intervals (500 MS/s) with two active
channels. We use the first channel for power measurements and
the second channel to trigger the oscilloscope to start recording.
The design is clocked at a constant 1.5 MHz operating frequency.

Prior to DPA, the adversary has to pre-process the power
measurement and divide it into smaller parts for the DPA targeted
operations. Figure 5 shows the entire power trace, which is then
zoomed into the regions of interest. We empirically find applying
a 20 MHz low pass filter on the measured signal to be very useful
as it reduces noise and achieves better detection result. We then
divide the power traces into pieces of one clock period, which we
refer to as sub-trace. To synchronize these divided sub-traces, we
find the minimum point within each sub-trace and synchronize
by fixing that point in the sub-trace to a certain clock index. The
figure also shows an example hypotheses table for one sub-key of
Frodo. Note that there are 11 possible values for each sub-key
of S and as many sub-traces as there are modular multiplications,
i.e., there are 752 possible tests for each key guess.

Fig. 5. Pre-processing of power traces for the Horizontal DPA for Frodo and
generation of the hypotheses table for one sub-key

Power models in our analysis use the Hamming distance of
the registers and we consider all registers in the datapath. We
use the Pearson correlation coefficient based distinguisher for
the differential side-channel attack [33]. This test aims to dif-
ferentiate populations through their covariance, i.e., by checking
if deviations from mean occur in a similar fashion. Correlation
trace ci,j for a sub-key guess i is defined as

ci,j =

∑D
d=1

[(
hd,i − hi

) (
td,j − tj

)]√∑D
d=1

(
hd,i − hi

)2∑D
d=1

(
td,j − tj

)2 (1)

where D is the number of traces each having T data points, td,j
is a power trace with 0 < d ≤ D and 0 < j ≤ T , tj is the mean
power trace, hd,i is a power estimate in trace d for the key guess
value i, and hi is the mean power estimate. The result ci,j returns
a correlation trace with values between [-1,1] that estimates the
linear relationship between the sub-key guess ci and the power
measurement for each guess i and time j. This trace depicts the
significance and the timing information of the DPA leak.

C. Empirical Validation of Horizontal Attacks

Figure 6 presents the evaluation results of our Horizontal DPA
attack on the key exchange protocols and validates the effects we



Fig. 6. Evaluation results of the proposed attack on Frodo (a, b, c), NewHope (d, e, f), and NewHope∗ (g, h, i) arithmetic. Correct key guesses are marked in
red and false positves in blue; dashed lines mark the confidence interval of 99.99%. Attacking the first row of key (a, d, g) results in both true and false positives
on Frodo and NewHope∗. Starting from the second row (b, e, h), false positives are eliminated. In all cases (c, f, i), entire keys can be successfully extracted.

discussed in Section IV-C. Figures 6 (a), (d), and (g) evaluate
attacking the first row of coefficients, for the case that first sub-
key is ‘1’. This is the worst-case scenario for the attacker because
it causes the maximum number of false positives. In both Frodo
and NewHope∗, partial product generation has false positives due
to modular reduction with a power of two. However, in NewHope
(Figure 6 (d)), the modulo value of 12289 generates a sufficient
diffusion between similar sub-key guesses (e.g. ‘1’ vs. ‘2’) so
the correct key guess results in a more significant correlation
compared to false positives. Our tests reveal that on NewHope,
the register storing the rt variable of the Barret reduction has the
maximum leak, and the attacker can target the partial product
value processed in this register to attack an arbitrary row of
polynomial multiplication. However, for Frodo and NewHope∗,
the attacker has to subsequently extract the key coefficients,
starting from the first row, by targeting the intermediate memory
update. The results in Figure 6 (b) and (h) show that attacking the
second row removes false positives; there is only a single sub-
key guess that crosses the threshold. Therefore, from this row
onwards, there is a single true positive of the correlation test.

The success rate is the probability of successfully estimating
coefficients of an entire key, e.g. 752×8 elements of matrix S in
Frodo. This value is calculated by performing a hypothesis test
on the difference of the correlation coefficient for the incorrect
key guess having the highest correlation and the correct key
guess—the details of computing this test between two correlation
coefficients is given by Mangard et al. [34]. In all cases, we
observe that there is over 4 standard deviations of disparity on

average between the correlation coefficient of the best guess and
the second best guess for each sub-key guesses under attack
and hence the number of possible horizontal tests is statistically
sufficient to estimate the entire key.

VI. DISCUSSIONS

Our focus in this paper is not on defenses, but since we now
demonstrate the potential of Horizontal-DPA, it provides a start-
ing point to discuss potential countermeasures and evaluate their
effectiveness/overheads, or reconsider implementation choices
(e.g. order of computations, parallelization, whether or not to use
NTT for polynomial multiplications) by taking horizontal-DPA
and its limitations into account.

In this section, we discuss other lattice schemes that can be
vulnerable to our attack, explain the limitations and examine
some potential countermeasures.

A. Attacking Other Lattice-Based Cryptosystems
Although the scope of this paper is lattice-based key exchange

protocols, our Horizontal DPA has the potential to also break
other lattice-based constructions such as R-LWE based public-
key decryption. Even though the baseline design for these ap-
plications does not necessarily require single-trace attacks as
they work with long-term secret keys, masking, blinding, and
re-keying based DPA countermeasures can fail against single-
trace attacks [18]. Therefore, our attack can be used in the
presence of such countermeasures. A potential problem however
may occur when implementing our attack on schemes that work
with smaller degree polynomials. These polynomials would only



allow a smaller number of horizontal tests and may thus require
a better oscilloscope or EM probing to reduce noise.

B. Limitations of Our Attack
We note that, our attack is possible on matrix multiplication

and the regular (i.e. schoolbook) polynomial multiplication. An
alternative method to implement polynomial multiplication is
using NTT, which is essentially an arithmetic transformation
possible to trade-off area for performance in high-end application
scenarios. Indeed, prior works favor schoolbook polynomial
multiplication over NTT for area-constrained platforms [35],
[32], while some works comment that it may even have better
performance than NTT in some corner cases [36] or yield to a
higher operating frequency due to its simplified control [37].

Since we focus on constrained embedded devices, we analyze
serial architectures, which use sequential data processing. Parallel
implementations may reduce the effectiveness of our attack as
they introduce more algorithmic noise into the computations.

C. Possible Countermeasures
A common method to mitigate DPA attacks is to introduce

randomness into the computations. In our case, this can be
achieved by randomizing the order of computations since the
result of matrix and polynomial multiplication is independent
of the order in which partial products are generated. Another
option might be to add dummy steps in the computation. These
countermeasures would encumber the adversaries’ capability to
distinguish sub-traces within a power trace and to associate them
with corresponding sub-key guesses.

VII. CONCLUSION

Key exchange is an important cryptographic routine for large-
scale communication protocols. Since these protocols work with
ephemeral secrets, it is possible for their side-channel analysis
to be overlooked. In this paper, we validate that it is indeed
a mistake to assume this limitation would, by default, prevent
DPA-style side-channel attacks. As new key exchange protocols
are being formulated and deployed, their side-channel evaluation
(and not just SPA leaks) should play a role in the decision of their
implementation choices. This paper shows that baseline matrix
multiplication and polynomial multiplication is vulnerable to a
novel side-channel attack. Therefore, some form of countermea-
sure is required in their implementation.
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