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Mobility-Driven Association Policies for Dense 
Wireless Networks

1 Introduction
The high rate of technological advancement in 
the wireless industry has resulted in a substan-
tial increase in the use of mobile devices such as 
smartphones and tablets. Indeed, cellular traffic 
generated by mobile devices has grown 18-fold in 
the past 5 years and by 63% in 2016 alone1 and is 
expected to increase 1000-fold in the next decade. 
One can expect intensive use of mobile devices 
(smartphones) during commute time. Applica-
tions such as video/audio streaming accounted 
for 60% of total mobile data traffic in 20161. 
Geolocation services/maps and social media are 
also extensively used during commute periods. In 
the future, with an increase in the use of public 
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Abstract | The primary approach to increase coverage and capac-
ity in infrastructure-based wireless networks is densification. Densifica-
tion, however, presents a major challenge when serving mobile users, 
which is the overhead associated with the increased rate of base sta-
tion handovers. Assuming a prior knowledge of a mobile’s trajectory and 
base stations’ locations, we formulate the problem of determining the 
sequence of handovers that optimize the trade-off between the mobile 
user’s perceived throughput and handover overheads in noise-limited 
environments. Under appropriate conditions, we show that the problem 
reduces to determining a maximum weight path in a directed acyclic 
graph induced by the mobile user’s trajectory. In practice, knowledge of 
a mobiles’ trajectory may be limited and one may also want to limit the 
handover complexity, whence we propose a new class of mobility-driven 
greedy association policies. The greedy policies are based on defining 
a handover support set, which constrains both the possible handovers 
and the complexity/information requirements. In a setting where base 
station locations follow a Poisson point process, we show that the per-
formance of such handover processes follows a continuous-time Markov 
process which can be analyzed using complex variable techniques. This 
enables one to explore the optimization size/shape of the handover sup-
port set for mobility-driven greedy handover strategies and their relative 
performance compared to traditional association policies.
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transportation and the emergence of self-driving 
cars, this volume could grow substantially.

Mobile users expect excellent coverage with 
high data rates for their applications to run 
smoothly anytime/anywhere. To meet the increas-
ingly stringent performance requirements of 
users along with the increase in traffic volume, 
various technologies are being explored for 5G 
networks. Along with techniques like millim-
eter wave and massive MIMO, future networks 
are likely to be ultra-dense with deployment of 
a large number of small cells to boost capacity 
and/or achieve seamless coverage. Thus, a further 
challenge for future 5G wireless networks will 
be delivering high capacity to large numbers of 
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highly mobile users and the association/handover 
problem will be of great interest.

The high frequency of handovers resulting 
from mobility in dense networks can be detri-
mental to user performance. Unfortunately, the 
negative impact of densification while serving 
mobile users is often ignored2. A high handover 
rate results in high overhead for both applications 
and infrastructure. In addition to the hando-
ver signaling overheads, the handover procedure 
interrupts the data flow to the user due to link 
termination with the serving base station and 
link establishment with the target base station. 
A recent study3 showed that handovers gener-
ally cause short-term disruptions in various 
applications. Similarly, simulation studies4 have 
shown that handovers degrade the performance 
of real-time applications such as VoIP. Thus, the 
increased rate of handovers diminishes the ben-
efits of base station densification.

Modeling and improving handover perfor-
mance have been extensively addressed in the 
cellular network literature. The emphasis was 
on offloading the mobile user traffic to macro-
cells in heterogeneous networks to reduce the 
frequency of handovers, but the increase in the 
volume of mobile users then leads to heavy 
congestion at macro-cells.

A handover management technique based 
on self-organizing maps is proposed in5 to 
reduce unnecessary handovers for indoor users 
in two-tier cellular networks. The authors in6 
present a study to avoid unnecessary vertical 
handovers and reduce the overall packet delay 
for low-speed users in two-tier downlink cel-
lular networks. Handover signaling overhead 
reduction algorithms are proposed in7 for two-
tier networks and in8 for cloud-RAN-based 
heterogeneous networks. Handover delay 
for a single-tier network is characterized in9. 
However, none of the aforementioned studies 
tackle the interplay between handover cost and 
capacity gain as a function of the base station 
intensity.

In this paper, we explore a class of mobility-
driven association policies that optimize the 
trade-off between handover cost and throughput 
gains. There have been many studies of user asso-
ciation policies other than the closest BS policy 
for different spatial models such as single-tier 
(homogeneous) and multi-tier (heterogeneous) 
networks, see10–16 and references therein. Primar-
ily, they can be classified into three categories 
based on the metrics considered for association: 
(1) received signal strength, i.e., highest SINR (or 
highest SIR) in interference-limited networks, (2) 

load balancing (for heterogeneous networks, it is 
often coupled with inter-cell interference mitiga-
tion17) and, (3) energy aware, where one consid-
ers the operational power consumption of base 
stations as the user association metric so that 
users are likely to be associated with energy-effi-
cient base stations18.

Most of these works accurately model spa-
tial traffic variations but none consider user 
mobility. In the context of multi-hop ad hoc 
networks, a selection of a receiver for relaying 
the information that is aware of the direction of 
the destination is studied in19.

We model the cellular network using sto-
chastic geometry, which is a widely accepted 
mathematical tool to model and analyze cellular 
networks which enables performance charac-
terization in terms of the base station intensity, 
! as well as other physical layer parameters 
(see20 for a survey). In such networks, under 
the closest base station association policy, the 
intensity of handovers scales very poorly, i.e., 
proportionally to 

√
!

21. Thus, our proposed 
association policies are also geared at reducing 
the scaling of the intensity of handovers.

The handover rate for Poisson cellular net-
works in terms of the base station intensity is 
characterized in21 for a single-tier scenario and 
in22 for multi-tier scenarios. However, none of 
the aforementioned studies investigate the 
integrated effect of network densification (i.e., 
BS intensity) in terms of both the handover cost 
and the throughput gains. The authors in23, 24 
proposed a simple handover skipping scheme 
to mitigate handover cost in single-tier net-
works that improves user throughput at higher 
velocities. They advocate sacrificing the best 
base station association to skip some hando-
vers along the user trajectory. This proposed 
skipping scheme is topology agnostic and can 
result in non-efficient skipping decisions. In23, 
the authors exploited topology awareness and 
user trajectory estimation to propose smart 
handover management schemes in single and 
two-tier downlink cellular networks. However, it 
is difficult to conduct tractable analysis for the 
proposed handover skipping schemes due to 
the random shape of the Voronoi cell and the 
random location and orientation of the trajec-
tory within the Voronoi cell.

Contributions In this paper, we study the 
problem of determining optimal base station 
association policies that trade-off throughput 
with handover penalties. We consider a noise-
limited environment where the base stations are 
distributed according to a Poisson point process. 
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We model the cost of a handover by considering 
the loss in throughput associated with handover 
delays. We also introduce an additional fixed loss 
in the data per handover to model the packet loss 
and signaling overhead.

In our first attempt, we consider a setting 
where the mobile user’s trajectory is known as 
well as the direction of motion and the location 
of all base stations in space. In this setting, we 
consider the total volume of data delivered to 
the mobile user accounting for handover over-
heads during the mobile’s trajectory as our per-
formance metric. We show that the problem 
of optimizing this metric is challenging and, 
under some simplifying assumptions, develop 
a dynamic programming problem that reduces 
the above optimization problem to find the 
maximum weight path in a directed acyclic 
graph.

Given users often have limited information 
about the base station, we consider the set-
ting with high handover costs and constrained 
information about the base station locations by 
defining a handover support set. In this case, 
we propose a greedy approach where the user 
associates with the base station that is farthest 
in the direction of its motion, i.e., greedily pick 
the base station that results in the maximum 
connection time. The constraint on the knowl-
edge of base stations also limits the greedi-
ness. We model the handover support set of the 
tagged user by a geometric region, i.e., all the 
base stations within a specific set centered at 
the user. Here, we consider the time average of 
the throughput as the performance metric and 
optimize it with respect to parameters associ-
ated with the geometric region.

Under our proposed greedy association 
policy, using the properties of the Poisson point 
process, we show that the evolution of the 
mobile user’s association base station is Marko-
vian over time. More precisely, we establish a 
connection between the random geometry of 
base stations and the theory of Markov pro-
cesses with respect to time. We then study vari-
ous properties of this continuous state space 
Markov process such as its irreducibility, aperio-
dicity, and characterize its stationary distribu-
tion for one specific class of association policies.

Using various results on Markov processes, 
we evaluate the average throughput seen by 
the mobile user in closed form. We show that 
there exists an optimal handover support set, 
i.e., optimal size of the given geometric region 
maximizing the average throughput and evalu-
ate it. We then compare the performance of our 

greedy strategy with the optimal performance 
of the dynamic programming solution and the 
closest base station association policy.

We then implement the policy that is close 
to the current technology complying with the 
3GPP specifications. We consider a mobile 
user moving according to a random way 
point model and periodically evaluate its SNR 
value from the serving and neighboring base 
stations in the presence of fading. We then 
evaluate its average rate incorporating the 
penalty of handovers and compare this per-
formance with our proposed model.

The class of models studied in the present 
paper has several structural parameters and 
an exhaustive study of all cases is not possi-
ble in a single paper. Some of these param-
eters come from physics like the attenuation 
function. Others from the type of wireless 
network considered, as the expression for the 
Shannon rate, which depends on whether the 
network is noise or interference limited. The 
other parameters are simple parameters of 
the algorithms, e.g., the shape or the dimen-
sion of the handover support set. In all cases, 
we decided to mainly focus on the structural 
parameters leading to the simplest analyti-
cal expressions. For instance, we focus on 
noise-limited networks and on rectangular 
handover support set. We also show that the 
techniques apply to more general cases (e.g., 
more general shapes) but leave a detailed 
analysis of these other cases for future 
research. In particular, the interference-lim-
ited case will require significant further work.

Paper Organization The paper is organized 
as follows. We describe our system model in 
Sect. 2 and define the set of accessible base sta-
tions. In Sect. 3 we first formulate the problem 
of finding the optimal sequence of base station 
associations and handover times and then pose 
constraints that reduce the problem to one that 
can be solved via dynamic programming. In 
Sect. 4, we propose our mobility-driven greedy 
association policies and study the problem as 
a parametric optimization of the underlying 
handover geometry. In Sect. 5, we compare the 
performance of association policies in various 
scenarios. Section 6 concludes and describes 
future work.

2  System Model
Consider a dense noise-limited wireless network 
with base stations denoted through their loca-
tions on the Euclidean plane. The configuration 
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of the base stations, ! = {B1,B2, . . .} , is assumed 
to be a realization of a Poisson point process of 
intensity ! in R2 . In the sequel, we let Bi denote 
both the location of the base station and a state 
representing the user’s association with base 
station Bi . We consider downlink transmissions 
and assume that all base stations transmit at a 
fixed power ξ.

We adopt a deterministic isotropic 
bounded path loss model represented by 
a function l(·) : R+ → R+ . Specifically, we 
consider a special case of the path loss func-
tions, i.e., the stretched exponential, which are 
proven to be a good model for short-range 
propagation in many environments25,

where κ ,β are fitting parameters. Later, in the 
paper we consider various values of parameter 
β to model the different attenuation in path loss 
functions and to derive closed-form solutions.

We consider a tagged mobile user mov-
ing at a constant velocity v along a trajectory, 
T, starting from the origin o and moving to a 
destination d. Initially we assume that the user 
is aware of the base station locations, denoted 
by φ = {b1, b2, ...} . We assume that the narrow 
band beamforming mitigates the interference 
and consider SNR while evaluating the Shannon 
rate of the mobile user. We further, incorporate 
the impact of handovers on the rate seen by the 
mobile user.

In general, handovers are performed in three 
phases: initiation, preparation, and execution26. 
This involves signaling overhead between the 
user, the associated base station, the target base 
station and the core network, which often inter-
rupts the data flow to the user. We denote the 

(1)l(x) = exp(−κxβ),

duration of each interruption (handover delay) 
by δ seconds, measured from the beginning of 
the initiation phase to the end of the execu-
tion phase. Such delays can be significant27. In 
the sequel, we model the cost of a handover by 
considering the loss in throughput associated 
with such handover delays. Further, we also 
introduce an additional fixed loss of c bits per 
handover to model the packet loss and signaling 
overhead (Table 1).

In the sequel, we adopt the notation || · || 
to denote Euclidean distance and [·]+ which 
implies that

3  The Dynamic Programming Approach
3.1  Mobility-Driven Association Policies
In this subsection, we introduce the general 
notion of mobility-driven association policies 
that represent feasible associations encountered 
by a typical tagged mobile user.

The tagged user moving along its trajec-
tory goes through different association states, 
pi which corresponds to either being connected 
(associated base station) or disconnected as illus-
trated in Fig. 1. Let p = (p1, p2, . . . , pk) denote 
the sequence of such association states of certain 
length k ∈ N and P denote set of feasible associa-
tion sequences.

The feasibility of an association sequence 
depends on the tagged mobile user’s:

•  Trajectory We assume that the user is mov-
ing along a straight line starting from 
origin o and moving to a destination d. 

(2)[a]+ =
{

a if a > 0,
0 if a ≤ 0.

Table 1: Table of notation for the dynamic programming

Symbol Definition

φ = {b1, b2, . . . } Set of base stations

T Mobile user trajectory of motion

B(bi) Handover set of base station bi
[

u
(1)
bi

, u
(2)
bi

]

Interval during which the user can associate with base sta-
tion bi

p = (p1, p2, . . . , pk) Association sequence of length k

ti Handover time from pi to pi+1

t = (t1, t2, . . . , tk−1), Handover times for association path p

r(pi , pi+1) Net rate associated with the handover pi → pi+1

δ, c Time of service interruption due to a handover and a fixed 
cost
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Without loss of generality, we assume 
T = {u(t) = vt : t ∈ [0, t(d)]} , where u(t) 
denotes the user’s location on the trajectory 
at time t and t(u) denotes the time at which 
the tagged user reaches the location u on the 
trajectory.

•  Possible associations We assume that at any 
given time the mobile user can only connect 
to a base station from a set of accessible base 
stations defined below. The mobile user is 
assumed to be disconnected in the case where 
there are no accessible base stations. Further, 
we assume that if the mobile user can be 
connected, it will be connected, i.e., the user 
is disconnected only in the absence of acces-
sible base stations. This is in part inspired by 
the threshold service model considered in28, 
where the user is idle in the case where the 
SNR received is less than a given threshold.

Accessible base stations For the mobile user at 
location u on T, we define the set of its acces-
sible base stations, !γ (u) , with parameter γ , as

where Aγ (u) is the handover support set defined 
here as a convex region centered at u and with 
parameter γ . The parameter γ can either be a 
scalar (e.g., when Aγ (u) is a disc Dr(u) of radius 
r, γ = r ) or a vector (e.g. when Aγ (u) is a rec-
tangle R(rl ,rb)(u) centered at u, γ = (2rl , 2rb) rep-
resents the side lengths of the rectangle; for the 
case of an ellipse as illustrated in Fig. 2, γ will be 
the parameters of this ellipse).

Disconnected states We shall distinguish 
various disconnected states for purposes that 
will be clear in the next subsection. If a user 
is associated with a base station, bi ∈ φ and 
becomes disconnected, we denote it as being 
in state b∞i  . Similarly, if the user is discon-
nected at the beginning of motion, i.e., at the 

(3)!γ (u) = ! ∩ Aγ (u),

origin o, we denote it as being in state b∞o  . Let 
ψ = {b∞o } ∪ {b∞i |bi ∈ φ} denote the set of pos-
sible disconnected states.

Maximal connection intervals We define the 
longest connection interval for a base station, bi , 
as the longest line segment on the user’s trajec-
tory on which the tagged user can associate with 
base station bi . This interval is denoted by 
[

u(1)bi
,u(2)bi

]

 , where u(1)bi
,u(2)bi

 are locations on the 

user’s trajectory, T. Figure 3 illustrates the interval 
for a handover support set equal to Dr(u) . In this 
case u(1)bi

,u(2)bi
 are the intersections of the circle 

Dr(bi) with the user’s trajectory T.
Handover sets Let us define the handover set, 

B(bi) as the set of base stations to which the 
mobile user could realize a handover from base 
station bi ∈ φ , i.e., all the base stations that are 
accessible from some point on the maximal 
connection interval of bi , 

[

u(1)bi
,u(2)bi

]

. Further, 

for any disconnected state b∞i  the handover set 
B(b∞i ) is the first available base station along the 
trajectory:

Figure 1: Different associations states a tagged 
mobile user has while moving along its trajectory 
T at a constant velocity v.

Figure 2: Different possible handover support 
sets for a mobile user at u, Aγ (u).

Figure 3: Figure illustrating the handover sets 
for a handover support set of a disc of radius r 
denoted as Dr(u).



354

P. Madadi et al.

J. Indian Inst. Sci.| VOL 100:2 | 349–368 April 2020 | journal.iisc.ernet.in1 3

Given the properties of the Poisson point process, 
this is a singleton almost surely. Note that the 
mobile user enters the disconnected state from a 
base station bi only when B(bi) is empty.

Recall that φr(o),φr(d) denote the set of acces-
sible base stations for the tagged user at the origin 
o and the destination d, respectively. Then, for a 
given trajectory and possible associations for the 
tagged user, we now formally define feasible asso-
ciation sequences.

Definition 1 A feasible association sequence, 
p = (p1, p2, . . . , pk), of length k ∈ N , for the tra-
jectory T is such that:

•  p1 is either a base station in φr(o) or the dis-
connected state b∞o  , when φr(o) is empty,

•  for each i > 1 , pi is either a base station in 
B(pi−1) or the disconnected state p∞i−1 , when 
B(pi−1) is empty, and

•  pk ∈ φr(d) or p∞k−1 if φr(d) is empty.
Given an association sequence, p ∈ P of 

length k, one can choose a sequence of handover 
times t = (t1, t2, . . . , tk−1) , where ti denotes the 
handover time from pi to pi+1 . Given p , there 
are constraints on t for sake of simplicity, that we 
will describe later in Assumption 2. Let Tp denote 
the set of all such feasible sequences of hando-
ver times for p . Thus, a specific mobility-driven 
association policy is equivalent to selecting a pair 
(p, t) , with p ∈ P and t ∈ Tp.

For each pair (p, t) with p ∈ P and t ∈ Tp , let 
r(p, t) be the total volume of data delivered to the 
tagged mobile user during its trajectory T. The 
amount of data received in each association state 
can be estimated by considering the Shannon rate 
of the user when in this state and by taking into 
account the interruptions in data transfers due to 
handovers. In the sequel, we evaluate r(p, t) as the 
sum of the amount of data received in each asso-
ciation state.

3.2  Restrictions Leading to Dynamic 
Programming

The general focus of the present paper is about 
association policies (p, t) optimizing the reward 
function r(p, t) in this context. This general opti-
mization problem is quite complicated, primar-
ily due to the continuum of possible handover 
times, and it is not solved in the present paper. We 

(4)

B(b∞i ) =
{

bj ∈ φ s.t. u(1)bj
= min

bk∈φ

[

u(1)bk
: u(1)bk

> u(2)bi

]

}

.
nevertheless describe it in more detail in Appen-
dix A for the sake of completeness. In this subsec-
tion, we propose two natural restrictions on (p, t) 
that allow one to reduce this optimization prob-
lem to dynamic programming.

Definition 2 The forward handover set Bf (bi) of 
bi is the set of base stations bj in B(bi) such that 
!T (bj) > !T (bi), where !T (bi) denotes the pro-
jection of a base station location, bi ∈ φ on the 
trajectory T.

Given the set of base stations is a realization of 
a homogeneous Poisson point process, all projec-
tions of the base station locations on T are almost 
surely unique, i.e., no two projections are the 
same. In words, handovers from bi can only be to 
a base station whose projection on T is encoun-
tered after the projection of bi on T.

Assumption 1 We restrict the set of feasible 
association sequences to forward association 
sequences. Such sequences are obtained when 
replacing the handover sets B(·) in Definition 1 
by forward handover sets Bf (·).

The base stations in Bf (bi) are in the set illus-
trated in Fig. 3. Note that the definition for the 
handover set corresponding to the disconnected 
state b∞i  is the same as before (4) and that a for-
ward association sequence, p = (p1, p2, . . . , pk) 
is an association sequence such that, for every 
i > 1 , pi is either a base station in Bf (pi−1) or 
the disconnected state p∞i−1 if the latter is empty. 
Let Pf ⊂ P denote the set of all possible forward 
association sequences.

Definition 3 For a given trajectory, T, set of 
base stations, φ , and associated disconnected 
states, ψ , we define the forward association graph 
G = (V ,E) as follows: V = φ ∪ ψ ∪ {o, d} and 
(pi, pi+1) belongs to E, if (pi, pi+1) belongs to 
some forward association sequence in Pf  . Simi-
larly, the edge (o, p1) (resp. (pk , d) ) belongs to E if 
p1 (resp. pk ) is the first (resp. last) state in some 
forward association sequence in p ∈ Pf .

The main justification for Assumption 1 is 
that the forward association graph G is a directed 
acyclic graph (DAG). Further, the forward asso-
ciation sequences are the paths from node o to 
node d in this graph. Figure 4 gives an instance of 
such a graph.

As already explained, our aim is to evaluate 
the reward, r(p, t) associated with the forward 
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association path p by representing it as the sum of 
rewards on the edges along the path. We do this 
by further restricting ourselves to the case where 
the sequence of handover times, t , is a function 
of the association sequence p . We select natural 
handover times from the continuum under the 
constraint that ti ∈ t depends only on the pair 
(pi, pi+1) ∈ p.

Recall that 
[

u(1)bi
,u(2)bi

]

 is the maximal connec-

tion interval for base station bi . Also recall that if 
the tagged user can be connected, it will be con-
nected and that a handover from pi to the discon-
nected state happens at location u(2)pi  . Similarly, a 
handover from the disconnected state to base sta-
tion pi+1 happens at location u(1)pi+1.

The main justification for Assumption 2 below 
is illustrated in Fig. 5 and is the following: for a 
handover from base station pi to pi+1 , it is best, in 

terms of Shannon rate, to handover at a time where 
the mobile is equidistant to both base stations. Let 
upi ,pi+1 denote the location on the trajectory T when 
the user is equidistant from both the base stations, 
i.e., ||pi − upi ,pi+1 || = ||upi ,pi+1 − pi+1|| . Let p′i be a 
short notation for !T (pi) . If the time t(upi ,pi+1) is 
within the range 

[

t(p
′
i), t(p

′
i+1)

]

 , then the best time 

for the handover pi → pi+1 is ti = t(upi ,pi+1) . If 
t(upi ,pi+1) is not in this range, under the constraint 
that it should depend only on pi, pi+1 , it is best to 
handover at one of the extreme points of the inter-
val 

[

t(p
′
i), t(p

′
i+1)

]

 . More precisely, we make the fol-

lowing additional assumption:

Assumption 2 We assume that the handover 
time from pi to pi+1 ∈ φ is given by:

and that in addition

3.3  Rewards
Having defined handover times as a function of 
the forward association sequence, the association 
reward, r(p, t) now depends only on the association 
sequence and is denoted by r(p) . Let spi(t) be the 
Shannon rate seen by the user at any given time t

where σ 2 is the noise power, ω is the system band-
width and || · || denotes Euclidean distance. Since 
the rate seen by the user in the disconnected state is 
zero, we set spi(t) = 0 , if pi ∈ ψ.

Net rate associated with a handover We define 
the net rate associated with a handover pi → pi+1 , 
r(pi, pi+1) as the total volume of data received by 
the mobile user while moving from p

′
i → p

′
i+1 . 

Then under Assumptions 1 and 2, the association 
reward, r(p) for a forward association sequence of 
length k, is additive, and with p0 = o, pk+1 = d , 
we have r(p) =

∑k
i=0 r(pi, pi+1), where,

(5)

ti =











t(p
′
i) if t(upi ,pi+1

) < t(p
′
i),

t(p
′
i+1

) if t(upi ,pi+1
) > t(p

′
i+1

),

t(u(pi , pi+1)) if t(upi ,pi+1
) ∈ [t(p′

i), t(p
′
i+1

)],

(6)ti =

{

t(u(2)pi ) for pi = bj → b∞j ,

t(u(1)pi+1) for b∞j → pi+1.

(7)

spi(t) = ω ln

(

1+
ξ × l(||pi − u(t)||)

σ 2

)

, for

ti−1 ≤ t < ti,

Figure 4: An example of directed acyclic graph.

Figure 5: Figure illustrating all cases of handover 
times for a mobile user moving along a straight 
line at unit velocity.
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and where the handover times are defined as pre-
scribed in Assumption 2.

As already mentioned, we model the cost of a 
handover by assuming that data transmission is 
interrupted for δ seconds, equally split between 
the two states involved in handover. Further, the 
additional fixed loss of c bits in the data per hand-
over is modeled by subtracting c bits from the 
total volume of data delivered from each base sta-
tion. This captures packet losses and signal over-
head. In the following two specific cases,

•  the value of the upper limit is less than the 
lower limit, t(p

′
i+1)− δ/2 < ti , i.e., when the 

time taken for handover ( δ ) is more than the 
time the user is associated with a base station,

•  the volume of data delivered is less than the 
penalty c, so the total volume of data delivered 
is assumed to be equal to zero.

3.4  Optimal Forward Association Policy
Under Assumptions 1 and 2, the problem of find-
ing the maximum total data delivered to the user 
reduces to:

Problem 1 Determine the optimal reward

where Pf  denotes the set of all forward associa-
tion paths from o to d.

Thanks to the observations of the previous 
subsections, this is equivalent to finding the larg-
est weight path from node o to node d in the DAG 

(8)

r(pi , pi+1)

=

[(

∫ ti−δ/2

t(p
′
i )

spi (t)dt +
∫ t(p

′
i+1

)

ti+δ/2
spi+1

(t)dt

)

− c

]+

,

(9)r∗f = max
p

{r(p) : p ∈ Pf },

of Definition 3, which can be solved using a clas-
sical dynamic programming approach29.

Given that φ is a realization of a Poisson 
point process of intensity ! , the mean num-
ber of base stations seen by the tagged mobile 
user along its trajectory and that are within dis-
tance r from its path is equal to 2rd!+ πr2! , 
where d is the total distance traversed by the 
user. The number of nodes in the directed acy-
clic graph is equivalent to number of base sta-
tions, thus |V | = O(2rd!+ πr2!) . Now, a given 
base station can have edges to base stations in 
the region as illustrated in Fig. 3, thus we have 
|E| = O(!2r3d) . Thus, the mean time complex-
ity of solving the optimal path in the graph is 
O(|V | + |E|) = O(!2r3d)30.

Thus, Problem 1 can be solved (using dynamic 
programming) with a linear time complexity 
with respect to the total distance traversed. Con-
sidering a certain realization of base stations, we 
solve the problem using Dijkstra’s algorithm30. 
The performance analysis of this approach is fur-
ther studied in Sect. 5 (Table 2).

4  Farthest Greedy Policy
4.1  Setting and Definition
This section is focused on policies that have only 
partial (local) knowledge on the locations of base 
stations. We consider networks with high hando-
ver costs and propose association policies where 
the mobile user is constrained to associate with a 
base station in its handover support set and stay 
connected to this base station for the maximum 
amount of time, i.e., till it is no longer in its hand-
over support set. Under this constraint, we pro-
pose a policy where the user greedily associates 
with the base station that maximizes the connec-
tion time, i.e., the base station that is farthest out 
in the direction of its motion. Thus, the handover 
support set around the mobile represents both a 

Table 2: Table of notation for greedy association

Symbol Definition

!γ (u) Accessible base station for mobile user at u

(P(t), t > 0) Random process denoting the association base station to the mobile

(D(t), t > 0) Random process denoting the distance to the association base station

(S(t), t > 0) Random process denoting the Shannon rate seen by the mobile user

(Ti)
∞
i=1 , u(Ti)

∞
i=1 Handover times and the location of the mobile user

Zn = (Xn , Yn) Relative position of the association base station w.r.t. mobile user’s location 
u(Tn)

ρ Rate of handovers

S(γ ) Effective throughput
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constraint on the information available as well as 
the degree of greediness in avoiding handovers. 
We analyze these policies using Markov chains. 
Since associating with a base station that is at a 
large distance may result in poor throughput, we 
then optimize the performance of such greedy 
association policies with respect to the size of the 
handover support set in the second step.

Note that unlike in the previous section 
the mobile user is not aware of the locations of 
all the base stations along the trajectory of its 
motion. Thus, we represent the set of base sta-
tions as ! and still assume that the base stations, 
{Bi} ∈ ! , are a realization of a Poisson point 
process of intensity ! and that the tagged user is 
moving along the x-axis, starting from the origin, 
i.e., T = {u(t), t ≥ 0} . As already mentioned, to 
evaluate the performance of greedy policies, we 
establish a connection with the theory of Markov 
processes. The steady state of these processes are 
analyzed. Thus, we assume that the tagged user’s 
trajectory has infinite length.

We model the constraints on possible hando-
vers and the information by assuming that, at any 
location u on T, the tagged mobile user is only 
aware of the set of accessible base stations !γ (u) 
that are within the handover support set Aγ (u) as 
defined in (3).

In this section, we use a single disconnected 
state denoted by b∞ . Then, at t = 0 , the mobile 
user is either in the disconnected state b∞ or 
connected to a base station in !γ (o) . An associ-
ation process, (P(t), t ≥ 0) , is a piece-wise con-
stant, right-continuous stochastic process with 
state space ! ∪ b∞ denoting the association 
state of the tagged mobile user at time t. This 
process is assumed to have a countable set of 
discontinuities (Tn)

∞
n=1 ( Tn is the handover time 

from station P(Tn) to P(Tn+1) ), without accu-
mulation points, and to be such that

Below, we retain the definitions of maximal 
connection intervals, 

[

u(1)Bi
,u(2)Bi

]

 and handover 

sets B(Bi) for a base station Bi ∈ ! from the 
previous sections. Recall also that !T (Bi) 
denotes the projection of the base station’s loca-
tion on trajectory T. We define the farthest 
greedy policy as follows:

Definition 4 The farthest greedy policy is the 
policy where, 

(10)

P(t) ∈
{

{!γ (o), b
∞}, for 0 ≤ t < T1,

{B(P(Tn)), b
∞}, for Tn ≤ t < Tn+1.

1) when a handover happens, the mobile user 
chooses as next station the accessible base 
station that is farthest out in the direction of 
its motion, i.e., for T0 = 0 and n ≥ 1 , 

2) the mobile stays connected to this base sta-
tion for the maximum amount of time, i.e., 

4.2  Reward as Effective Throughput
For all association process (P(t), t ≥ 0) , one can 
associate a distance process (D(t), t ≥ 0) denot-
ing the distance from the mobile user to its 
association base station when connected and 
infinity otherwise given by:

Figure 6 illustrates a realization of association 
and distance processes.

The associated SNR of the Shannon rate 
process, (S(t), t ≥ 0) is then given by:

By analogy with what was done in the last 
section, we now have the following natural 
definition:

(11)

P(Tn) = arg max
Bi∈!γ (u(Tn))

× [|#T (Bi)− u(Tn)| : #T (Bi) > #T (P(Tn))],

(12)Tn+1 = t
(

u(2)P(Tn)

)

.

(13)D(t) =
{

∞ for P(t) = b∞,
||u(t)− P(t)|| otherwise .

(14)S(t) = ω ln

(

1+
ξ × l(D(t))

σ 2

)

.

Figure 6: Distance from the association base sta-
tion to the mobile user.
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Definition 5 The effective throughput S(γ ) seen 
by a mobile user is defined as the long time aver-
age, when it exists, of the Shannon rate seen by 
the user when its service is interrupted for δ sec-
onds and penalized c bits for every handover.

4.3  Markov Formulation
For simplicity, in the sequel, we consider the case 
where the handover support set is a fixed rectan-
gular shape, Aγ (u) = R(rl ,rb)(u) centered at the 
user location u. Note however that the analysis 
can be extended to other shapes like ellipses.

Definition 6 At any given handover time, Tn , we 
define the relative position as the coordinates, 
Zn = (Xn,Yn) of the association base station, 
P(Tn) with respect to the location u(Tn) on the 
tagged users’ trajectory T, if the user is connected 
and infinity otherwise:

Figure 7 illustrates the relative position of an 
association base station. Let us recall some ter-
minology regarding general state space Markov 
processes.

Definition 7 Given a discrete time Markov pro-
cess, (Zn, n ≥ 0) , with Zn = (Xn,Yn) with a state 
space, Z , the transition probability kernel, P(z,Q) 
with z = (w, h) and Q a set in the Borel σ algebra 
of Z is defined as:

(15)

Xn =
{

|!T (P(Tn))− u(Tn)|, if P(Tn) ∈ ",
∞ otherwise ,

(16)

Yn =
{

ycoord (P(Tn)), if P(Tn) ∈ !,
∞ otherwise .

If the transition kernel admits a density f (z, ȳ) 
then,

Leveraging the properties of the random 
geometry of base stations, i.e., the Poisson point 
process assumptions, we have the following result.

Theorem 1 Under farthest greedy policy, if the 
handover support set is a rectangle R(rl ,rb)(u) of 
length 2rl and breadth 2rb,

•  the x-coordinate of the relative position of the 
association base station (Xn, n ∈ N) is a Markov 
process with state space Z = {[−rl , rl],∞} 
and the transition kernel densities for x in set 
Q(x) = [−rl , x] are given by:

•  

•  the y-coordinate of the nth relative position is 
given as:

•  

where, Y ∼ U [−rb, rb] and the event that 
{P(Tn+1) ∈ !} depends only on Xn , i.e., 
given Xn = w , its probability is given by 
1− e−2!rb(w+rl).

1  Proof

Recall that (Ti)
∞
i=1 denotes handover times and 

u(Ti)
∞
i=1 the locations of the mobile user at hando-

ver times. The nth handover time, Tn is a stopping 
time, since the event {Tn = t} for t ≥ 0 , depends 
only on Z1,Z2, . . . ,Zn . Then, conditionally on 
Tn < ∞ and Zn = (w, h) , we have that for all 
m ≥ 1:

Recall that Zn+1 is the relative posi-
tion of the association base station, 
P(Tn+1) ∈ ! ∩ R(rl ,rb)(u(Tn+1)) . Given our 

(17)P(z,Q) = P(zn ∈ Q|zn−1 = z).

(18)P(z,Q) =
∫

ȳ∈Q
f (z, ȳ)dȳ.

(19)

f (∞, x) = δ(x − rl), P(w,∞) = e−2!rb(rl+w),

f (w, x) =
{

2!rbe
−2!rb(rl−x), if − w ≤ x ≤ rl ,

0 otherwise;

(20)Yn+1 =
{

Y , if P(Tn+1) ∈ !,
∞ otherwise ,

(21)

P(Zn+m = z|Zi = zi ∀i < n,Zn = (w, h))

= P(Zn+m = z|Zn = (w, h)).

Figure 7: Relative position (Xn , Yn) of the associa-
tion base station P(Tn) at time instant Tn
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greedy association policy, we have the following 
constraint that:

This is due to the fact that a part of the region, 
R(rl ,rb)(u(Tn+1)) that is empty of base stations is 
based on its previous association, P(Tn) , as illus-
trated in Figure 7.

Further, note that one can determine the 
location u(Tn) and its corresponding region 
R(rl ,rb)(u(Tn))) , based on Zn = (w, h) alone, in 
particular, only based on the x-coordinate of 
the previous state, i.e., Xn . Thus, the process 
tracking the x-coordinate of relative position 
of the association base station (Xn, n ∈ N) sat-
isfies the Markov property with state space, 
Z = {[−rl , rl],∞} . The y-coordinate Yn+1 is 
independent of Yn and is uniformly distributed 
between [−rb, rb] , given that the user is con-
nected as given in (20).

The discrete transition probability to the 
state “ ∞ ”, P(w,∞) is given by the probability 
that the set, R(rl ,rb)(u(Tn+1))\R(rl ,rb)(u(Tn)) , i.e., 
R2 ∪ R3 as illustrated in Fig. 7 is empty. Given 
that the handover support set is empty of base 
stations, the first base station to enter will be 
at the edge. Thus, the Markov process always 
transitions from the state “ ∞ ” to a state “ rl ”, 
and therefore the transition probability kernel, 
f (∞, x) will be a Dirac delta function as given 
in (19).

The transition probability kernel for the con-
tinuous part is given by the product of the prob-
ability that the set R2 , the rectangle of length 
(w + x) has at least one point and the set R3 , the 
rectangle of side length (rl − x) has no points, see 
Fig. 7:

Thus, the transition kernel density for the con-
tinuous and discrete parts of the state space Z is 
given by (19). !

Let us now focus on proving the existence 
and uniqueness of its stationary distribution. 
The Markov process (Xn, n ≥ 0) has the following 
properties:

•  Irreducibility In the state space of the Markov 
process, the disconnected state, ∞ , is an atom 
and the given Markov process is irreducible 
with respect to this atom.

•  Aperiodicity There is no partition of the rec-
tangle, Z in subsets z0, z1, . . . zk−1 such that 

(22)
P(Tn+1) ∈ ! ∩

[

R(rl ,rb)(u(Tn+1))\R(rl ,rb)(u(Tn))
]

.

(23)

P(w,Q(x)) = e
−!2rb(rl−x)

(

1− e
−!2rb(w+x)

)

,

− w ≤ x ≤ rl .

the probability from transitioning from one 
subset to next set is one. Thus, the Markov 
process is aperiodic according to the defini-
tion of aperiodicity given in31.

Given the properties of the Markov process and 
its transition kernel densities, we have the follow-
ing result regarding its stationary distribution:

Theorem 2 Under the rectangle-based association 
policy, the Markov process, (Xn, n ≥ 0) has a sta-
tionary distribution with discrete and continuous 
parts πd and πc given by its Laplace transforms:

where,

with a1 = !rb + !rb
√

1− 4e−4!rlrb .

1  Proof

Let us consider the stationary distribution of this 
process in terms of πd and πc associated with the 
discrete and the continuous parts. Thus πc(x) repre-
sents the continuous part of the stationary distribu-
tion of the Markov process for x ∈ [−rl , rl) , πd(rl) 
and πd(∞) are the discrete probability masses asso-
ciated with the states r and ∞ . We have the follow-
ing equations:

with πd(rl)+ πd(∞)+
∫ r−l
−rl

πc(w)dw = 1 . We 
use Laplace transform techniques to solve the 
integral equations. The detailed evaluation is 
given in Appendix B. !

Let the relative position of the association 
base station conditioned on the availability of 
an accessible base station be denoted by ( X̂1, Ŷ1 ). 
Given the Laplace transform of the stationary 

(24)

Lπc (s)

=

[

2!rbse
−srl − 4!2r2be

−4!rl rb+srl
]

(

1+Lπc (0)
2

)

2!rbs − s2 − 4!2r2be
−4!rl rb

+

[

4!2r2be
−4!rl rb−srl − 2!srbe

−4!rl rb+srl
]

(

1−Lπc (0)
2

)

2!rbs − s2 − 4!2r2be
−4!rl rb

,

πd(rl) = πd(∞) = q =
1− Lπc (0)

2
,

(25)

Lπc (0) =
2!rb

(

1− e2a1rl
)

+ a1
(

e4!rl rb − e2a1rl
)

2!rb
(

1+ e2a1rl
)

− a1
(

e4!rl rb + e2a1rl
) ,

(26)

πc(x) = 2!rbe
−2!rb(rl−x)

(

∫ r
−
l

−x

πc(w)dw + πd(rl)

)

,

πd(∞) = e
−2!rbrl

∫ r
−
l

−rl

πc(w)e
−2!rbwdw + πd(rl)e

−4!rbrl ,

πd(rl) = πd(∞),
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distribution, we can evaluate various moments 
of the conditional random variable X̂1 and also 
study its asymptotics. The mean of the random 
variable X̂1 is given by:

In the limit, as the density of base station ! goes 
to infinity, we have that

Thus, we have that the stationary distribu-
tion of the states rl and ∞ goes to zero, i.e., 
πd(rl) = πd(∞) = 0 , and for the continuous 
part we have:

and, in the limit, the expectation is E[X̂1] = rl.

4.4  Evaluation of the Rate of Handovers
Given the Markov process characterization of the 
greedy association policy, one can evaluate the 
rate of handovers seen by a mobile user as stated 
in the following theorem:

Theorem 3 Consider a mobile user moving along 
a straight line at constant velocity v in a Poisson cel-
lular network with base station intensity, ! . Under 
the rectangle-based association policy with acces-
sible base stations defined by R(rl ,rb)(u) , the rate of 
handovers seen by the mobile user, ρ is given by

where, q = πd(rl) =
1−Lπc (0)

2  and L
′
πc
(0) is given 

by (27).

1  Proof

Recall that the sequence (Ti)
∞
i=1 denotes the hando-

ver times and that at any time, Tn , Xn is the relative 
x-coordinate of the associated base station. Then, 
we have

(27)

E[X̂1] = −L
′
πc
(0)

= −
(1− e−4!rl rb )[1− Lπc (0)] − 4!r2

l
e−4!rl rb

4!rle
−4!rl rb

.

lim
!→∞

Lπc (0) = 1.

lim
!→∞

πc(x) = δ(x − rl),

(28)

ρ =
2!rbv

2!rlrb + q + 2!rb(1− 2q)(−L
′
πc
(0))

,

(29)T1 =











X̂1+rl
v w.p. 1− 2q,

2rl
v w.p. q,
G w.p. q,

where, q is given in (24) and G ∼ exp (2!rbv) 
is the time the rectangle R(rl ,rb)(u) is empty of 
points. The rate of handovers is then given by:

where E0 denotes the Palm expectation which 
is given by:

since, E0[X̂1] = −L
′
πc
(0) , which is given by 

(27). !

Corollary 1 Under the rectangle-based associa-
tion policy, we have that

1  Proof

As the density of base stations, ! , goes to infinity, we 
have that lim!→∞ Lπc (0) = 1, and E[X̂1] = rl . 
Thus, we have that q = 0 and the rate of handovers 
is a constant v2rl  . !

4.5  Evaluation of Effective Throughput
Given the steady-state formulation of the Markov 
process, the expectation of the rate can be evaluated 
using the inversion formula32 as:

where θt is the shift operator32. For mathematical 
simplicity, we consider that the user is served at 
all times and we take the effect of handovers into 
account by introducing a cost term as follows:

where ρ = 1
E0[T1]

 is the rate of handovers and c is 

the fixed penalty for each handover. Note that the 
handover cost δρ is a unit-less quantity used to 
quantify the fraction of interruption time along the 
user trajectory.

(30)ρ =
1

E0[T1]
,

(31)

E
0[T1] = (1− 2q)E0

[

X̂1 + rl
v

]

+
2qrl
v

+
q

2!rbv

=
rl
v
+

q

2!rbv
+

1− 2q

v
(−L

′
πc
(0)),

(32)lim
!→∞

ρ =
v

2rl
.

(33)

S = E[S(0)] =
E0

[

∫ (T1−δ)+

0 S(0)o θtdt
]

− c

E0[T1]
,

(34)

Ŝ =
E0

[

∫ T1
0 S(0)o θtdt

]

E0[T1]
(1− ρδ)− ρc,
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First, let us consider the distance process

if it is connected and ∞ otherwise. Let the rela-
tive position of the association base station 
conditioned on the availability of an accessi-
ble base station be denoted by ( X̂1, Ŷ1 ). Given 
the distribution of random variable T1 as in (29), 
and q = πd(∞) , the expectation is evaluated as 
follows:

where

and

Special Case We evaluate the effective through-
put to get a closed-form analytical expres-
sion by considering a specific value for the 
fitting parameter β = 2 for the bounded 
path loss function in (1). Approximating 
ln(1+ x) ∼ ln(x) , for large x, we have that:

Let m = ln(ξ/σ 2) . Now, given Ŷ1 ∼ U [−rb, rb] , 
one can evaluate the expectation in (36), which 
gives:

where q = πd(∞) is given in (24), and E0[T1] is 
given in (31).

(35)

D(t) =
√

(vt − Xn)2 + Y 2
n , for Tn ≤ t < Tn+1,

(36)

E
0

[

∫ T1

0
S(0)o θtdt

]

= qE0

[

∫ 2rl/v

0
h(rl , Ŷ1, t)dt

]

+ (1− 2q)E0

[

∫ (X̂1+rl)/v

0
g(X̂1, Ŷ1, t)dt

]

,

g(X̂1, Ŷ1, t) = ω ln



1+
ξ × l(

√

(vt − X̂1)2 + Ŷ 2
1
)

σ 2



,

h(rl , Ŷ1, t) = ω ln



1+
ξ × l(

√

(vt − rl)2 + Ŷ 2
1
)

σ 2



.

(37)

g(X̂1, Ŷ1, t) = ω
(

ln(ξ/σ 2)− k
[

(vt − X̂1)
2 + Ŷ 2

1

])

,

h(rl , Ŷ1, t) = ω
(

ln(ξ/σ 2)− k
[

(vt − rl)
2 + Ŷ 2

1

])

.

(38)

E[S(0)]

=
qω

E0[T1]

[

6rlm− 2κr3l − 2rl r
2
bκ

3v

]

+
(1− 2q)ω

E0[T1]

[

3mE0[X1] − κE0[X3
1
] + 3mrl − κr3l − κrl r

2
b

3v

]

,

4.6  Optimal Farthest Greedy Policy
The problem of finding the optimal policy is 
now posed as a parametric optimization prob-
lem as follows:

Problem 2 The problem of finding an optimal 
sequence of association base stations and handover 
times under rectangle-based farthest greedy associa-
tion policy consists in finding the optimal param-
eters (rl , rb) of the set R(rl ,rb)(u) that maximize the 
effective throughput S((rl , rb)).

Associating with a base station at a greater dis-
tance decreases the handovers but may result in 
low rate. Thus, we focus on optimizing the sta-
tionary effective throughput with respect to the 
constraint on the greediness, i.e., the size of the 
handover support set.

If we consider a square handover support set 
of side length r = rl = rb , we have that in the 
limit r going to zero and r going to ∞ , the effec-
tive throughput in (36) goes to zero. Thus, a local 
or global optimum value must exist for the effec-
tive throughput. Note that it is challenging to give 
a closed-form expression for the optimal param-
eters r∗l , r

∗
b which maximizes effective throughput, 

thus we evaluate the optimal parameter values 
with the help of simulations in Sect. 5

5  Numerical Results and Simulations
In this section, we study the effectiveness of our 
proposed association policies with the help of 
simulation. We compare their performance and 
assess their improvements with respect to the 
closest base station association policy. We then 
study the performance sensitivity of these poli-
cies to the velocity, cost of handovers and hando-
ver delay. Unless otherwise stated, we consider a 
realization of a Poisson point process of intensity 
! and the parameters of Table 3. In particular, we 
focus on the following questions:

(39)S∗ = max
rl ,rb

{S((rl , rb))}.

Table 3 Table of simulation parameters

Parameter Value

Power ξ 1 W

Bandwidth ω 30 MHz

Velocity v 20 m/s

Handover delay δ 20 ms

Handover cost c 100 Kbits
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•  What is the performance and complexity 
trade-off for the optimal forward association 
policies with respect to the size of the hando-
ver support set Aγ (u)?

•  What is the trade-off between the farthest dis-
tance and the height of the handover support 
set, i.e., the length and breadth in rectangu-
lar support set with respect to performance 
under greedy policies?

•  What are the performance improvements of 
the optimal forward policy over the optimal 
greedy policy under various environments?

•  When do the performance metrics of both 
policies have low discrepancy?

5.1  Optimal Forward Association Policy
In this section, we consider handover support 
set Aγ (u) with the tagged user traveling a dis-
tance of 10 km to destination (10, 0) on the 
positive x-axis. We build the directed acyclic 
graph as in Definition 3 and solve the problem 
of the maximum weight path using Dijkstra’s 
algorithm.

Problem 1 consists of finding the association 
sequence p∗ ∈ Pf  that results in a maximum 
reward, i.e., the total volume of data delivered 
for fixed handover support set Aγ (u) . Note that 
increasing the size of the handover support set 
leads to more feasible association sequences, 
i.e., more nodes in the graph and hence higher 
complexity. We notice that beyond a certain size 
of the handover support set, increasing the set 
does not improve the optimization. Thus for 
our simulation study, we consider one fixed 
size, rl = 400 m for the square region, the value 
of which depends on the decay of the path loss 
function considered.

5.2  Farthest Greedy Association Policy
For rectangular-based farthest greedy policies, 
we have a closed-form expression for the effec-
tive throughput and the rate of handovers. In 
this subsection, we first compare the numerical 
results with the simulation. We then consider 
the dependence of the optimal parameters on 
the intensity of base stations !.

5.2.1  Evaluation of the Rate of Handovers
We numerically evaluated the closed-form 
expression for the mean rate of handovers as 
given in (30), for the intensity of base stations, 

! = 40 per km 2 . We consider a square hando-
ver support set, i.e., rl = rb and compare the 
numerical results with that of the simulation. 
The simulation results agree with the numerical 
evaluation for various values of the side of the 
square as illustrated in Fig. 8.

5.2.2  Evaluation of Effective Throughput
We focus on the trade-off between the length 
and breadth of the region with respect to per-
formance for different (1) intensities of base sta-
tions, and (2) path loss functions. While the cost 
of handover depends on how far in the direction 
of motion the user can associate with, i.e., the 
length of the region, the rate is seen by the user 
depends on how close the base station is to the 
trajectory, i.e., the breadth of the region.

Intensity of Base Stations We numerically eval-
uate the effective throughput for various values 
of the parameters rl , rb for two intensities of base 
stations ! = 20 per km 2 and ! = 200 per km 2 . 
Figure 9 illustrates the surface plots of the effec-
tive throughput for the path loss function given 
in (1), with β = 2.

We have two insights: (1) when increasing ! , 
the probability of finding a base station at the 
forward edge of the rectangular region increases, 
thus the optimal size is smaller for higher densi-
ties of base stations, and (2) given that a base sta-
tion that is closer to the tagged user’s trajectory 
leads to a higher rate, the shape of the optimal 
regions is an elongated rectangle, i.e., the length is 
higher than the breadth.

Path Loss Functions We evaluate the effective 
throughput with the help of simulation for the 

Figure 8: Comparison of the numerical results 
with simulation for various lengths of the square 
region and ! = 40 per km 2.
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path loss function given in (1) with two different 
fitting parameters β = 2, 1.5,

for a given intensity of base stations ! = 20 per 
km 2 . In Fig. 10, we give the surface plots of the 
effective throughput. The optimal size of the 
region is smaller in the case where there is faster 
decay in the path loss function. Similarly, the 
shape of the optimal regions is an elongated rec-
tangle, i.e., the length is higher than the breadth.

5.2.3  Parametric Optimization under Constraint
We now consider the parametric optimization 
problem under the additional constraint that the 
rectangular handover support set has a fixed area. 
There is a certain amount of complexity/over-
head involved in gaining knowledge about the 
base station locations. Thus we limit the complex-
ity by considering a fixed area of the rectangular 

(40)
l1(x) = exp(−κx3/2), l2(x) = exp(−κx2),

handover support set. In this setting, we evaluate 
the effective throughput with the help of simu-
lations for various intensities of the base station 
and an area of 4rlrb = 104 m 2 , as illustrated in 
Fig. 11, under the area constraint. The optimal 
rectangular shape is narrower for a higher inten-
sity of base stations than before.

5.3  Comparison of Performance 
of Optimal Forward Association 
and Optimal Farthest Greedy Policy

In this subsection, we compare the optimal far-
thest greedy policy of Sect. 4 with the dynamic 
programming based policy of Sect. 3 by consid-
ering a common realization of a Poisson point 
process on which they are jointly applied. We 
consider rectangular handover support sets 
R(rl ,rb)(u) with the optimal parameters for the 
greedy policies that are evaluated as in the previ-
ous section. We consider the total volume of data 
delivered as the common performance metric. To 
account for the variability of the Poisson point 

Figure 9: Surface plots of effective throughput for two intensities of base stations. a For ! = 20 , the opti-
mal parameters (r∗

l
, r∗
b
) = (286.8, 171) m and b for ! = 200 , the optimal parameters (r∗

l
, r∗
b
) = (176.3, 113.1) m.

(a) (b)

Figure 10: Surface plots of effective throughput for two path loss functions. a For l1(x) , the optimal param-
eters r∗

l
∈ [260, 280] m, r∗

b
∈ [180, 200] m and b for l2(x) , the optimal parameters r∗

l
∈ [260, 280] m, r∗

b
∈ [180, 200] m
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process, we average the total volume of data deliv-
ered for many realizations of the point process.

The global picture is that the optimal forward 
association policy has roughly the same perfor-
mance as the greedy policy under the considered 
parameters. We evaluated the performance for 
intensity of base stations ! = 20, 80, 200 per km 2 . 
The percentage of increase in the total volume 
of data delivered by the dynamic programming 
approach compared to the greedy policy is in the 
range of 1–5%. The improvement tends to be 0 
when increasing (1) the handover delay, (2) the 
cost of each handover, or (3) the velocity of the 
user, as illustrated in Fig. 12.

The optimal greedy association policy gives 
comparable results (within 1–5 mobile users 
moving at a velocity greater than 10 m/s and for 
realistic values of handover delay ( d > 100 ms) 
and handover cost ( c > 100 kbits) across all den-
sity of base stations ( ! = 20–200 per km 2).

Further, we compare the performance of our 
policies with the traditional closest base station 

policy. We have that the improvement is larger for 
the high cost of handovers and handover delays 
in dense networks as illustrated in Fig. 12.

5.4  Comparison of Performance 
of Optimal Forward Association 
Policy with 3GPP Standard

In this subsection, we compare the optimal far-
thest greedy policy with the performance of 
mobile users following the present standard. In 
LTE, there are eight types of handover event entry 
conditions (see33 section 5.5.4). Mobile users 
periodically do measurements for the neigh-
boring base stations using the reference signal. 
Handovers are then triggered by the mobile user 
based on such measurements of RSRP (reference 
signal received power) values of the serving and 
the target base stations. The final decision to go 
ahead with a handover is made by the serving 
base station. Most of the handovers are triggered 
when the signal from the target base station is 
better than an offset from that of the serving base 
station.

Handovers can be governed not only by signal 
strength but also by signal quality. In this paper, 
we use SNR as a measure of signal quality. Even 
though it is not defined in the 3GPP specs, it is 
defined by vendors and used to calculate channel 
quality index (CQI).

We consider rectangular handover support 
sets R(rl ,rb)(u) , where every 10 ms the mobile 
user measures for SNR from all the base stations 
within its handover support set i.e., neighbor-
ing cells. We evaluate the effective throughput by 
penalizing the handovers as before. We compare 
this to our proposed model, where mobile user 
associates with a base station farthest in the direc-
tion of its motion.

To better reflect the mobile user’s motion in 
real-life scenarios, we consider a variant of the 

Figure 11: Comparing the effective throughput 
for various intensities of base stations under the 
constraints of fixed area.

(a) (b) (c)

Figure 12: Total data delivered vs a velocity ( ! = 20 ); b handover delay ( ! = 80 ); c cost of handover 
( ! = 80).
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random way point model,34, where a user moves 
at a constant velocity, v meters per sec, but every 
t0 secs, with probability p0 selects a new inde-
pendent direction (angle) uniformly distributed 
in (−θ0, θ0).

We also consider the effect of channel fading, 
by considering SNR at a location u when associ-
ated with BS at location pi as follows:

where H is a fading random variable which is 
exponential with unit mean.

First, for a given fixed size of the rectangular 
regions of (rl , rb) = (500, 200)m , we evaluate the 
effective throughput for both cases for increasing 
density of base stations. Figure 13 illustrates the 
decrease in the effective throughput of the stand-
ard with the increasing density of base stations 
due to the increase in the number of handovers. 
Further, the density of base stations after which 
our policy performs better than the standard 
depends on various parameters like the size of the 
region and the decay of the path loss function as 
illustrated in Fig. 13.

6  Conclusion
In dense networks, the increased intensity of 
handovers has a negative impact on mobile users’ 
performance. In this paper, we proposed strat-
egies for association that achieve a reasonable 
throughput–handover trade-off. The first strat-
egy takes the user’s trajectory and the locations 
of all base stations into account and determines 
an optimal set of association base stations and 

(41)SNR (u) =
Hξ l(||pi − u||)

σ 2
,

handover times. This is achieved by finding the 
maximum weight path in a directed acyclic graph.

The second strategy, to use limited knowledge 
about the base station locations, is a direction-
dependent greedy association policy that results 
in a reduced number of handovers. We give a 
closed-form expression for the stationary effec-
tive throughput seen by the user under this pol-
icy based on a Markovian formulation. This is in 
turn used to derive the optimal farthest greedy 
association policy.

We validate the effectiveness of this optimized 
greedy policy by comparing it with dynamic pro-
gramming in various scenarios. The percentage 
gains achieved by the dynamic programming pol-
icy are within 1–5% from the greedy policies for 
the considered parameters.
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Appendix
Optimal Association Policy

Problem 3 The optimal handover problem con-
sists in finding a sequence of base stations and 
handover times that results in the maximum vol-
ume of data, i.e.,

where P , Tp denote the set of all possible asso-
ciation sequences and associated handover times, 
respectively.
For each handover from base station pi → pi+1 , 
we have a continuum of possible handover 
times with some constraints that we will not 
specify. Thus, the above problem is a mixed 
optimization with discrete and continuous vari-
ables can be very challenging to solve. Further, 
the handover time ti is functionally dependent 
on the entire association sequence.

(42)r∗ = max
p,t

{r(p, t) : p ∈ P , t ∈ Tp},

Figure 13: Effective throughput vs density of 
base stations for path loss function l1(r) = 1

(1+0.01r)4
 , 

path loss function l2(r) = 1
(1+r)4

.
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Let us discretize the time with step size δ and 
consider a decision tree with origin o as the par-
ent node and feasible association base stations 
and disconnected states at each time step as a 
new layer in a decision tree. If m denotes the 
total number of time steps, then the number of 
nodes in such a tree is in the order of (2!(πr2))m . 
Further, the combinatorial optimization prob-
lem reduces to finding a maximum reward path 
in this decision tree, which has a complexity of 
O((2!(πr2))m)30.

Proof of Theorem 2
Let us consider the stationary distribution of 
this process in terms of πd and πc associated 
with the discrete and the continuous parts. Thus, 
πc(x) represents the continuous part of the sta-
tionary distribution of the Markov process for 
x ∈ [−rl , rl) , πd(rl) and πd(∞) are the discrete 
probability masses associated with the states rl 
and ∞.We have the following equations:

with πd(rl)+ πd(∞)+
∫ r−l
−rl

πc(w)dw = 1. We 
use Laplace transform techniques to solve the 
integral equations. First, we multiply on both 
sides of the first equation in (43) with e−sx and 
integrate from −rl to rl , we get

Let Lπc (s) =
∫ rl
−rl

πc(x)e
−sxdx , then we have

where q = πd(r) =
1−Lπc (0)

2 .
Let α(s) and β(s) be two functions such that

(43)

πc(x) = 2!rbe
−2!rb(rl−x)

(

∫ r
−
l

−x

πc(w)dw + πd(rl)

)

,

πd(∞) = e
−2!rbrl

∫ r
−
l

−rl

πc(w)e
−2!rbwdw + πd(rl)e

−4!rbrl ,

πd(rl) = πd(∞),

(44)

∫ rl

−rl

πc(x)e
−sxdx =

2!rb
(2!rb − s)

[

e−srl − qe−4!rbrl+srl

+e−srl

∫ rl

−rl

πc(z)dz − e−2!rbrl

∫ rl

−rl

πc(z)e
−(2!rb−s)zdz

]

(45)

Lπc (s) =
2!rb

(2!rb − s)

[

e
−srLπc (0)

−e
−2!rbrlLπc (2!rb − s)

+qe−srl − qe−4!rbrl+srl
]

,

From (45) we have:

Since the range of the random variable with 
probability distribution πc is finite, the Laplace 
transform cannot be degenerate. Therefore, the 
zeros of the denominator in (46), should match 
the zeros of the numerator. Thus, the zeros 
a1, a2 of the denominator are given by solving 
1 = β(s)β(2!rb − s) which gives the following 
quadratic equation

Thus, the roots of the denominator are 
a1, a2 = !rb ± !rb

√

1− 4e−4!rbrl . Note, that the 
roots are imaginary for 4!rbrl < 1.38 . Thus, the 
mean number of base stations(!4rbrl ) in the 
rectangular region of side lengths 2rl , 2rb con-
sidered has to be greater than 1.38 for real roots.

Now, let us denote the numerator in (46) as 
f(s), then we have that f (a1) = f (a2) = 0 , using 
which we will solve for L(0) . The function f(s) is 
given as:

(46)

Lπc (s) = α(s)+ β(s)Lπc (2!rb − s)

= α(s)+ β(s)[α(2!rb − s)

+ β(2!r − s)Lπc (s)]

=
α(s)+ β(s)α(2!rb − s)

1− β(s)β(2!rb − s)
.

(47)

α(s) =
2!rb

(2!rb − s)

[

e
−srlLπc (0)+ qe−srl − qe−4!rbrl+srl

]

,

β(s) = −
2!rbe

−2!rbrl

(2!rb − s)
.

(48)s2 − 2!rbs + 4!2r2be
−4!rbrl = 0.

Then, f (!rb + !rb
√

1− 4e−4!rbrl ) = 0 , yields 
(50).

where, a1 = !r + !r
√

1− 4e−4!r2 .

(49)

f (s) =
[

2!rbse
−srl − 4!

2
r
2
b
e
−4!rbrl+srl

]

(

1+ Lπc (0)

2

)

+
[

4!
2
r
2
b
e
−4!rbrl−srl − 2!srbe

−4!rbrl+srl

]

(

1− Lπc (0)

2

)

.

(50)

Lπc (0) =
2!rb

(

1− e2a1rl
)

+ a1
(

e4!rl rb − e2a1rl
)

2!rb
(

1+ e2a1rl
)

− a1
(

e4!rl rb + e2a1rl
) ,
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Similarly for the root 
a2 = !r − !r

√

1− 4e−4!r2  , we get:

Let us prove that both the above functions are 
same. Since a1 and a2 are roots of the quadratic 
equation given in (48), we have that:

Let us substitute 2!rb in (50) with a1a2e
4!rbrl

2!rb
:

where the last equality is obtained by substituting 
a1 = 2!rb − a2 . Now, we get (51) by multiplying 
the numerator and the denominator of the above 
equation by −e2a2rl.
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