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Abstract—We present new frequency allocation schemes for
wireless networks and show that they outperform all other pub-
lished work. Two categories of schemes are presented: 1) those
purely based on measurements and 2) those that use site-specific
knowledge, which refers to knowledge of building layouts, the lo-
cations and electrical properties of access points (APs), users, and
physical objects. In our site-specific knowledge-based algorithms,
a central network controller communicates with all APs and has
site-specific knowledge so that it can a priori predict the received
power from any transmitter to any receiver. Optimal frequency as-
signments are based on predicted powers to minimize interference
and maximize throughput. In our measurement-based algorithms,
clients periodically report in situ interference measurements to
their associated APs; then, the APs’ frequency allocations are ad-
justed based on the reported measurements. Unlike other work, we
minimize interference seen by both users and APs, use a physical
model rather than a binary model for interference, and mitigate
the impact of rogue interference. Our algorithms consistently yield
high throughput gains, irrespective of the network topology, AP
activity level, number of APs, rogue interferers, and available
channels. Our algorithms outperform the best published work by
18.5%, 97.6%, and 1180% for median, 25th percentile, and 15th
percentile user throughputs, respectively.

Index Terms—Cellular networks, frequency allocation, radio
spectrum management, site-specific knowledge, wireless local area
network (WLAN).

I. INTRODUCTION

RADIO propagation characteristics are fundamentally site
specific, since radio propagation mechanisms (e.g., pen-

etration, reflection, and diffraction) are directly related to the
locations, sizes, and electrical properties of physical objects in
the surroundings. Site-specific channel prediction algorithms
are well understood [3]–[7]. These site-specific prediction tech-
niques use a building layout or a satellite map and compute
path losses between any two locations in indoor or outdoor
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environments. The complexity of these prediction tools has
been reduced, and computing power has increased, so that
they can be implemented for real-time network management
applications. This paper is the first work to analyze how site-
specific knowledge can improve ongoing frequency allocation
in wireless local area networks (WLANs). In WLANs, a num-
ber of orthogonal frequency channels are allocated, and each
AP is allocated one channel. When the number of channels is
limited relative to the number of APs, some APs inevitably use
the same channel and induce cochannel interference. The same
problem exists in cellular networks. Judicious channel reuse
mechanisms are necessary to reduce interference, particularly
for the case of mobile users, such as in enterprise voice-
over-IP networks or in cellular networks. Today, site-specific
knowledge is becoming much more available from blueprints,
AutoCAD, and Google Maps and Google Earth, for example.
This paper demonstrates vast improvement in overall network
performance, particularly by greatly raising the throughputs
of the users that suffer low throughputs. In other words, our
schemes enable many more users to have acceptable through-
puts for file transfer or voice-over-IP applications, as compared
to prior published work.

A number of WLAN frequency allocation schemes have been
proposed thus far. The work in [8] assumes each AP has a
different fixed traffic load and defines the effective channel
utilization of an AP as the fraction of time the channel is used
for data transmission or is sensed busy due to interference from
other APs; then, the maximum effective channel utilization
among all APs is minimized. AP placement and frequency
allocation are jointly optimized in [9] with the same objec-
tive of minimizing the max channel utilization as in [8]. The
work in [8] and [9] fails to maximize throughput or minimize
interference seen by clients and, hence, perform poorer than
our proposed work in today’s WLANs, where downlink traffic
dominates. The frequency allocation problem is modeled as a
minimum-sum-weight vertex-coloring problem in [10], where
vertices are APs, and the weight of each edge between two
APs denotes the number of clients that are associated with
either one of these two APs and are interfered by the other
AP. The work in [11] minimizes the number of clients whose
transmissions suffer channel conflicts; a client associated with
an AP suffers conflicts if other clients or other APs interfere
with the client or the AP under consideration. The definition
of channel conflict in [11] is more comprehensive than those
in [8]–[10]. The work in [11] has been shown to outperform
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[8]–[10] but performs poorer than our proposed schemes in the
presence of rogue interferers, i.e., intentional or unintentional
RF interferers, microwave ovens, or other RF devices that also
operate on the same unlicensed bands as WLANs.

Only [12] presents mechanisms to detect and reduce the
negative impact from rogue interferers. In [12], each AP
senses interference and independently selects a channel whose
measured interference power is below a predefined threshold,
without coordinating with other APs. In networks with high
interference, it may not be feasible to find a channel allocation
so that every AP senses interference below the threshold; in
this case, the algorithm in [12] does not converge. One could
in principle set a higher threshold for the algorithm in [12] to
work in high-interference regimes, but [12] does not mention
methods to adapt the threshold. It is not trivial to adapt this
threshold, since a high threshold will degrade network perfor-
mance, but a low threshold will yield no feasible solution. By
contrast, four of our proposed algorithms converge irrespective
of the overall interference level. The nonconvergence result
of [12] in the high-interference regime is due to the binary
model for interference, which is also used in [8]–[11]. Our work
considers a physical model for interference; that is, we assume
that interference power is a continuous quantity, which properly
represents the real world. Therefore, our work performs better
than [12].

Most traffic in WLANs is downlink [6], [13]; hence, max-
imizing downlink throughputs and signal-to-interference-and-
noise ratios (SINRs) seen by users are key to proper network
design. The work in [8], [9], and [12] focuses on minimizing
the interference at APs rather than that seen by users, as is
done in [10] and [11], and thus often perform poorer than [10]
and [11].

A. Main Contribution

The main contribution of this paper is our two categories of
new algorithms for channel allocations that outperform all other
published work, i.e., those in [8]–[12]. In the remainder of this
paper, we mainly present the gains of our proposed algorithms
against the works in [11] and [12], since the work in [11] has
been shown to outperform [8]–[10]. The proposed algorithms
perform well mainly because of the following reasons: 1) They
minimize interference seen by users rather than that seen by
APs; 2) they use a physical model rather than a binary model
for interference; and 3) they have the ability to deal with
rogue interferers. The first category is based on interference
measurements at APs and users, whereas the second category
is based on site-specific knowledge. We describe our ideas and
contribution in the following discussion.

1) Measurement-Based Algorithms: We propose that all or
a subset of clients periodically measure the in situ interference
power on all frequency channels when their associated APs
are idle, and report the average measured power to their asso-
ciated APs. This technique is used in mobile-assisted handoff
(MAHO) in the cellular field [14], and results in this paper may
also be applied to cellular networks. APs also measure in situ
interference power. Since the measurements at APs or clients
are performed during their idle time, the overhead is negligible.

Each AP then computes a metric, called weighted interference,
which captures the overall interference as seen by itself and its
clients by placing different weights on its and the clients’ in
situ measurements according to the clients’ traffic loads, signal
strengths, and uplink and downlink traffic volume. Section V
shows by simulation that our measurement-based algorithms
substantially outperform [11] and [12]. Since the work in [11]
has been shown to outperform [8]–[10], we conclude that our
algorithms outperform [8]–[12].

2) Site-Specific Knowledge-Based Algorithms: The afore-
mentioned measurement-based algorithms can still be im-
proved if we assume that a central network controller has and
uses site-specific knowledge to optimize frequency allocation
of each AP and each user. The advantage of using site-specific
knowledge is to a priori predict the path loss between any
pair of AP and user when the user’s location is obtained via
the Global Positioning System (GPS) or other known position
location technologies.1 The predicted path losses can help
formulate a global optimization problem, thereby maximizing
throughputs and saving power, etc. Although the environment
affects the path losses, empirical results show that by model-
ing large fixed partitions and items in the environment (such
as walls, book shelves, and cubicles), the predicted and the
measured path losses show high agreement (e.g., the mean error
is less than 4 dB) [3]–[6].

Distributed measurement-based algorithms with the knowl-
edge of APs’ transmit powers via message exchanges can
learn over time the path loss or received power between every
transmitter and every receiver; examples of such algorithms are
described in [17]. Nevertheless, the time needed for learning
may be too long when the number of interfering APs is large.
The overall learning time could be shortened if each client
learns the interference power from only the APs that are in
the range of causing nonnegligible interference at the client.
To know which base stations are in the interference range, site-
specific knowledge (such as the environments and the locations
of APs and clients) is needed. Saving the learning time for
measurement-based algorithms is a topic for ongoing and future
work. In this paper, we choose to use site-specific knowledge to
a priori predict the interference power between any transmitter
and any receiver.

Note that the central controller must know the active trans-
mitters at any point in time to predict correct interference at
all times; this information may be too costly to obtain, but
time sampling may be done. Since downlink volume presently
dominates WLAN traffic, this paper considers a case where all
APs are actively transmitting downlink traffic. It is reasonable
to assume that frequency allocation is optimized with respect

1Several indoor position-location approaches, based on signal strength sens-
ing, are widely known today and used in some WLANs [15], [16]. Other trian-
gulation methods can also be used to locate a client. Modern cellular handsets
are equipped with GPS chips or other position-location technologies. The state-
of-the-art GPS can work not only outdoors but also indoors; various vendors,
e.g., Metris and SnapTrack, provide indoor GPS solutions. For example, the
indoor GPS technology by Metris can be compared with the matrix of satellites
that create the GPS; instead of satellites, Metris’ indoor GPS uses small infrared
laser transmitters that emit laser pulses to create a measurement universe. Based
on the timing of the light pulses received by photo detectors, angle and positions
may be computed.
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to this most active case, since in this case, frequency alloca-
tion is most crucial for interference mitigation. Simulations in
Section V show that our algorithms also perform well in scenar-
ios with both downlink and uplink traffic and with different lev-
els of AP activity. In this paper, we consider perfect site-specific
knowledge; in other words, we assume that the actual path loss
between any transmitter and receiver can be correctly predicted
by site-specific knowledge. The work in [3] and [4] shows that
site-specific models can achieve remarkably good predictions
(a zero mean error and a standard deviation of 3–4 dB).
The study of the effect of imperfect predictions of channel gains
is also an ongoing and future work.

B. Organization

Section II introduces the system model, notation, and as-
sumptions and describes in detail our notion of weighted in-
terference. The three proposed measurement-based algorithms,
denoted No-Coord, Local-Coord, and Global-Coord, have dif-
ferent mechanisms for iteratively switching frequency channels
to reduce the weighted interference seen in a single cell, a group
of nearby cells, and all cells, respectively, where a cell means
an AP (or base station) and its associated users. Section III
presents the mechanisms used by the three measurement-based
algorithms and their convergence. Section IV presents two
site-specific knowledge-based algorithms. Section V shows
by simulation that our algorithms substantially outperform
[8]–[12].

II. SYSTEM MODEL, NOTATION, AND ASSUMPTIONS

We begin by describing the basic notation; then, the first
section describes weighted interference, which is a metric used
in the three proposed measurement-based algorithms to capture
the overall interference of each cell. The second section defines
the notation exclusively used for the proposed measurement-
based Local-Coord algorithm. The third section describes as-
sumptions used in site-specific knowledge-based algorithms.

1) Basic Notation: Suppose M APs, indexed by M =
{1, 2, . . . ,M}, operate on K orthogonal frequency channels,
indexed by K = {1, 2, . . . ,K}. We index users (or clients) by
L = {1, 2, . . . , L}. We denote the identity of an AP and a client
by am (m ∈ M) and cl (l ∈ L), respectively. We assume for
this paper that the locations of the APs and the clients do not
vary with time, and we assume that no APs or users are at the
same location, although the algorithms given here also apply
for mobile APs and/or clients. Let Lm (Lm ⊆ L) denote the
set of users that are associated with the AP am. We assume
every user is associated with a single AP and define cell Zm =
{am} ∪ {cl : l ∈ Lm}. Let fm (fm ∈ K) denote the channel
that am operates on, and let �f = (f1, f2, . . . , fM ) denote the
channels of all M APs.

A. Weighted Interference for Measurement-Based Algorithms

In brief, the weighted interference of each cell (e.g., Zm) is
intended to capture the overall interference seen in the cell and
is therefore defined as a weighted sum of the average in situ

measurements at am and at all clients associated with am, i.e.,
at every u ∈ Zm. We propose that am or the clients associated
with am measure their in situ interference power when there
is no traffic within cell Zm, i.e., am is neither transmitting
nor receiving data. The average in situ measured interference
power at u (for every u ∈ Zm) on channel k is denoted Iu

k (�f).
The averaging period is a design choice and could be the same
as the period that an AP switches its channel, e.g., 1, 2, or
5 min. Iu

k (�f) is lower bounded by the noise floor. The weighted
interference function for Zm on channel k is defined by

Wm
k (�f) =

∑
u∈Zm

Bu
k

(
Iu
k (�f)

)
, k ∈ K (1)

where Bu
k (·) is a nonnegative and nondecreasing function that

captures the weight of the in situ measurement at u. We require
that Wm

k (�f) > 0 to capture the existence of the noise floor
in the real world. Bu

k (·) should be designed to reflect the
difference of clients’ traffic demands, signal strengths, and
uplink and downlink traffic volume. In practice, clients report
the measurements to am either periodically or upon request
from am; then, Wm

k (�f) can be computed at am.
In Section III-E, we will show that two of our proposed

algorithms (namely, Local-Coord and Global-Coord) converge
if the weighted interference function has the general form in
(1). We will later introduce two simplified forms of Wm

k (·)
representing practical metrics. The first form, denoted user
based, places different weights on the in situ interference
measurements at clients based on the traffic volume and the
signal strength at each client. The user-based form captures
the performance of downlink transmission, which is appropriate
for WLANs since traffic measurements show that downlink
traffic volume accounts for more than 84% of total (uplink
plus downlink) traffic volume [6]. The second form, denoted
AP based, includes the interference measurements at APs only.
The AP-based form can be viewed as a simplified version of
the user-based form by considering that all users have the same
traffic volume and signal strength.

1) User Based: The user-based weighted interference func-
tion for Zm is defined by

W
(U),m
k (�f) =

∑
l∈Lm

Ycl,am

Scl,am

· Icl

k (�f) (2)

where Scl,am
denotes the average received signal power2 from

am to cl, and Ycl,am
denotes the average traffic volume from

am to cl. We incorporate the inverse of Scl,am
in (2) because

a client with a stronger Scl,am
has higher tolerance to interfer-

ence and, thus, should contribute less to the overall weighted
interference. Ycl,am

is included in (2) as a scaling factor, since
a client with higher traffic volume should be more important
for the weighted interference. In practice, some users may be

2Note that cl cannot directly measure Scl,am but can estimate Scl,am as
follows: The average in situ SINR at cl can be measured at cl when am is
transmitting to cl and is denoted γl. We assume that the interference at cl is the
same whether am is transmitting to cl or am is idle, i.e., the interference at cl

is always I
cl
fm

(�f). Then, we estimate Scl,am = γl · Icl
fm

(�f).
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sampled to reduce the complexity of computing (2), i.e., the
summation in (2) may be over a subset of Lm.

2) AP Based: The AP-based weighted interference function
for am is defined by

W
(A),m
k (�f) = Iam

k (�f). (3)

B. Interfering Cells for the Local-Coord Algorithm

When an AP switches its channel, nearby cells may see
substantial changes in their weighted interference. The notation
of such cells is presented in the following discussion and
will be used in describing the proposed Local-Coord algo-
rithm in Section III-B. Cell Zn is said to be interfered by
cell Zm (or Zm interferes with Zn) if and only if am or
a user associated with am induces nonnegligible interference
(e.g., the interference power at the receiver is higher than the
noise floor) at an or a user associated with an. We define
Gm as the set of cells interfered by Zm, i.e., Gm = {n :
Zm interferes with Zn given that am and an are on the same
channel}. The subset of Gm that is on channel k is denoted
Gm,k(�f). Suppose am switches from channel k to k′, the
cells that see changes in their weighted interference are Zm

and the cells indexed by Gm,k(�f) and Gm,k′(�f). We de-
fine Hm,k,k′(�f) ≡ {m} ∪ Gm,k(�f) ∪ Gm,k′(�f); we will see in
Section III-B that the weighted interference of the cells indexed
by Hm,k,k′(�f) is examined by Local-Coord if am switches
from channel k to k′.

We define Vm as the set of the indexes of cells that interfere
with Zm or the cells indexed by Gm, i.e., i ∈ Vm if and
only if there exists j ∈ {m} ∪ Gm such that Zi interferes with
Zj . The notion of Vm will be used for describing a parallel
protocol in Section III-B. Suppose we are given the locations of
all controlled APs and possible locations of clients; then, the
sets of Gm and Vm can be precomputed and preconfigured
in the controlled APs or a central network controller that
communicates with the controlled APs, using radio propagation
prediction models as described in [3]–[6], [14], and [18].

C. Assumptions for Site-Specific
Knowledge-Based Algorithms

We assume that the central network controller periodically
(e.g., every 5 min) requires the APs to stop transmitting for
a short duration of time (e.g., 1 s). In this duration, APs take
turns in requiring all users associated with them to perform
measurements of background interference, which refers to both
the noise floor and rogue interference from RF devices outside
the controlled network. Note that each user needs to mea-
sure the background interference for all available frequency
channels. The users then feed back to APs these measured
background interference. Site-specific knowledge, along with
measurements of background interference, makes the estima-
tions of SINR at users or APs much more accurate.

We assume perfect site-specific knowledge; in other words,
we assume that the actual path loss between any transmitter and
receiver can be correctly predicted by site-specific knowledge.

A study of the effect of imperfect predictions of channel gains
is an ongoing and future work.

III. THREE MEASUREMENT-BASED ALGORITHMS

The three proposed algorithms all have an iterative nature.
At each point in time (predefined, randomly chosen, or deter-
mined at runtime), e.g., every 1, 2, or 5 min, one iteration of
channel switching takes place where one or more APs switch
their frequency channels according to mechanisms that are
specific to each algorithm, whereas other APs stay on their
current channels. The channel switching time in hardware is
several milliseconds and is thus negligible as compared to the
interval between two iterations. APs and clients measure and
average their in situ interference between successive iterations.
Iterations keep taking place on different AP(s) until the chan-
nel allocations converge; of course, when users move or the
propagation environment changes, the algorithms will switch
channels again until the frequency allocations reach another
convergence point. We next describe the different conditions
under which each of the algorithms may switch a representative
AP am’s channel from k = fm to k′ = f ′

m. Throughout this
paper, �f ′ ∈ K

M denotes a vector of channels selected by APs
after the representative AP am moves from channel fm to f ′

m.
Hence, �f ′ differs from �f in only the mth element.

A. No-Coord Algorithm

A representative AP am switches from its current channel fm

to f ′
m only if the weighted interference on the new channel f ′

m

is lower, i.e., the following No-Coord condition holds:

Wm
fm

(�f) > Wm
f ′

m
(�f ′). (4)

This algorithm is denoted No-Coord, because am makes a
greedy channel selection without coordination with other APs.

B. Local-Coord Algorithm

If am switches from channel k to k′, only Zm and the
cells indexed by Gm,k(�f) and Gm,k′(�f) see changes in their
weighted interference. The AP am switches from channel k
to k′ if the max weighted interference seen by these cells
decreases after channel switching, i.e., the following Local-
Coord condition holds:

max
i∈Hm,k,k′ (�f)

W i
fi

(�f) > max
i∈Hm,k,k′ (�f)

W i
f ′

i
(�f ′) (5)

where Hm,k,k′(�f) has been defined in Section II-B. This al-
gorithm is denoted Local-Coord, since am needs to locally
coordinate with the APs indexed by Gm,k(�f) and Gm,k′(�f) via
a wired backbone network for channel switching.

For example, Fig. 1 depicts the cells that see changes in
weighted interference before and after AP-1 switches its chan-
nel. Since the max weighted interference seen by cells 1–4
decreases, AP-1 can switch to the new channel.

Since coordination among APs is confined in a local area,
multiple APs that are far apart enough can simultaneously
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Fig. 1. Decrease of the max weighted interference seen by cells 1–4 before
and after AP-1 switches from channel 1 to 2.

Fig. 2. Protocol for the distributed implementation of Local-Coord.

change their channels if a proper inter-AP protocol is employed.
In general, the number of APs that can simultaneously change
channels grows with the number of total APs; hence, Local-
Coord is scalable. Fig. 2 presents a distributed protocol imple-
menting Local-Coord. We say an AP am is locked if am is not
allowed to switch its channel per other APs’ requests; if am

is unlocked, am may switch its channel. First, we suppose that
each AP has an independent random timer that triggers the AP
to initiate the process of switching its channel as described in
Fig. 2(a). If am is locked, am will ignore this trigger and wait
for the next trigger. The key idea of this protocol is described
in Phases 1 and 2 in Fig. 2(a): am needs to lock all the APs
indexed by Vm (as defined in Section II-B) before am switches
to a new channel; then, am unlocks those APs after it possibly
switches the channels. If any AP indexed by Vm cannot be
locked, am cannot switch its channel. The procedure to handle
locking and unlocking requests is described in Fig. 2(b) and (c),
respectively. An AP can be locked multiple times by different

TABLE I
VARIABLE ψm USED IN THE DISTRIBUTED PROTOCOL IN FIG. 2

APs; Table I describes ψm, which denotes the number of times
that am was locked. Only when ψm = 0 can am initiate the
process of channel switching. When am is in the process of
switching its channel (denoted by ψm = −1), it cannot be
locked.

Deadlock is a problem that needs to be avoided in such
distributed algorithm; in this context, deadlock means that two
or more APs that have initiated the process of switching their
channels are waiting for one other, and thus, none of these
APs can ever finish. In the sixth and eighth steps of Fig. 2(a),
am immediately unlocks other APs whether am switches its
channel or not; hence, deadlock never arises in the protocol
in Fig. 2 (see [17] for a detailed description and a proof of
deadlock prevention).

C. Global-Coord Algorithm

The AP am will switch to a new channel only if the sum
interference on the new channel is lower (after am switches
there) than the sum interference on its current channel, i.e., the
following Global-Coord condition holds:∑

n:fn=k

Wn
k (�f) >

∑
n:f ′

n=k′

Wn
k′(�f ′). (6)

This algorithm requires global coordination among APs using a
central network controller that communicates with all APs and
is thus denoted Global-Coord.

D. Implementation Concerns

Note that in the descriptions of the three proposed algo-
rithms, some terms in the weighted interference function are
unknown before am switches to the new channel. An imple-
mentation may require am to switch to a new channel on a
trial basis and then require one or more cells to measure and
compute their weighted interference after am commits to the
switch. Only when all the quantities needed for the channel
decisions are known can am decide whether switching to the
new channel complies with the condition described for each
algorithm. If the condition is satisfied, am stays on the new
channel; otherwise, am switches back to the old channel or tries
another channel. No-Coord requires the weighted interference
at cell Zm; Local-Coord requires the weighted interference at
cells indexed by Hm,k,k′(�f); and Global-Coord requires the
weighted interference at all cells.

E. Convergence and Characterization of Convergence Points

Theorem III.1: Consider a particular realization of the loca-
tions of APs and users and a weighted interference function of
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the form of (1). Given any set of initial AP channel choices, the
channel selection process for Local-Coord and Global-Coord
converges in a finite number of steps.

Before characterizing the convergence points for No-Coord,
Local-Coord, and Global-Coord, we need some definitions.
A vector of frequency allocations denoted by �f is a Nash
equilibrium (a concept widely used in game theory [19]) if no
single cell can lower its weighted interference by unilaterally
changing its channel.

Let �u = (u1, . . . , uN ) and �u′ = (u′
1, . . . , u

′
N ) denote the

nonincreasing sorted versions of two arbitrary vectors �v =
(v1, v2, . . . , vN ) and �v′ = (v′

1, v
′
2, . . . , v

′
N ), respectively. We

say that �v lexicographically dominates �v′ (or �v � �v′) if there
exists some index j, where N ≥ j ≥ 1 for which uj > u′

j

and ui = u′
i for all i < j. Vectors �v and �v′ have the same

lexicographic order if �u and �u′ are elementwise the same. We
say �v 	 �v′ if �v � �v′ or �v and �v′ have the same lexicographic
order. We say that a vector of frequency allocations denoted
by �f is a local lexicographic minimum with respect to a vector
function �θ(·), if for any vector of frequency allocations �f ′ ∈
K

M that differs from �f in only one element, �θ(�f ′) 	 �θ(�f)
holds true.

Theorem III.2: Suppose No-Coord converges to a frequency
allocation �f . Then, �f is a Nash equilibrium.

Note that No-Coord does not always converge, although
simulation results show that No-Coord converges in most cases.
Theorem III.2 is true only for the case where No-Coord con-
verges. To resolve the nonconvergence problem of No-Coord,
one may limit the number of iterations or specify a minimum
difference of weighted interference (before and after channel
switching) so that No-Coord can stop. We next state a technical
assumption useful in proving Theorem III.3.

Assumption III.1: Since the weighted interference in (1)
takes a continuum of values, it is reasonable to assume that the
weighted interference values at different cells or channels are
distinct, i.e., ∀k, j ∈ K, ∀m,n ∈ M such that k �= j or m �= n,
we have Wm

k (�f) �= Wn
j (�f) with a probability of 1.

Theorem III.3: Suppose Local-Coord or Global-Coord con-
verges to a frequency allocation �f . Then, with a probability of 1,
�f is a local lexicographic minimum with respect to the vector
function �α(·) as defined in (7) for Local-Coord, or with respect
to �β(·) as defined in (8) for Global-Coord, where

�α(�f)=
(
W 1

f1
(�f),W 2

f2
(�f), . . . ,WM

fM
(�f)

)
(7)

�β(�f)=

⎛
⎝ ∑

n:fn=1

Wn
1 (�f),

∑
n:fn=2

Wn
2 (�f), . . . ,

∑
n:fn=K

Wn
K(�f)

⎞
⎠ .

(8)

IV. SITE-SPECIFIC KNOWLEDGE-BASED ALGORITHMS

A. SS-S Formulation

We shall consider optimizing a sum of utility functions for
all the users’ SINR, assuming all APs are actively transmitting

downlink traffic (but not uplink traffic). That is, we optimize the
following problem over �f ∈ K

M , which is denoted site-specific
SINR (SS-S) in the rest of this paper:

max
�f∈KM

{∑
l∈L

U(γl)| (9)

γl =
Scl,am

P i
cl

+
∑

n:fn=fm,n �=m Scl,an

∀l ∈ L

}
(10)

where am in (10) denotes the AP with which cl is associated,
P i

cl
denotes the background interference power that cl measures

(as described in Section II-C), γl denotes the SINR at user cl

[as shown in (10)], and Scl,am
denotes the average received

signal power from am to cl. Note that the objective in (9) is
not optimizing the “sum SINR,” since such an objective may
favor users that are closer to APs and may cause users that are
further away to suffer a low SINR. A fair SINR distribution can
be achieved if we optimize the sum of utility functions in (9),
where the utility function U(·) in (9) can be any function that
is concave, continuously differentiable, and strictly increasing.
For example, Mo and Walrand have proposed a class of utility
functions that capture different degrees of fairness parameter-
ized by q [20], i.e.,

U(γl) =
{

(1 − q)−1γ
(1−q)
l , if q �= 1

log γl, if q = 1
, γl ∈ (0,∞). (11)

This family of utility functions is concave, continuously differ-
entiable, and strictly increasing. Intuitively, as q increases, the
degree of fairness increases, but the sum SINR decreases. A
tradeoff between the sum SINR and fairness of the individual
SINR of users that are further away from a serving AP can be
observed. By increasing the degree of fairness, we imply that
users that are further from APs have a higher SINR (which is
needed to provide high throughputs to distant users). The work
in [20] shows that if q → ∞, the formulation in (9) becomes
a special case that achieves max–min fairness. At max–min
fairness, the degree of fairness is the highest; however, the
sum SINR is the lowest. Simulation results in Section V show
that q = 2 may be a good parameter to capture this tradeoff,
but this remains a topic for further research. Note that the
general form of the weighted interference function in (1) for our
measurement-based algorithms could also incorporate utility
functions such as those in (11).

As described in Section II, we assume that the APs and/or the
users in the controlled network periodically measure the back-
ground interference; hence, P i

cl
in (10) is known. We assume

that the central network controller has site-specific knowledge
and the locations of all APs and users, can predict signal power
for any pair of AP and user, and can compute Scl,an

for all
cl, an in the denominator of (10). Thus, all the quantities in the
optimization problem in (9) are known, yet measurement-based
algorithms (such as those presented in Section III) do not know
each individual component of Scl,an

in (10) and, thus, are not
able to directly solve (9). Because the optimization in (9) is a

Authorized licensed use limited to: University of Texas at Austin. Downloaded on February 25,2010 at 14:04:42 EST from IEEE Xplore.  Restrictions apply. 



2372 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 58, NO. 5, JUNE 2009

combinatorial problem, there is no fast algorithm (polynomial
time) that can solve (9). Therefore, we propose an efficient
heuristic in Section IV-C that can find the locally optimal solu-
tion of (9); simulations show that the algorithm in Section IV-C
outperforms the measurement-based algorithms in Section III,
as well as all other frequency allocation algorithms in [8]–[12].

B. SS-R Formulation

The formulation in (9) in Section IV-A strives to provide a
fair SINR across users. From the users’ perspective, however,
the throughput may be a better metric than the SINR for users’
performance. We now formulate another problem that aims at
providing a fair throughput across users, and this formulation
may be denoted site-specific rate (SS-R), i.e.,

max
�f∈KM

{∑
l∈L

U(χl)|χl =
rl(γl)
Lm

(12)

γl =
Scl,am

P i
cl

+
∑

n:fn=fm,n �=m Scl,an

∀l ∈ L

}

(13)

where Lm denotes the number of clients that are associated with
am, χl denotes the throughput of cl from am (cl is associated
with am), and rl(γl) denotes the long-term average data rate
that cl receives from am if cl is the only user associated
with am; rl depends on the SINR seen at user cl, i.e., γl, as
defined in (10). rl(γl) may also be viewed as the achievable
capacity between cl and am. We assume that the AP am evenly
distributes its resource (e.g., time) among its Lm users and
therefore has the denominator in (12). There are several ways
to model rl(γl); for example, we may use Shannon capacity

rl(γl) = log2(1 + γl) (14)

or an empirical model, e.g., such as introduced in [6] and [18],
to relate the throughput to the SINR, i.e.,

rl(γl) = Tmax

(
1 − e−Ae(γl−γ0)

)
(15)

where the three constants Tmax, Ae, and γ0 denote the peak
throughput, the slope of throughput variation, and the cutoff
SINR, respectively, as described in [6]. Note that the model
in (15) captures the downlink throughput of a client cl when
all other clients associated with the same AP are idle, and
the received SINR of this client cl is γl. In our simulation,
we use a time-division multiplexing model for medium access.
Hence, at any point of time, an AP is sending data to only one
client, and the SINR at this client can be computed by con-
sidering interference from all other APs on the same channel.
Hence, the model in (15) is valid, as long as we multiply the
throughput in (15) by the time fraction that the AP allocates to
client cl. It is known that the IEEE WLAN operates under a
carrier sense multiple access/collision avoidance (CSMA/CA)

algorithm, and the throughput of a WLAN network is actually
more complicated than the simple equation in (15); however,
the works in [6] and [18] have shown that the empirical model
in (15) can serve as a first-order approximation of WLAN
throughputs with high accuracy.

C. Local Optimization Algorithm for SS-S and SS-R

The optimization problems in (9) and (12) are combinatorial;
solving them exhaustively requires exponential computation
time (exponential in the number of APs). Hence, we present
an iterative local optimization procedure that yields rapid and
nearly optimal solutions of (9); the same procedure can also
solve (12). At the beginning of each iteration, a frequency
allocation �f is given, and at the end of the iteration, we find
a better frequency allocation �g that improves the objective in
(9); �f and �g may differ in several elements, which means that
the channels of several APs may change. During each iteration,
we do the following steps: First, we select an AP, e.g., am. We
find V − 1 other APs that produce the strongest interference
on am, assuming these V − 1 other APs and am are on the
same channel; for example, V = 7 implies that we find six
other APs that are in the vicinity of am so that they will
likely interfere with am’s clients the most. We try all possible
KV permutations of channels for these V APs while fixing
the channels at the other M − V APs. We can find the best
out of the KV permutations so that (9) is maximized and is
strictly larger than the value before this iteration; then, we
change the corresponding V elements in �f and thus form �g.
If these V APs have operated on the best channel allocation
before this iteration, we have �f = �g; in this case, another AP
(instead of am) and its V − 1 neighboring APs will be selected
to restart this iteration. This iterative algorithm runs until every
set of V neighboring APs reaches the best frequency allocation.
This iterative algorithm converges in a finite number of steps,
since the number of channel permutations is finite, and each
iteration strictly increases the objective in (9). In practice,
one may limit the number of iterations or specify a minimum
difference of weighted interference so that the iterations can be
finished in a reasonable amount of time (e.g., 1, 5, or 30 s).
We expect that the channel allocation found by this local opti-
mization algorithm will be close to the optimum if V is large
enough, since the exhaustive search can explore more possible
allocations with a larger V . Nevertheless, the simulations in
Section V show that this local optimization algorithm with
V = 7 outperforms all other algorithms [8]–[12].

The previously proposed algorithm solves the SS-S formu-
lation in (9) and the SS-R formulation in (12). When it is
applied to solve SS-S, we refer to the algorithm as the SS-S
algorithm; similarly, when the algorithm is used to maximize
the throughput (rate), we refer to it as the SS-R algorithm.

V. SIMULATION SETUP AND RESULTS

We shall begin by describing our simulation setup in
Section V-A. Then, in Section V-B, we present and discuss our
simulation results.
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Fig. 3. User throughput (in megabits per second) comparison in a setting with
APs on a uniform 10-by-10 layout, 400 users, and ten rogue RF interferers. Only
the 200 users with lower throughputs are shown.

A. Simulation Setup

No-Coord, Local-Coord, and Global-Coord, along with the
user-based weighted interference function in (2) and the
AP-based weighted interference function in (3), yield six algo-
rithms, namely, No-U, Lo-U, Gl-U, No-A, Lo-A, and Gl-A. The
algorithm in [11], denoted CF, has been shown to outperform
[8]–[10]. Hence, we compare our proposed algorithms (the
preceding six combinations, as well as SS-S and SS-R) against
CF and the algorithm in [12], which is denoted LC. We set the
number of orthogonal channels K to 3 to represent 802.11b/g;
other larger values of K produce very similar trends as to those
shown in Figs. 3–5, making our approach applicable to cellular
networks and 802.11a. We assume that each AP can source a
maximum of 54 Mb/s per the 802.11g standard. We consider
three network sizes, three levels of rogue interference, and two
network topologies, and thus have 18 combinations (3×3×2),
as shown in the x-axis of Fig. 4. For each of the 18 combina-
tions, we randomly generate ten independent cases and com-
pute the average. The three network sizes include a 4-by-4 AP
layout with 64 users, a 7-by-7 layout with 196 users, and a
10-by-10 layout with 400 users. Each AP may be associated
with a different number of users; the average number of users
for each AP is four for all three network sizes. We consider low,
medium, and high interference from rogue interferers, where
the ratios of the number of rogue interferers to the number
of APs are 10%, 40%, and 70%, respectively. We consider a
uniform topology, where APs are regularly located on corners
of hexagons with less than 5 m of random perturbation, as
illustrated in Fig. 6(a), and a nonuniform topology, where APs
are perturbed from the uniform layout by a random distance (up
to 25% of separation), as shown in Fig. 6(b). The separation
between adjacent APs is 240 m. The path loss exponent is set
to be 3. We set a constant transmit power of 10 mW for every
AP and client. The noise floor is set to be 10 dB above the ther-
mal noise to properly represent the RF environment [21]; the
thermal noise is modeled as kT0B, where k is the Boltzmann’s
constant (k = 1.38 × 10−23 J/K), T0 is the ambient room tem-

perature (typically taken as 300 K), and B is the equivalent
bandwidth of the measuring device (B = 30 MHz for the
bandwidth of IEEE 802.11b/g systems). We set the fairness
parameter q as 2.

B. Simulation Results and Discussions for Two Kinds of
Traffic Scenarios

We consider results for two traffic scenarios. In the first sce-
nario (Section V-B1), we present results for saturated downlink
networks, i.e., all APs are transmitting downlink traffic. Then,
in the second scenario (Section V-B2), we present results for
networks with both uplink and downlink traffic.

1) Downlink Only: Fig. 3 shows the users’ throughputs
(in ascending order) resulting from different algorithms for
100 controlled APs and 400 users with ten rogues. Note that
the algorithms yield very different throughputs for the first
200 users with lower throughputs but less different for the last
200 users; hence, we emphasize the first 200 users in Fig. 3;
more detailed results can be found in [17]. Other scenarios with
different numbers of APs, users, and rogue interferers yield
similar throughput trends, as in Fig. 3, and are therefore omitted
for the sake of brevity. Our proposed algorithms outperform the
best algorithms in the literature, i.e., LC and CF; particularly,
the site-specific knowledge-based algorithms have the best
performance. Fig. 3 shows that SS-S and SS-R outperform LC
by 16.8% and 13.1% in terms of the mean user throughput,
18.5% and 13.6% in terms of median, 97.6% and 87.1% in
terms of 25th percentile, 204% and 188% in terms of 20th
percentile, and 1180% and 1110% in terms of 15th percentile
user throughputs. Although Lo-U achieves lower throughputs
than SS-S or SS-R, yet Lo-U is the best measurement-based
algorithm, particularly good at uplifting throughputs for users
with low throughputs. Fig. 3 shows that Lo-U outperforms
LC by 12.9%, 14.3%, 81.4%, 168%, and 1010% in terms of
mean, 50th percentile, 25th percentile, 20th percentile, and 15th
percentile user throughputs, respectively.

In Fig. 3, SS-R yields the highest 5th and 3rd percentile
throughputs. Generally, SS-R sacrifices the users with higher
throughputs to improve the users with lower throughputs. Al-
though SS-R is worse than SS-S for users with high throughputs,
SS-R is still better than Lo-U, which is the best measurement-
based algorithm. Our algorithms yield enormous throughput
gains, particularly for users with low throughputs. Fig. 4 shows
the percentage of users with throughputs more than 512 kb/s
in various scenarios. In Fig. 4, our algorithms enable more
users to operate above 512 kb/s irrespective of the number of
APs and rogues; this trend is also true for other throughput
thresholds (other than 512 kb/s). Fig. 4 shows that SS-R and
SS-S accommodate up to 18.8% more users than LC or CF.

2) Both Downlink and Uplink: As described in the pre-
ceding discussion, we assumed all traffic was downlink and
optimized the frequency allocation for the most active case,
where all APs are transmitting downlink traffic. It is reasonable
to optimize frequency allocation for this most active case,
since in this case, frequency allocation is most crucial for
interference mitigation at each user. In this section, we examine
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Fig. 4. Percent of users that have throughputs higher than 512 kb/s. The x-axis represents the layout of controlled APs and the percentage of rogue APs compared
with the controlled APs. Nonuniform and uniform AP layouts are denoted “nu” and “u,” respectively.

Fig. 5. Fiftieth and 25th percentile user throughputs (50P and 25P), respec-
tively, including both downlink and uplink traffic, for 400 users on a 10-by-10
uniform AP layout with ten rogues. Vertical arrows and numbers beside the
arrows depict the gains of SS-S over LC in percent (some arrows are omitted
when the associated gains are relatively small).

the performance of the optimized frequency allocations in the
presence of both downlink and uplink traffic. It has been shown
in [22] that uplink and downlink capacities in multiple cells are
mutually coupled due to intercell interference, and no system-
level analytic model has been found to model activities of
multiple APs. In our next simulation, we consider that time is
slotted and propose an approximate probabilistic model where
APs independently choose one of the three possible activity
states at each time slot. An AP can be transmitting downlink
traffic, receiving uplink traffic, or idle, with probabilities pd,
pu, and pi = 1 − pd − pu, respectively. For any AP that is
transmitting downlink traffic or receiving uplink traffic at a
certain time slot, a user is randomly chosen (with a uniform
probability distribution) out of all the users associated with this
AP to be the recipient or the sender of the traffic. We fix the ratio
of pd to pu as 5:1 [6] and simulate five cases where pd + pu (the
probability that an AP is active) is 0.2, 0.4, . . ., 1.0, respectively.

We intend to see the effect of pd + pu on the performance of the
proposed algorithms. The assumption that the activity of each
AP is independent from the other APs simplifies the simulations
and provides a rule of thumb for the performance comparison.
Fig. 5 shows that our algorithms consistently yield throughput
gains (including both downlink and uplink) irrespective of the
probability of AP activity; particularly, the gains are high (up
to 71% for the 25th percentile throughput and 19% for the
median throughput) when APs are highly active (i.e., when the
network traffic load is heavy). In Fig. 5, we still see the same
trend as in Fig. 3 that SS-S and SS-R have the best performance
in providing high throughputs for users who suffer the lowest
throughputs.

VI. CONCLUSION

A central network controller with site-specific knowledge
can predict the path loss between any AP and client and there-
fore predict the impact of the SINR and throughput on every
AP and user when the channel of any AP is changed. This site-
specific knowledge leads to vast network improvements, which
we have demonstrated by using two site-specific algorithms
that can incorporate the importance of fairness across users.
Our proposed algorithms are particularly useful when the traffic
load of the network is high and APs are highly active. The
two algorithms, namely, SS-S and SS-R, are better in uplifting
the throughputs of users that suffer low throughputs when
particular utility functions are chosen. Judicious selection of
utility function is a topic of future research. We believe that site-
specific knowledge is also useful for other wireless communi-
cation problems in both cellular networks and WLANs, which
will be validated by ongoing and future work; for example,
the work in [23] uses site-specific knowledge to perform load
balancing in wireless networks.

When site-specific knowledge is not available, the proposed
measurement-based algorithms are good alternatives. Among
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Fig. 6. Frequency allocation examples for 49 APs on a 7-by-7 nonuniform
or uniform topology. Three kinds of objects (squares, stars, and circles) signify
three orthogonal frequency channels. Filled back objects denote 49 APs, hollow
objects denote 196 users; and double-layered objects with inner part filled with
black denote 20 rogues. The units of the x- and y-axes are meters.

the three measurement-based algorithms, Local-Coord is the
best in uplifting the throughputs of users that suffer low
throughputs. For Local-Coord, a scalable distributed proto-
col is given, and the convergence is proven; hence, Local-
Coord is our best measurement-based algorithm for frequency
allocation in wireless networks. If coordination among APs
cannot be realized as required in Local-Coord, No-Coord is
also a good option, since it does not require coordination
among APs. Although No-Coord is not guaranteed to con-
verge, simulations show that it converges in most cases and
has a comparable throughput gain as Local-Coord. We present
practical approaches to implement these measurement-based
algorithms.

APPENDIX

PROOFS OF THEOREMS III.1–III.3

Lemma A.1

Suppose two vectors �v = (v1, v2, . . . , vN ) and �v′ =
(v′

1, v
′
2, . . . , v

′
N ) differ in at least one element. Assume all

elements in �v are distinct and so are those in �v′. Let D denote
indexes where �v and �v′ differ, i.e., D = {i : vi �= v′

i}. Then, we
have �v � �v′ if maxi∈D vi > maxi∈D v′

i.
Proof sketch: We sort the elements of �v and �v′, respec-

tively, in descending order and compare their elements one
by one from the largest to the smallest. Then, the first dif-
ferent pair of elements between the two sorted vectors is
maxi∈D vi and maxi∈D v′

i, respectively. Since maxi∈D vi >

maxi∈D v′
i, we have �v � �v′ according to the definition of lex-

icographic order in Section III-E. A detailed proof is given
in [17]. �

Lemma A.2

Suppose am is a representative AP switching its channel
from k to k′ according to the Local-Coord condition in (5)
or Global-Coord condition in (6), and the channels of all the
other APs remain unchanged. Then, we have �α(�f) � �α(�f ′) for
Local-Coord or �β(�f) � �β(�f ′) for Global-Coord [�α(�f) defined
in (7) and �β(�f) defined in (8)].

Proof: If am switches from channel k to k′, only the
cells indexed by Hm,k,k′(�f) see changes in their weighted
interference. Note that the nth element of �α(�f) signifies the
weighted interference of Zn. Hence, the different elements
between �α(�f) and �α(�f ′) are those indexed by Hm,k,k′(�f).
According to Lemma A.1, it suffices to show that the maxi-
mum of these different elements in �α(�f) is greater than the
maximum of those in �α(�f ′), i.e., maxi∈Hm,k,k′ (�f) W i

fi
(�f) >

maxi∈Hm,k,k′ (�f) W i
f ′

i
(�f ′), which is equal to the Local-Coord

condition in (5). Hence, the proof for Local-Coord is done. The
proof for Global-Coord is similar and is omitted for the sake of
brevity (see [17] for the proof). �

Proof of Theorem III.1: We will first prove the convergence
of Local-Coord. We form a directed graph G with all possible
channel vectors �f as nodes (hence the number of nodes is
finite) and all channel adjustments that satisfy the Local-Coord
condition in (5) as edges, assuming only one AP switches its
channel at any point of time. We will show that this graph
is acyclic; then, since G is acyclic and finite, any initial node
will converge to a sink in a finite number of steps of channel
adjustments. Note that the lexicographic order possesses the
transitive property, that is, if �v � �v′ and �v′ � �v′′, then �v � �v′′

[24]. Suppose there exists a cycle on G, and �f0, �f1, �f2, . . . are
nodes on this cycle. As we travel through this cycle once, we
will see that �α(�f0) � �α(�f1) � �α(�f2) � · · · � �α(�f0) accord-
ing to Lemma A.2. This implies �α(�f0) � �α(�f0) according to
the transitive property, which is a contradiction since �α(�f0)
does not lexicographically dominate itself. Therefore, G is
acyclic, and the proof is done. The proof of Global-Coord is
the same as the preceding proof except that the edges of G are
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the channel adjustments satisfying the Global-Coord condition
in (6), and �α(·) is replaced with �β(·). �

Proof of Theorem III.2: Suppose No-Coord converges at a
frequency allocation �f , but �f is not a Nash equilibrium. Then,
there exists at least one AP, e.g., am, and one channel f ′

m (f ′
m �=

fm) so that am can switch from its current channel fm to f ′
m

to strictly decrease the weighted interference of Zm. Then, the
frequency allocation has not converged, since am can switch to
channel f ′

m according to the No-Coord condition in (4). This
proof is done by contradiction. �

Proof of Theorem III.3: Recall from the Proof of Lemma A.2
that �α(�f) differs from �α(�f ′) only in the elements indexed by
Hm,k,k′(�f). To prove that �α(�f ′) 	 �α(�f) holds with a probabil-
ity of 1, it suffices to show that

max
i∈Hm,k,k′ (�f)

W i
f ′

i
(�f ′) > max

i∈Hm,k,k′ (�f)
W i

fi
(�f) (16)

holds with a probability of 1, according to Lemma A.1. Since
Local-Coord converges at �f , no AP can move to a new channel
so that the Local-Coord condition in (5) is satisfied. Hence, for
every AP am (e.g., it is currently on channel k) and every new
channel k′ (k′ �= k), the converse of (5) holds. The inequality
in the converse of (5) holds with a probability of 1 according
to Assumption III.1 and is the same as (16); thus, the proof is
done. The proof for Global-Coord is similar and is omitted for
the sake of brevity (see [17] for the proof). �
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