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Abstract —We consider a wireless system consisting of a wire-
less wide area network (WAN) that cooperates with a set of wire-
less local network (WLAN) access points to serve a spatially dis-
tributed customer base. We assume that WAN and WLAN utilize
orthogonal, i.e. non-interfering technologies, and that users’ de-
vices are equipped with dual-mode interfaces which enable them
to communicate with both the WAN and the WLANs. We fo-
cus on the downlink and address the problem of optimal inter-
face selection (decision-making) in order to minimize the total
queueing backlog in the system. We start by considering an iso-
lated WAN cell and describe algorithms for centralized and dis-
tributed implementation for optimal decision-making. We show
via simulations that our proposed algorithms enable significant
performance gains over more natural strategies (based on prox-
imity) that we use as a benchmark for comparison. We then turn
to a multi-cell scenario, and show how one can modify decision-
making to factor in the other-cell-interference in the WAN. We
construct simulation examples that demonstrate the value of such
modifications for achieving better system performance.

I. I NTRODUCTION

In this paper we consider a wireless system that combines a wire-
less wide area network (WAN), engineered to provide uniform spa-
tial coverage, and a set of wireless local area networks (WLANs),
each with limited coverage and used to enhance throughput at local
“hotspots”. This is an example of a “hierarchical overlay”, a “multi-
tier”, or an “umbrella” network, with macro- and micro-cell levels
corresponding to the WAN and WLANs coverage areas respectively.
Such systems are likely to become increasingly pervasive in the fu-
ture, and each constituent network will be devised to meet its own
engineering design goals [1, 2]. The problem of efficient design of
such networks was previously addressed in the context of cellular
voice applications [3]–[6]. Emerging integrated 3G and WiFi net-
works [7]–[11] and dual-mode wireless devices [12] have also stim-
ulated research on how to design such systems to efficiently handle
data [13]–[15].

We will consider networks where WAN and WLANs use non-
overlapping portions of spectrum, users are spatially distributed and
have dual-mode wireless devices capable of communicating with
both WAN and WLANs. Users generate requests for data down-
loads, i.e. the traffic demand is asymmetric in that it assumes the
down-link traffic greatly exceeds that of the up-link. We assume that
requests from users not covered by any WLAN can only be routed
to the WAN, while there is flexibility in routing requests from users
covered bybothWAN and WLAN.

In such networks the design of users’ assignment strategies be-
tween the layers plays a crucial role [15]. The design depends in part
on the application at hand (e.g. we focus on data) and relates to other
system aspects, e.g. optimization objective, network capacity and al-

location of resources. The purpose of this study is to formulate and
evaluate centralized and distributedload balancingalgorithms which
enable such assignment decisions. The implementation of centralized
algorithms could be accomplished via a “tightly coupled” internet-
working solution [11], while the distributed version could be imple-
mented via software “agents” within individual dual-mode devices.

We will derive load-balancing decision metrics that tie together
the average physical channel rates available at users’ locations, prox-
imity to access points, utilization of resources and current demand for
particular services. The most important feature that distinguishes this
work from [14, 15] is how we incorporate interference at the WAN
layer as a factor biasing the load-balancing decisions. The model
that we develop here is applicable to systems where no power control
takes place on the downlink at the WAN layer: a key example of such
a system is Qualcomm’s 1XEV-DO [16]. In this 1XEV-DO model
users are served in a generalized processor-sharing fashion, and only
one user is served per time slot with full power allocated at the WAN
AP. Thus in such systems the larger the fraction of users routed to a
particular WAN AP, the larger the fraction of time that the WAN AP
has to be active on average. This in turn makes the WAN AP create
more interference to its neighboring WAN APs, and forces degrada-
tion in service quality seen by users served by neighboring WAN APs.
We show that load-balancing algorithms which factor such interfer-
ence at the WAN layer lead to improved performance, especially in
systems with spatially asymmetric loads.

Our methodology includes devising simple geometric models for
service zones of the WAN and WLAN APs these are presented in
Section II. Our objective will be to minimize the total queueing back-
log in a multi-cell heterogeneous wireless system, thus our modeling
approach involves some queueing analysis and approximations. In
Section III under the assumption that the other-cell interference at
the WAN layer is negligible we derive decision-metrics that can be
used as a basis for load-balancing algorithms. In Section IV we de-
scribe how one can correct the decision-metrics so as to incorporate
the “cost” of other-cell interference at the WAN. The corrected al-
gorithms perform equally well in scenarios with both significant and
small other-cell interference. We demonstrate this in Section V where
we report our simulation results.

II. T HE MODEL

Network geometry. In this section we introduce a simple geo-
metric model that captures the key features of spatial interactions be-
tween the WAN and WLANs. In our setup, there areM WAN andK
WLAN APs which are placed within a regionD of a plane. We will
assume that the locations of the WAN and WLAN APs are distinct
and denoted by{wm}M−1

m=0 , and{hk}K−1
k=0 respectively (see Figure 1).

In what follows, with some abuse of notation we will refer to the AP
located at pointx as “APx”.



�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������

�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������
�����������������������������������

�����
�����
�����
�����
�����
�����
�����
�����
�����

�����
�����
�����
�����
�����
�����
�����
�����
�����

���
���
���
���
���
���
���
���
���

���
���
���
���
���
���
���
���
���

�������������
�������������
�������������
�������������
�������������
�������������

�����������
�����������
�����������
�����������
�����������
�����������

	�	�	�	�	�	
	�	�	�	�	�	
	�	�	�	�	�	
	�	�	�	�	�	
	�	�	�	�	�	
	�	�	�	�	�	


�
�
�
�
�


�
�
�
�
�


�
�
�
�
�


�
�
�
�
�


�
�
�
�
�


�
�
�
�
�

�����������
�����������
�����������
�����������
�����������
�����������

�����������
�����������
�����������
�����������
�����������
�����������


�
�
�
�
�
�
�
�
�����������������

���
���
���
���
���
���
���
���
���

���
���
���
���
���
���
���
���
���

�������
�������
�������
�������
�������
�������

�������
�������
�������
�������
�������
�������

���

����

� �

����

Fig. 1: Example of defining WAN and WLAN service zones to ensure

Assumptions 1-3.

We denote bySw
m (Sh

k) the service zone of the WAN APwm

(WLAN AP hk), where the service zone of an AP is a set consisting
of spatial locations that the AP can serve. Note that in practice the
geometry of these zones would depend on the underlying technology.
Thus, for example, in an IS-95 system a mobile decides whether it be-
longs to the service zone of a particular AP by comparing the strength
of pilot signals in its vicinity. However, to simplify the derivation of
our load-balancing algorithms we will make the following assump-
tions:

Assumption 1. The WAN has uniform coverage, i.e.
SM−1

m=0 Sw
m = D.

Assumption 2. The service zones of distinct WAN (WLAN) APs are

disjoint, i.e.Sw
m1
∩Sw

m2
= /0 andSh

k1
∩Sh

k2
= /0, for m1 6= m2, andk1 6=

k2.

Assumption3. The service zone of any WLAN AP is fully contained
within a service zone of some WAN AP, i.e. for allk = 0,2, . . . ,K−1,
Sh

k ⊂ Sw
m, for somem, 0≤m≤M−1.

Assumption 1 is typically true when the WAN utilizes a portion
of licensed spectrum and APs use large enough powers for their
down-link transmissions. Assumption 2 is valid for scenarios where
WLANs are sufficiently spaced or when they operate using orthog-
onal spectra. It also holds for some current WAN technologies, but
would not be true for systems implementing a “soft handoff”. For
these systems a mobile “on the cell boundary” may be simultane-
ously served by several WAN APs, however Assumption 2 can still
be accepted as a reasonable, first order approximation. Finally, As-
sumption 3 is motivated by the fact that WAN and WLAN technolo-
gies operate at significantly different spatial coverage scales.

Traffic assumptions. We will concentrate on the so-called semi-
dynamic [17] scenario, where mobiles move slowly enough that one
can neglect the effect of handovers. Mobiles generate requests for file
transfers, that arrive at random spatial locations, and stay at these lo-
cations for the duration of the file transfer. The arrivals are modelled
by a stationary, possibly nonhomogeneous, spatial Poisson process,
i.e. the number of arrivals per unit time within disjoint spatial regions
are independent, and the number of arrivals per unit time for a re-
gion ∆S is Poisson distributed with parameter given by

R
y∈∆Sλ(y)dy.

We also let the file sizes associated with the requests be independent
and generally distributed with, possibly, spatially-dependent means,
denoted byf (y), for y∈ D.

Assumptions for service type at access points.Motivated
by the service mechanism used in current high data rate (HDR) [16]

systems, we shall postulate that APs serve queued requests in a
processor-sharingfashion and no request is blocked from service. In
our simulation models the time is divided into slots of duration 1.67
ms and within each slot a small portion of the requested file transfer
for a single user is realized. To derive our algorithms we will assume
that users with active requests are served in a round-robin fashion
which neglects the gains from multi-user diversity, exploited in HDR
protocol. This assumption, will greatly simplify our analysis and will
be relaxed when evaluating the proposed algorithms via simulation.

Data rates. Each time slot, the amount of data that is served to a
user depends on the instantaneous data rate, available at user’s loca-
tion. Note that there are two factors that limit this rate: the received
signal quality and the bandwidth of the backhaul that is provisioned
for the corresponding APs. Our numerical experiments have been
performed under the assumption that the backhaul at the WAN layer
can carry as much traffic as necessary, but the one at WLAN layer is
limited1. The instantaneous physical data rates at each location are
obtained based on the instantaneous value of the SINR via SINR-rate
correspondence table used in 1XEV-DO specification [16]. To find
signal strengths from various APs we use standard attenuation mod-
els which combine large scale path loss, slow (log-normal) and fast
(Rayleigh) fading components.

Decision-making and system objective. The central assump-
tion of this paper is that the requests arriving in regions covered by
both a WAN and a WLAN APs could be served by either. We will
denote byπ the decision-making control strategy, i.e. the rule that de-
termines to which AP an incoming request is routed. In general, the
strategyπ may depend on many factors that describe the system state,
i.e. current AP utilizations, physical data rates at various spatial lo-
cations, current number of requests served by APs, etc. In this paper
we will not attempt to study all possible decision-making strategies,
but confine ourselves to designing several which would be simple to
implement in practice.

The efficiency of strategyπ will be evaluated based on how well
it optimizes a certain system objective, given a stationary spatial load
of requests for file transfers. In this paper we will set the objective
Uπ

systemto be the total mean queueing backlog within the system:

Uπ
system=

M−1

∑
m=0

Eπ[Qw
m]+

K−1

∑
k=0
Eπ[Qh

k] , (1)

with the convention thatUπ
system= ∞ if the strategyπ results in un-

stable queueing dynamics. Note that whenever the system is stable
underπ, the optimization also corresponds (via Little’s law) to mini-
mizing the average delay experienced by a typical user in the system.

III. L OAD BALANCING IN INTERFERENCE-FREE
SCENARIOS

Let us start by formulating load-balancing algorithms for scenarios
where the other-cell interference at the WAN layer is small enough
that it can be neglected. By Assumption 3 two different requests that
arrive within the service zone of a WLAN AP can only be routed to
the WLAN AP or thesameWAN AP. When no other-cell interference
is present at both WAN and WLAN levels, the physical data rates
are only affected by fading. It follows thatπ is decomposable into
a collection{πm}M−1

0 of independent decision strategies operating
independently for requests originating withinSw

m, m = 0, . . . ,M− 1
respectively. We focus on designing eachπm separately, and without
loss of generality concentrate onπ0.

1For example, although WiFi access points can operate at physical rates
of over 10Mbps, it is rarely the case that the available backhaul bandwidth
exceeds 1Mbps: bachhaul capacity usually incurs high recurring costs.



Let K m denote the indices of WLAN APs that fall within the ser-
vice zoneSw

m. Taking into account the above discussion, the opti-
mization reduces to finding a decision strategyπ0 that minimizes the
objective:

Uπ0
0 = Eπ0[Nw

0 ]+ ∑
k∈K 0

Eπ0[Nh
k ] .

III.A C ENTRALIZED ADAPTIVE LOAD BALANCING

We first consider a family of strategies where incoming requests are
routed to APs in a probabilistic fashion. We will assume that the
decision-making entity is able to differentiate between a finite num-
ber of disjoint service classes, and associates the incoming requests
with a particular class based on the average physical data rates avail-
able at the requests’ locations. In other words, each request is asso-
ciated with a given class which in turn quantifies the mean rate that
the request can achieve to the WAN and WLAN. Our goal is to op-
timize system performance by selecting appropriate per-class routing
probabilities.

Let us denote bȳBw(x) the time average physical data rate avail-
able atx∈ Sw

0 from WAN AP w0. Similarly, letB̄h(x) denote the time
average of the physical data rate available atx∈ Sh

k, from WLAN AP
hk ∈ Sw

0 . Based on this pair of rates the request at locationx is as-
signed to one of the disjoint classes, which we will denote viaBi , for
i = 1, . . . , I . We will assume that the probability of routing a request
that belongs to classBi to the WAN AP w0 is given byPi and let
P≡ {Pi}I

i=1.
Using the results in [18], we may express the system objective in

terms of the vectorP as:

U0(P) =
ρw

0 (P)
1−ρw

0 (P)
+ ∑

k∈K 0

ρh
k(P)

1−ρh
k(P)

, (2)

where the utilizationρw
0 (P) of the WAN APw0 is given by:

ρw
0 (P) =

Z
y∈C̄0

γ(y)1(y∈ Bi)
B̄w(y)

dy+
I

∑
i

Pi

Z
y∈C0

γ(y)1(y∈ Bi)
B̄w(y)

dy, (3)

and the utilizationρh
k(P) of WLAN AP hk ∈ Sw

0 is given by:

ρh
k(P) =

I

∑
i
(1−Pi)

Z
y∈Sh

k

γ(y)1(y∈ Bi)
B̄h(y)

dy. (4)

In the above expressionsγ(y) ≡ f (y)λ(y), and we denote byC0 (C̄0)
the set of locations inSw

0 covered by some WLAN (not covered by
any WLAN), i.e. C0 ≡

S
k∈K 0

Sh
k (C̄0 ≡ Sw

0 \C0). Our optimization
problem is then given by:

Problem 1.

min{U0(P) | 0≤ P≤ 1}
The following proposition establishes a convexity property of our

cost function, as is the case for Jackson networks [19].

Proposition 1. Problem 1 is convex. The gradient elements ofU0(P)
are given by:

Gi ≡ ∂U0(P)
∂Pi

= Gw
i −Gh

i , (5)

where

Gw
i =

τw
i

(1−ρw
0 )2 , Gh

i = ∑
k∈K 0

τh
i (k)

(1−ρh
k)

2
, (6)

andτw
i , τh

i (k) are defined as:

τw
i =

Z
y∈C0

γ(y)1(y∈ Bi)
B̄w(y)

dy, τh
i (k) =

Z
y∈Sh

k

γ(y)1(y∈ Bi)
B̄h(y)

dy,

Since Problem 1 is convex, any version of a gradient descent
method could be used to obtain globally optimal per-class routing
probabilitiesP. For example we can adapt the routing probabilities
in a “greedy” fashion according to:

P(t +1) = P−α∇U0(t) , (7)

whereα > 0 is some appropriately chosen constant, and the gradient
∇U0(t) is as given in Proposition 1.

We can now describe an implementation of the centralized adap-
tive load-balancing algorithm based on gradient estimation. In our
implementation, WAN and WLAN APs are able to obtain initial es-
timates for the average physical data rates at locations of all incom-
ing requests. Such estimates could in practice be obtained for each
dual-mode device during initial session set-up and then maintained
throughout a session’s life-time. The incoming requests are first
routed to the central controllers, residing at each WAN AP, and the
controllers forward the request to either WAN or WLAN AP accord-
ing to the current value of the routing probabilities. The controller
at, e.g. WAN APw0 is able to communicate (via a wired connec-
tion) to all WLAN APs in its service regionSw

0 and thus maintains
a database that includes smoothed estimates for utilizations of the
WAN and WLAN APs withinSw

0 (equivalently, fraction of time each
AP is busy), estimates for the average data rates (at both WAN and
WLAN layers) for each active mobile in the system, and current val-
ues of the routing probabilities.

Whenever a request is forwarded to the controller, the information
on the average data rates is used to associate request with a particular
class of service. The size of fileF and the corresponding estimates
B̂w andB̂h of average physical data rates at WAN APw0 and WLAN
AP hk ∈ Sw

0 , associated with a request of classBi , are then used to
update the values ofτw

i andτh
i (k) – we simply keep a finite history of

the entries given byF/B̂w andF/B̂h and compute a running average
of these entries. Given estimates for utilization of the WAN APρw

0 ,
utilization of WLAN APs ρh

k, k ∈ K 0, estimates ofτw
i , τh

i (k), for
i = 1, . . . , I , k ∈ K 0, the controller atw0 updates the estimate of the
gradient via (5,6), and the values of per-class routing probabilities,
via (7).

III.B D ISTRIBUTED HEURISTIC FOR LOAD BALANCING

Implementation of the centralized controller requires tight coordina-
tion between the WAN and WLANs. In practice it is desirable not
to require such coordination: WAN and WLAN networks could be
operated by different providers and may not even be aware of each
other’s existence. To secure good performance for such networks,
the intelligence has to be moved to the dual-mode devices themselves
and implemented via software “agents”, which select suitable access
points with minimal feedback from WAN/WLAN APs. In this sub-
section we provide a particular design for such agents along with the
design of the APs’ feedback.

Unfortunately, the computation of gradients given via Proposi-
tion 1 is not amenable to distributed implementation. To overcome
this problem, we reformulate our optimization problem by switching
to more convenient variables. We partitionSw

0 into a large number
L of disjoint sets which we denote∆S1 ,∆S2 , . . . ,∆SL, containing a
representative locationy1 ,y2 , . . . ,yL respectively. Note that whenL
is sufficiently large, one can approximate, fory∈ ∆Si : γ(y) = γ(yi),
B̄w(y) = B̄w(yi), andB̄h(y) = B̄h(yi).

Let us assume that requests emerging at locationy∈ Si are routed
to the WAN with probabilitypi and denote byp the vector{pi}L

i=1.
Then we obtain the following representation of the system objective



as a function of the vectorp:

U0(p) =
ρw

0 (p)
1−ρw

0 (p)
+ ∑

k∈K 0

ρh
k(p)

1−ρh
k(p)

,

where

ρw
0 (p) =

L

∑
i=1

γi |∆Si |pi

B̄w(yi)

ρh
k(p) =

L

∑
i=1

1(yi ∈ Sh
k)

γi |∆Si |(1− pi)
B̄h(yi)

,

and |∆Si | denotes the area of∆Si . The corresponding optimization
problem is similar Problem 1, but withU0(p) in place ofU0(P):

Problem 2.

min{U0(p)| 0≤ p≤ 1} .

We also can state an analogue of Proposition 1 as follows:

Proposition 2. Problem 2 is convex. The gradient elements ofU0(p)
are given as:

∂U0(p)
∂pi

= γi |∆Si |
(

Gw
i −Gh

i

)
, (8)

where

Gw
i =

1
B̄w(yi)(1−ρw

0 )2 ,

Gh
i = ∑

k∈K 0

1(yi ∈ Sh
k)

B̄h(yi)(1−ρh
k)

2
. (9)

Based on Proposition 2 we suggest the following decision-making
strategy. As before, prior to generating requests, each dual-mode de-
vice has to establish a connection with the APs it can access. Dur-
ing initial session setup and within the session lifetime, the devices
maintain information about the average physical data rates that are
available for communication with nearby APs. Prior to requesting a
file download from one of the APs, a device at locationyi ∈ Sw

0 ∩Sh
k

asks both WAN APw0 and WLAN APhk to signal their current mea-
sured utilizationsρw

0 andρh
k. The device then computes an estimate

Ĝw
i andĜh

i via (9) using the estimates for the respective utilizations
and average physical data rates. It forwards the download request to
the WAN APw0 if Ĝw

i − Ĝh
i < 0 and addresses the request to WLAN

AP hk otherwise.
The proposed approach is based on the observation that the routing

probability pi has to be decreased if the derivative∂U0(p)
∂pi

is positive.
By imposing “hard” decisions on the agents we diminish the per unit
time average of the number of requests incoming to the WAN AP
from the set of locations around∆S(yi). Note that, strictly speaking,
decisions that agents make are no longer probabilistic and thus, the
analysis based on the assumption that arrivals to APs follow Poisson
processes no longer holds.

IV. I NTERFERENCE-AWARE LOAD BALANCING

In this section we return to a more general case, in which the WAN
service rate at each location depends on the current set of active WAN
APs. The queueing dynamics can thus be represented by that of
multi-class processor sharing queues, where the service rates at each
queue vary over time as governed by the activity state of other queues.
Rigorous analysis of such queueing systems is a hard task and the
analysis is barely tractable even for two single class queues [20, 21].

Thus, we will adopt the approach introduced in [22] that relies heav-
ily on approximations.

The following is a list of additional simplifying assumptions that
we make in order to derive interference-aware load balancing algo-
rithms. We will use notationAπ(t) to refer to the stochastic process
which captures the set of WAN APs active at timet under control
strategyπ.

Assumption 4. We consider a set of decision-making strategiesΠ
such that for anyπ ∈ Π, the stochastic processAπ(t) is stationary
and ergodic, and has same marginal distribution asAπ.

Assumption 5. The system operates in a quasi-stationary regime,
i.e. the queueing dynamics within the service zone of each WAN AP
are much faster than the changes in the set of active WAN APs.

Assumption 6. The service rates at WAN APwm are affected only
by the activity pattern of the setN m of WAN APs that are immediate
neighbors ofwm, i.e. the ones that share service zone boundaries
with wm.

In what follows with some abuse of notation, we will useAπ
m(t) =

Aπ ∩N m to refer to the set of WAN APs that are immediate neigh-
bors towm and, for fixed controlπ are active at timet (correspond-
ingly, we will also useAπ

m to refer to the random set that has the same
stationary distribution asAπ

m(t)).
Using Assumptions 4-6 we can readily obtain the mean number of

transfers in progress at WAN APwm

Eπ[Nw
m] = EAπ

m

[
ρw

m(π,Aπ
m)

1−ρw
m(π,Aπ

m)

]
,

whereρw
m(π,Aπ

m) is the utilization of WAN APwm under decision-
making strategyπ when the set of active neighboring WAN APs is
given byAπ

m and we usedEAπ
m
[·] to denote the expectation with re-

spect to the distribution ofAπ
m. Using the notation introduced in Sec-

tion B, a policyπ corresponds to routing vectorp and we can express
ρw

0 (p,F ) as:

ρw
0 (p,F ) =

L

∑
i=1

γi |∆Si |pi

B̄w
F (yi)

whereB̄w
F (y) denotes the average WAN physical data rate available

at locationy when the set of active WAN APs isF .

Assumption 7. Decision-making policiesπm are adjusted indepen-
dently for differentm= 0, . . . ,M−1 so as to minimize “partial” sys-
tem objectives̃Um(π):

Ũm(π) = Eπ[Nw
m]+ ∑

k∈K m

Eπ[Nh
k ]+Cw

IF ∑
n∈N m

Eπ[Nw
n ] ,

whereCw
IF > 0.

The last preliminary step that we take is making assumptions that
allow us to describe the actual changes that occur within the system
due to small variations of a single component of vectorπ, sayπ0.
Note that form∈N 0 we can expressEπ[Nw

m] as:

Eπ[Nw
m] =

(
Aπ

0EAπ
m
[Nw

m | w0 is busy]

+(1−Aπ
0)EAπ

m
[Nw

m | w0 is silent]
)

, (10)

whereAπ
0 is the probability of WAN APw0 to be active under strategy

π. We will make another key assumption, under which we will con-
sider the effect onEπ[Nw

m] associated with the change of distribution



Aπ
m onEπ[Nw

m], occurring due to a change inπ0, to be negligible, in
comparison to the effect on the same quantity of the change in activ-
ity probabilitiesA0(π) induced by the change inπ0. Expressing this
mathematically we have:

Assumption 8.

δπ0Eπ[Nw
m] =

(EAπ
m
[Nw

m | w0 is busy]

−EAπ
m
[Nw

m | w0 is silent]
)

δπ0Aπ
0

+o(δπ0Aπ
0) ,

whereδπ0F is a first variation ofF due to the variation inπ0. In
addition, assume that

δπmAπ
m≡ δπm

(EAπ
m
[ρw

m(π,Aπ
m)]

)
= EAπ

m
[δπmρw

m(π,Aπ
m)]

Correction term in distributed estimation of the gradient.
We will derive the correction to load-balancing algorithm for the case
of distributed implementation (it can be done similarly for the cen-
tralized version of the algorithm). Under Assumptions 4-8 we can
concentrate on decision-making within a particular service zone, and
we choose to focus onSw

0 , as before.
Using Assumption 8 the convexity of the functioñU0(p) with re-

spect to the vectorp could be established, however due to our other
assumptions it might be expected to hold only “approximately” in re-
ality. The elements of the gradient of the partial objective can now be
expressed as:

G̃i ≡ ∂Ũ0

∂pi
= γ(yi)∆Si

(
G̃w

i −Gh
i

)
,

whereGh
i is the same as in (9), and̃Gw

i includes a correction term,
which involves “cost of interference” caused to neighboring cells:

G̃w
i = EA0

[
1

B̄w
A0

(yi)(1−ρw
0 (p,A0))2

]

+CIFEA0

[
1

B̄w
A 0

(yi)

]
∑

m∈N0

(
EAm

[Nw
m | w0 is busy]

−EAm
[Nw

m | w0 is silent]
)

The interference-aware decision-making algorithms are the same as
we described in Section B, except that an agent aty∈ ∆Si selects to
join the WAN or WLAN AP via comparingG̃w

i with Gh
i . To enable

the computation of̃Gw
i the WAN access points have to be involved

in a more complex coordination between their neighboring APs: the
WAN APs neighboring tow0 have to maintain the estimates of the
averagesEAm

[Nw
m | w0 is busy] andEAm

[Nw
m | w0 is silent] and signal

them tow0 over some dedicated wireline or wireless channel. The
estimation of expectationsEAm

[·] can be done in a straightforward
way by maintaining a finite history of measurements for respective
quantities.

V. SIMULATIONS

For most of our simulation experiments we found that distributed
decision-making strategy performs either as well or even better than
the centralized one. Figure 3 we illustrates this by comparing the
performance of centralized and distributed load-balancing strategies
for a scenario with homogeneous Poisson load and geometric setup
shown on Figure 2. The mean delay seen by a typical request is plot-
ted vs the backhaul bandwidth, available at each WLAN. To provide
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Fig. 2: Geometric setup: WAN APs shown as boxes and WLAN APs are

shown as triangles. The power levels at WLANs are sufficient to cover their

service zones represented by corresponding Voronoi cells.
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Fig. 3: Performance of interference-unaware load balancing algorithms

under symmetric loads, compared to performance of proximity-based routing

strategy.

a benchmark, we also use a simple and more natural (at least in cur-
rent applications) proximity-based routing strategy, under which all
requests that emerge within a service zone of a WLAN are simply
routed to the corresponding WLAN AP.

The good performance of distributed algorithm can in part be at-
tributed to the fact that it does not require estimation of current traffic
demands at various locations, or on a per-class basis as has to be done
for centralized implementation when estimating the quantitiesτw

i and
τw

i (k). The imprecision of these quantities contributes to errors in
estimating of gradient of the objective.

Our second experiment models an asymmetric traffic scenario, in
which the aggregate load withinSw

0 , (service zone of WAN AP at the
center of Figure 2) greatly exceeds the load for the adjacent WAN
service zones. To create even more load asymmetry, for this exper-
iment we assume that WLANs falling within the WAN service zone
Sw

0 (at the center of Figure 2) areshut off, in which case the WAN AP
w0 has to serve all requests emerging withinSw

0 . The power levels
used at WAN APs are large enough to ensure “interference-limited”
regime of operation.

Figure 4 shows simulation results for this scenario where we vary
the file arrival rate within the service zone of the WAN AP in the cen-
ter, keeping the load on adjacent WAN AP service zones fixed. The
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Fig. 4: Mean delay increase over interference-unaware distributed

decision-making for other decision-making strategies, under asymmetric

loads.

results are interesting in that they demonstrate how the proximity-
based strategy, which is probably the worst possible decision-making
strategy under low utilizations, becomes desirable with increased
load at the central WAN cell. The key to understanding the seem-
ingly unexpected outcome of the experiment is to note that the other-
cell interference affects mostly the WAN AP at the center, especially
when it approaches its service capacity when load on it increases. The
interference unaware algorithms do not however, stimulate adjacent
service zones to route more requests to WLANs in order to reduce
utilizations of WAN APs and to reduce interference on the WAN ser-
vice zone at the center.

The “partial” objectives used in our formulation of the
interference-aware algorithms use the current queue lengths at all
neighboring WAN APs to signal their congestion. Including these
signals is equivalent to inducing a bias on the system that forces more
requests to be routed towards WLANs when the whole system can
benefit from it. Note that the value of this bias can be controlled
via tuning the constantCIF . We illustrate this tuning in Figure 4 by
showing performance for differentCIF .

Note that with properly “tuned” interference-aware decision-
making it is possible to achieve both the gains of distributed load-
balancing under light loads and proximity-based routing, for heavy
asymmetric loads. Good performance of interference-aware strate-
gies has been verified also in other experiments which we do not
describe due to space considerations. The gains from employing
interference-aware policies, however, depend on environmental prop-
agation characteristics, degree of load asymmetry and particular ca-
pacities available at various access points in the system.

VI. CONCLUSION

In this paper we presented some new results on achieving load-
balancing among heterogeneous wireless systems that include a com-
bination of WAN and a set of WLANs. Under the assumption
that the access points serve the incoming download requests in a
processor-sharing fashion, we formulate and evaluate centralized and
distributed decision-making routing schemes that enable significant
performance gains. The major contribution of this paper is explicit
incorporation of other-cell interference as a factor affecting load-
balancing decisions and exhibiting scenarios in which interference-
aware algorithms achieve significant performance gains.
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