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In this thesis we study how wireless medium access control (MAC) protocols
can be used to conserve energy in wireless portable communication systems. We
start by evaluating protocols for centrally controlled networks separately evaluating
the protocols used in the management of the exchange of data from those used by
nodes to announce to the central controller that they have data to exchange. In the
former, we compare different methods of scheduling, methods to announce schedules,
and methods to recover from errors. In the latter, we compare various random access
and polling techniques. We conclude that there are two significant energy conserving
objectives. First, the primary goal of MAC protocols should be to put nodes not par-
ticipating in data exchanges into alow energy state. Second, information that enables
these nodes to enter these states must be made available to them as soon as they can
use it. We then consider energy consumption in ad hoc networks. The objectives
identified for centrally controlled networks are applicable but are not easily applied

because most ad hoc MAC protocols rely on temporally random access techniques.
Vi



Asaresult, we created anew MAC protocol called Synchronous Collision Resolution
(SCR). SCR assumes nodes are synchronized and thus can contend simultaneously.
A collision resolution signaling mechanism is used to resolve contentions and re-
guest-to-send and clear-to-send exchanges are used to guard against hidden nodes.
SCR has many other enhanced capabilities. In particular, the protocol includes a
novel priority access scheme and a cooperative signaling approach to robustly support
mutlihop stream based services. The proposed mechanisms for resolving contention
are especially effective at identifying a spatialy distributed set of transmitting nodes
that can exchange data simultaneously. We show through analysis and simulation
that the protocol is stable to spatial loads exceeding 40%, avoids congestion collapse,
and has spatial capacity exceeding 60%. Moreover, we show that next hop routing
strategies and the use of spread spectrum coding can more than double these perform-
ance measures. We conclude by arguing that the network can easily adapt to conges-
tion (high load and/or node density) by varying the transmission power used during
the contention process. Overall, SCR achieves performance levelsin ad hoc networks

that have heretofore only been possible for centrally controlled networks.
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Chapter 1

| ntroduction

Minimizing energy consumption is a mgor concern in the design of wireless
portable communication systems. Techniques for reducing energy consumption have
penetrated all levels of the design hierarchy, including the algorithmic and architec-
tural levels down to specific circuits and technologies. The objective of the research
reported in this dissertation was to study how coordination among transmitters and
receivers and knowledge of the state of the network could be used to reduce energy
consumption. Specifically, we have provided a collection of energy conserving pro-
tocol options that designers of single channel wireless data networks can choose from
in creating a network suitable for their applications. We also introduce a novel access
protocol for ad hoc networks that was created to conserve energy but has many addi-
tional characteristics that make it very effective at achieving other ad hoc networking
goals. The dissertation follows the order in which the research was conducted. It
starts with an overview of the mechanisms available to protocols to conserve energy.
It then looks at the use of these mechanisms first in centrally controlled networks and
then in ad hoc networks.

Chapter 2 presents basic energy conserving mechanisms that protocols can

employ. It describes how they conserve energy, reviews current research and pro-
1



posed methods to use them, and, finally, proposes a hierarchy of which mechanisms
offer the greatest potential to conserve energy. We claim that protocols should first
attempt to use low energy transceiver states to conserve energy, then reduce over-
head, leverage the use of nodes that do not need to conserve energy to the benefit of
those that do, and finally attempt to use low energy routes.

In Chapters 3 and 4 we consider protocols that are used with centrally con-
trolled networks. We assume in both chapters that centrally controlled networks al-
ternate between two periods. In the first period, called the contention period (CP),
nodes of the network contend to gain access to coordinate their transmission with the
centrally controlling node called a point coordinator (PC). In the second period,
called the contention free period (CFP), the PC manages the exchange of traffic
amongst the nodes of the network. Chapter 3 presents our exploration of how a PC
can best manage data exchange in the CFP to conserve energy. The primary mecha-
nism we consider in conserving energy is the use of low energy states. The goal isto
put all nodes not involved in a transmission into a doze state. However, in doing so,
one must tradeoff the energy cost of coordinating dozing with the energy savings of
putting nodes to sleep. In this chapter, we define three aternative directory protocols
that may be used by the PC to coordinate the transmission of data and the dozing of
nodes. We attempt to optimize their performance by using scheduling and protocol
parameter tuning. In addition, we consider the impact of errors and error recovery
methods on energy consumption. Although one can argue that carefully scheduling
transmissions will improve performance, ultimately, appropriately tuning protocols
reduces scheduling’s significance. In most cases, scheduling transmissions between
the same nodes contiguously and ordering such transmissions shortest processing
time first results in good performance. However, the ability of our protocols to con-

serve energy is highly dependent on 1) network size, 2) traffic type (e.g. down/uplink,



and peer-to-peer) and 3) channel bit error rate. In particular, we show that when pro-
tocols are faced with packet errors, more elaborate schemes to coordinate the dozing
of nodes can pay-off. Our simulations show that while energy savings can vary by a
factor of 10 over the class of protocols we considered, throughput varies by less than
20%. We find that the single most important factor in conserving energy is ensuring
that nodes that can doze do so. This involves insuring that they receive information
on when to doze as soon as they can useit.

In Chapter 4 we look at the how protocols should be designed for the conten-
tion period. In this chapter we propose and eval uate seven protocols that may be used
by a PC to grant access while supporting energy conservation. We consider both ran-
dom access protocols (i.e. p-Persistent Slotted Aloha, Time Slotted p-Persistent Car-
rier Sense Multiple Access, Elimination Yield Non-Preemptive Multiple Access, and
Modified Random Addressing Protocol) and various polling protocols. We define
and model each of these protocols, provide an optimization strategy to select opera-
tional parameters, and finally compare the protocols using numerical analysis. Our
comparisons consider energy consumption, throughput, and their stability in changing
loads. We find that on account of the short access packets used in the contention pe-
riods which allow many access attempts to be made in a short period of time, polling
protocols are very attractive. Their very predictable nature isideal for energy conser-
vation since nodes can know exactly when they can doze and since the access packets
are short, their normal shortcoming of throughput is not so significant. Polling
achieves the least energy consumption and adapts best to changing loads. Addition-
aly, the polling protocols are least affected by hidden node effects. For low load
conditions some of the random access protocols offer exceptional performance. We
note, however, that the scale of the energy that can be conserved during this period is

not as large as that which can be conserved during the CFP since nodes that do not



plan to contend can already doze throughout the CP without any assistance from the
protocol and since the packets that are used are small. We aso note that when using a
polling protocol athird access period is required to allow new nodes to associate with
the network. For these reasons one of the random access protocols may still be best
for the application. Of the random access protocols, simple slotted aloha provides the
best energy conserving performance.

Our efforts to find the best methods to first manage the scheduling and trans-
mission of traffic in Chapter 3 and of gaining access in Chapter 4 for centrally con-
trolled networks drive home two points. First, the primary goal is to put nodes not
participating in data exchanges into a low energy state. Second, that to best put idle
nodes into low energy states, information that enables these nodes to enter these states
must be made available to them as soon as they can use it. Unfortunately, neither of
these lessons are easily applied to the access protocols that are most often used for ad
hoc networks since they are based on temporal randomness. (i.e. Access is gained
since contending nodes attempt to gain access at different times that are randomly
selected.) This randomness makes it difficult to predict which nodes need to be
awake at any particular time. Energy conserving techniques that exist for these type
of access protocols risk lower performance. Their optimization requires considera-
tion of past traffic patterns to predict the viability of entering a low energy state.
Stated another way, optimization of these protocols is highly dependent on whether
past traffic patterns are a good indication of what will occur in the future. Since such
a study departs from the goal of identifying the best mechanisms within protocols to
conserve energy we decided to create a new protocol that offers the predictability that
enables the main lessons of Chapter 3 and 4 to be applied to an ad hoc network.

In Chapter 5 we present our new protocol which we call Synchronous Colli-

sion Resolution (SCR). SCR still allows statistical multiplexing but is not temporally

4



random. It assumes nodes are synchronized. Thus, nodes contend simultaneously for
channel access. SCR uses a collision resolution signaling mechanism that is better
than 98% effective at yielding a successful contender per contention within a given
gpatial area. This signaling is followed by request-to-send (RTS) and clear-to-send
(CTS) exchanges to guard against hidden nodes. We prove that this exchange elimi-
nates collisions in subsequent data exchanges. The synchronous nature of SCR pro-
vides the predictability that enables both of the energy conserving lessons of Chapters
3 and 4 to be applied. Nodes know exactly when contentions occur and when data is
transmitted. Thus, nodes can enter a low energy state whenever they are not partici-
pating in a data exchange when one is scheduled. Since they know when contentions
occur they know exactly when they can determine if they will be participating in a
data exchange.

Perhaps of even greater significance are the other performance characteristics
of SCR. The synchronous nature of SCR enables quality of service (QoS) differentia-
tion. In particular, the protocol includes a novel priority access scheme and a coop-
erative signaling approach to robustly support mutlihop connection oriented services.
The proposed mechanisms for resolving contention are especially effective at identi-
fying a spatially distributed set of transmitting nodes that can exchange data simulta-
neously. We show through analysis and simulation that the protocol is stable to
gpatial loads exceeding 40%, avoids congestion collapse, and has spatial capacity ex-
ceeding 60%.

In Chapter 6 we extend our investigation of SCR to determine how its capac-
ity can be improved. We consider two approaches, the use of next hop routing strate-
gies and the use of spread spectrum (SS) coding. We show that next hop routing
strategies more than double the range of the load for which the network remains sta-

ble and similarly more than double the spatial capacity. We show that when SS cod-



ing is used together with SCR the spatial capacity of SCR can also be more than dou-
bled. The structured nature of SCR makes the solutions to the typical problems asso-
ciated with using SS codes in distributed networks, assigning codes and knowing
which codes to use when, trivial. It allows the use of separate codes for peer-to-peer
traffic versus broadcast traffic without confusion as to which will be used. The
mechanisms SCR uses for resolving contentions also prove to resolve a third chal-
lenge in using SS codes, distributing source destination pairs to reduce interference.
We show through analysis and simulation that the combined use of these protocolsis
stable to spatial loads up to 1 arrival per transmission area per transmission slot,
avoids congestion collapse, and has spatial capacity exceeding 1.2 transmission per
transmission area. We also demonstrate through simulation that even in highly dy-
namic environments where there are fewer codes than there are nodes within range of
each transmitter that the protocol remains effective. SCR and SS coding are perfectly
complementary protocols that yield unprecedented performance in ad hoc networks.
We conclude by arguing that the network can easily adapt to congestion (high load
and/or node density) by varying the transmission power used during the contention
process. Overal, SCR achieves performance levels in ad hoc networks that have
heretofore only been possible for centrally controlled networks.

SCR has additiona performance benefits. Although not included in this dis-
sertation we have shown that all the energy conservation techniques described in
Chapter 2 can be integrated with a routing protocol on account of the characteristics
of SCR.!

This dissertation provides a comprehensive treatment of energy conservation
techniques that are used in access and routing protocols but its most significant con-

tribution is the introduction of a new protocol for ad hoc networking. This protocol,

! This research has not been published yet.



SCR, not only supports energy conservation but also results in great improvementsin
gpatial capacity and is the first random access protocol for ad hoc networks that en-
ables the creation of stream based connections. SCR is a very robust protocol that

remains highly effective even in highly congested networks.



Chapter 2

Energy Conservation M echanisms

2.1 Introduction

There are four potential sets of mechanisms that can be used to reduce energy
consumption.

1. The first set of mechanisms attempts to reduce power by helping individual ter-
minals to enter low energy states. For example, reducing the time terminals spend
monitoring traffic. Terminals do not need to monitor all traffic. Processing traf-
fic that is inconsequential to aterminal is wasteful. The objective of this mecha
nism isto alow mobile terminals to turn themselves off when not needed for data
transmission. Other intermediate low energy states may also be used depending

on the capabilities of the node.

2. The second set of mechanisms attempts to reduce energy consumption by routing
traffic through the network. The power of areceived signal is a power law func-
tion of the distance the receiver is separated from the transmitter. As a result,
transmission across multiple hops along the same distance or even higher distance
can consume less energy than the single hop transmission. The objective of these

mechanisms is to find the optimum energy conserving route that meets delay con-



straints. Inherent in this analysis is defining an algorithm that considers energy

consumption in choosing routes.

3. The third method involves the judicious use of member nodes of the network.
Nodes that are not energy constrained or have large energy reserves can be lever-
aged to haul a greater portion of the network traffic or to perform more of the
network’ s administrative tasks so energy constrained nodes can survive in the net-

work longer.
4. The fourth method is to decrease the overhead to payload ratio.

In this chapter we look more closely at the potential these mechanisms have to
conserve energy and review current efforts to employ them in existing and proposed
protocols. Sections 2.2 through 2.5 each cover one of the first three mechanisms
listed above. In Section 2.6 we briefly discuss the hierarchy of the energy conserving

mechanisms. Section 2.7 concludes the chapter.
2.2 Conserving Energy Using Low Energy Transceiver States

2.2.1 Transceiver States

Energy consumption in atransceiver is hardware dependent. Generally, three
energy consumption states are defined: transmitting, receiving, and dozing. Table 2.1
presents the energy consumption rates in these three states for some commercia and

experimental transceivers. Except when transmitting the default state is receiving.?

2 Some papers only account for energy consumed when data is transmitted ignoring energy consumed
during idle periods evidently assuming the doze state is default except during data transmission. This
assumption results in analysis that over emphasizes the energy cost of overhead and the selection of
protocols that forfeit the opportunity to conserve energy during idle periods. Energy consumption dur-
ing idle periods while in the receive state is empirically confirmed in [126], [8], and [9].
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RADIO TRANSMIT | RECEIVE | STAND-BY/
DOZE
Lucent WaveLAN/IEEE Turbo 11 Mb Card [1] 285mA 185mA 9mA
RoamAbout 915 MHz DS/1SA [2] 600mA 300mA 36mA
RoamAbout 2.4 GHz DSISA [2] 365mA 315mA 30mA
RoamAbout 2.4 GHz FH/ISA [2] 325mA 185mA 5mA
2.7V GSM RF Transceiver [3] 31mA 42mA 1pA
Nokia C020/C021 Wireless LAN Card [4] 17w 13w 0.2/0.2W
Aironet PC4800B In-Building Client Adapter [5] 350mA 250mA <10mA

Table 2.1: Digital Radio Power States

MAC protocols conserve energy by either reducing transmission time required for
data exchanges or, more significantly, by assisting terminals to enter a low energy
doze state where the terminals neither transmit nor receive data.

An important issue in designing protocols that assist nodes to enter alow en-
ergy state is the time it takes for transceivers to enter and then to leave the state. Al-
though protocols like the IEEE 802.11 wireless LAN standard [6] and HIPERLAN
[7] specify the transition times between the transmit and receive states, 6 and 5 psec
respectively, they do not specify the transition times between these states and the
doze state. A transition time of 100ms was empiricaly identified in [8] for an earlier
model 802.11 LAN card. With this sort of delay there is little motivation to enter the
low energy state unless the node is likely to doze for an extended period of time. Ad-
ditional concerns for determining a general design for energy conserving techniques
is that whatever transition times can be achieved they may not scale well with data
transmission rates.

In this work we have assumed that transition times to low energy states are
comparable to those between the transmit and the receive states. We believe that pro-
tocol design based on this assumption is more general. Long term dozing techniques
are not compromised by this assumption. |f transition rates cannot be improved for

entering the doze state then these long transition times would motivate the creation of
10



additional low energy states that do not conserve as much energy but can be entered
and left more quickly. For example, the empirical resultsin [9] indicate that such a
state is present in the WaveL AN 802.11 card when it discards a packet that another
node is transmitting. The energy used in this state is about 25% less than that con-
sumed in the standard recelve mode. So protocols that effectively assist nodes to
identify opportunities to enter low energy states for any length of time are the general

solution to using low energy states to conserve energy.

2.2.2 Mechanismsfor Centrally Controlled Networks

Centrally controlled networks leverage the relative omniscience of the base
station or point coordinator (PC) and allow it to schedule the activities of nodes.
Through the announcement of these schedules, nodes learn when they can doze.
These networks alternate between periods where the PC learns of the pending traffic
in the network and periods where it manages its exchange. There are two versions,
one where the network uses two types of periods and one where it uses three types.

In the two period version, the network alternates between a contention period
(CP) and a contention free period (CFP). Nodes that want access to the network to
send packets in the CFP contend in the CP and inform the PC of their intent. The PC
takes the information in their request and then schedules their transmissions in a sub-
sequent CFP. The PCs conserve energy in the manner they announce and schedule
transmissions during the CFP. The PC provides information at the beginning of the
CFP that informs nodes whether they can doze. The 802.11 MAC uses a device
called a traffic indication map (TIM). This is nothing more than a bitmap where
every node in the network is assigned a bit. When a node’s bit is set it is an indica-
tion that that node will participate in a data exchange in the current CFP. So, at the
beginning of the CFP, the PC transmits the bitmap and nodes whose bits are not set
may doze throughout the CFP. Another similar approach has the PC announcing the

11



entire transmission schedule. With this greater quantity of detail, nodes can deter-
mine the exact times they must be awake. We compare these aternatives as well as
some hybrid techniques of the same type in Chapter 3.

In the three period version, the network alternates between a polling period
and a CFP and then at a longer period adds a CP for new nodes to associate with the
network. The energy conserving medium access control protocol (ECMAC) is an
example of this type of protocol [10-13]. The advantage of this approach is that poll-
ing is amore energy efficient way for PCs to learn of the pending traffic at the nodes
it controls. Polling can be scheduled so nodes with traffic to send need only be awake
during their scheduled poll. Currently, this is the only technique that has been pro-
posed to support energy conservation in the process that the PC uses to learn of pend-
ing traffic. In Chapter 4 we consider polling and develop some new contention period

techniques that conserve energy.

2.2.3 Mechanismsof Ad Hoc Networ ks

Conserving energy in ad hoc networks is much more challenging because of
the temporally random nature of most access protocols. (i.e. Nodes gain access by
contending at different times that are randomly selected.) On account of this ran-
domness, other nodes can never be sure they will not be an intended destination of
traffic and must remain awake or else compromise the throughput performance of the
access protocol. There have been two general approaches to manage dozing nodes.
The first allows individual nodes to choose whether they will doze but requires them
to be awake at certain times. The second allows individual nodes to doze if they can
coordinate for a surrogate to remain awake and collect traffic intended for them while

they are dozing. The 802.11 and HIPERLAN standards provide examples of the two
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different techniques. The 802.11 technique is an example of the first approach
whereas the HIPERLAN technigue is an example of the second. Both come at a cost
of lower network performance.

In both the 802.11 and HIPERLAN protocols, the decision to doze is initiated
by the individual nodes desiring to conserve energy. In the ad hoc version of an
802.11 network, an Independent Basic Service Set (IBSS), the node that first forms
the network decides whether it permits energy conservation by establishing an
“ATIM Period.” If thisvalueis greater than O then a node in the network that desires
to conserve energy may doze so long as it wakes each ATIM Period to listen for ad
hoc traffic indication messages (ATIM). ATIMs are transmitted during a short win-
dow at the beginning of each ATIM period, caled an ATIM Window. If the node
wakes and hears an ATIM directed to itself, it acknowledges the ATIM and remains
awake for the rest of the ATIM period prepared to receive traffic. If it receives no
ATIM directed to itself, the node returns to the doze state at the conclusion of the
ATIM window. Note that there is no forma method for a node's intent to doze to be
disseminated. Other nodes assume this state after failing to transfer data through
regular contention. This process is not specified in the standard. Figure 2.1 illus-
trates an example of the IEEE 802.11 energy conservation mechanism. In this exam-
ple, three nodes are in the power save mode. All wake up for the ATIM window and
then remain awake if they received a directed ATIM or if they need to transmit data.
If a node sends them data when they are dozing it is up to that node to determine
whether it needsto send an ATIM or simply reattempt to send the data. Transmission
errors cannot be distinguished from dozing.

The energy conserving mechanism in HIPERLAN requires a node desiring to

doze, a “p-saver,” to coordinate with another to serve as its surrogate, a “p-
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supporter”

As part of this coordination the two nodes agree to a period at which the
p-saver will awaken to receive unicast messages and a period at which the p-
supporter will transmit multicast messages. The p-supporter node collects transmis-
sions intended for the p-saver and then attempts to forward them to the p-saver during
the coordinated transmission periods. Neither protocol standard provides recom-
mended parameters for their operation. In the case of the 802.11 protocol the ATIM
period and ATIM window are selected at the creation of the network and they never
change. Additionally, in both protocols, the decision of individual nodes to doze is
made without benefit of knowing its effect on the overall network’ s performance.

The 802.11 wireless network protocol was studied in [14] and [15]. The authors de-
termined that shorter ATIM periods result in higher energy savings and that the
ATIM window should be about 1/4™ the size of the ATIM period. The intuition the
authors provide is that for longer ATIM periods it becomes more likely that nodes
will have a need to transmit an ATIM and in turn to remain awake during the ATIM
period. Additionaly, the longer the ATIM window, the more ATIMs will be trans-
mitted resulting in more nodes remaining awake during the ATIM period and then
reduced throughput on account of a greater number of nodes contending with each
other. These results were exacerbated when the network load was increased. These
results were generated in a simulation that used a trace of an Ethernet as input. The
total load was varied between 10 and 60 % of the network capacity. The best results’
at each load decrease from an average of 70% of the time in the doze state for a 15%
load to an average of 42% of the time in the doze state for a 30% load. Thisis more

than a six time increase in the marginal energy consumption by all nodes for a mere

3 We assume that the nodes that serve as p-supporters are not energy constrained and do not need to
conserve energy themselves.
* Those results obtained with the best selection of an ATIM period and ATIM window.
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15% increase in packets exchanged.® This study assumes all nodes could hear each
other and does not model the effects of hidden nodes.

We are aware of no study of the HIPERLAN energy conserving mechanisms.
Such a study would be difficult since the protocol depends on the availability of a
node to serve as the p-supporter and the physical distribution of the nodes. Ad hoc
networks depend on each other to route and distribute packets to each other. The ar-
rangement of having a surrogate node collect data for another would defeat the objec-
tive of many routing protocols. The p-supporter node may not be in a location to
collect data from a relaying node opposite in direction to the p-saver. Additionally,
the p-saver may be acritical next hop in aroute.

The critical deficiency of both the 802.11 and HIPERLAN techniques is that
they do not account for the repercussions of a single node’ s decision to enter the doze
state. These repercussions are more congestion as nodes attempt to send traffic to
nodes that are dozing and complications for other protocols higher in the stack such
as routing. To minimize these adverse effects, access protocols must be able to make
dozing more predictable and to integrate the occurrence of dozing with the activities

of other protocols, most specifically those of the routing protocol.

2.3 Conserving Energy in Routing

Routing protocols conserve energy by identifying routes based on energy con-
sumption. From the protocol perspective, energy is consumed in transmission and in
reception. The energy consumed in transmission can vary based on the range be-

tween a source and its destination.® The energy consumed in reception is constant.

®> All nodes are awake 25% of the time because the ATIM window is 25% of the ATIM period. The
marginal increase in energy consumption is from 5% to 33%.

® We assume that all nodes know each other’s location and that a source can adjust its transmission
power to the minimum required for a successful exchange with a destination.

16



Due to the power law relation of energy consumed to the distance transmitted a route
with more shorter hops may consume less energy than aroute with fewer longer hops.
We start by presenting the propagation models that explain this benefit in Section
2.3.1 and then review the current research on how to exploit this capability in Section

2.3.2.

2.3.1 Propagation Models

The free space propagation model is used to predict the received power when
the transmitter and receiver have a clear path between them. Friis' free space equa-
tion, Equation 2.1, shows that the received power is a power law function of the dis-
tance separating the transmitter and the receiver.

_ RGGA?

P(d 2.1
()= e (21)

In this model, P(d) is the received power, P is the transmitted power, G; is the gain
of the transmitting antenna, G; is the gain of the receiving antenna, A is the wave-
length, L isaloss factor not related to propagation and d is the distance separating the
transmitter and the receiver. In the first model, we assume all terms in the free space
eguation are constants with the exceptions of P; and d. P; is chosen to achieve a
specified threshold reception power given d. We rewrite the equation as

R(d)=Kd’

The free space propagation model has not been a good predictor of received
power for land based systems. Modeling radio wave propagation is an active area of
research. The motivation for this research has been to define models that would sup-
port the design of cellular radio systems. The factors that complicate the modeling
are the propagation mechanisms of reflection, diffraction, and scattering. That is the
propagation losses are highly dependent on the path between the transmitter and the

receiver. Many models attempt to explicitly model these mechanisms but in practice
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ENVIRONMENT Path L oss Exponent, n
Free Space 2
Urban area cellular radio 2.7t03.5
Shadowed urban cellular radio 3t05
In building line-of-sight 16t01.8
Obstructed in building 4t06
Obstructed in factories 2t03

Table 2.2: Path Loss Exponents for Different Environments [ 16]

the cellular system designs are normally completed in a statistical fashion. Measure-
ments are made on the ground and then statistical models are used to estimate path
loss over a coverage area. One model used for this purpose is the log-distance path
loss model. Thismodel is essentially the same as the free space model except the ex-
ponent of d may change. The equationis
P(d)=Kd" (2.2

The variable n is referred to as the path loss exponent. Typical path loss exponents
provided by [16] are found in Table 2.2.

The deficiency of the log-distance model is that it does not consider the fact
that received powers can vary vastly between two locations with the same transmitter-
receiver separation on account of different environments. Path losswill vary from the
average value assumed in Equation 2.2. The log-normal shadowing model builds
upon Equation 2.2 attempting to account for this variance. The model used can be

written as shown below

Zo

P(d)= 10(5) Kd" (2.3)
This model assumes that Equation 2.2 defines a mean power requirement and that the
log of the transmission power is normally distributed with a standard deviation of o

dB. Both n and o are determined empirically by making measurements in a given
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environment. The random variable Z~N(0,1) is chosen by the user of the model to
achieve a desired confidence that sufficient transmission power is used. In [17], a
study of several German cities found that n had a value of 2.7 and o had a value of
11.8 dB. This high deviation in required transmission power emphasizes the need for

feedback to adjust transmission power levels.

2.3.2 Low Energy Routing

A low energy route uses a series of hops that consume the least energy. A
very concise method to select the next hop is described in [18]. This paper demon-
strates that all traffic from a source should be forwarded through a subset of the
neighbors that surround it. This subset includes all nodes for which a single hop ex-
change is the most energy efficient method of delivering a packet. It demonstrates
that about these nodes arelay boundary can be drawn that defines the relay region to
which each of these nodes could be used as an energy conserving intermediate hop. 1t
then shows that the combination of these relay boundaries from these single hop
neighbors forms an enclosure of the source. All next hop neighbors for low energy
routing are included in this enclosure.

A nodej is an energy conserving next hop to node k from node i if the follow-
ing inequality istrue.

dy >di +d; +c. (2.9)

The variables di, d;j and djk are the distances between nodesi and k, i and j, and j and
k respectively, n is the power law exponent, and ¢ accounts for the energy consumed
by a node receiving a packet. In Figure 2.2awe illustrate a possible orientation of the
nodes i and j and graph the boundary across which node k must be located for the
inequality of Equation 2.4 to be true. Then in Figure 2.2b, we illustrate an enclosure

formed by 4 nodes that surround a source nodei.
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Figure 2.2: Relay boundaries for energy conserving routing

2.4 Conserving Energy Through Selective Node Use

Not all nodes are energy constrained. Nodes that receive power from a vehi-
cle, a utility system, or some other external source may not be concerned about the
depletion of their energy supply. Additionally, those nodes that are energy con-
strained, may have different energy reserves available. Energy conserving protocols
have two goals, reducing the consumption of energy by energy constrained nodes in
the network and prolonging the lifetime of the network as awhole. Thefirst goal can
be achieved by giving preference to the use of energy unconstrained nodes in both
access and routing protocols. The HIPERLAN energy conservation mechanism of
using a p-supporter to accumulate traffic for nodes conserving energy is an example
of an access protocol approach. A routing protocol approach is to give preference to
routes that use nodes that are not constrained by energy. The second goal is achieved
by considering the energy reserves that are available at each energy constrained node

and giving preference to the use of those nodes with the largest reserves. Two ap-
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proaches of this type have been proposed. In the first, multiple routes are used for
each destination in an attempt to balance load across the network. The objectiveisto
avoid taxing any single link too much. An example of this approach is seen in the
sensor network routing algorithms described in [19] and [20]. These wireless net-
works consist of multiple low energy nodes all communicating to a single sink node.
The proposed routing schemes build minimum spanning trees from each of the 1-hop
neighbors of the central sink node. At the end of the tree building process most nodes
have multiple paths to the central node. Two metrics are used in building the trees, an
additive quality of service (QoS) metric where a higher metric represents a lower
QoS, and an energy reserves metric that estimates the number of packets that can be
transmitted on that path. The latter metric is constrained by the node with the least
energy reserve. Nodes select one of the paths based on the priority of the packet.
Lower priority packets get lower QoS despite the availability of a higher QoS routein
favor of preserving the life of the network. The assignment of priority to packet types
is based on a historical understanding of the types of packets the network has gener-
ated and the lifetime of the routes. The routing algorithm attempts to minimize the
average weighted QoS metric where the weighting is correlated to the packet priority.
Simulations show that this method of balancing the load conserves more energy than
using a strict minimum energy metric. [19] This approach, however, is not applicable
to ad hoc networks where nodes are mobile and the lifetime of routes would require
many tree building events. Also, ad hoc networks do not communicate to a single
sink node. Nevertheless, the objective of balancing load is also applicable to the ad
hoc network. To insure connectivity, effort must be made to prevent early energy de-
pletion of any node. In one approach to solve this problem, Power-Aware Routing
[21], an energy cost metric is used in a minimum metric algorithm. This minimum

cost per packet metric is obtained by weighting the energy consumption on the path
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by the energy reserve on each node of the path. This has aload balancing characteris-

tic that steerstraffic away from low energy nodes.

2.5 Energy Consumption: |ssuesof Overhead

Overhead is often an overlooked issue in conserving energy. Overhead is pre-
sent in both access and routing protocols and may be especialy wasteful in that the
overhead is used to coordinate the activities amongst multiple nodes in the network.
(i.e. More than just the source and destination listen to and consume energy during
overhead transmissions.) Access protocols that require a lot of overhead to coordi-
nate transmissions may be wasteful even though they are effective at putting idle
nodes to sleep during the actual data transmissions. Routing protocols that require
additional overhead to disseminate the information required to employ an energy con-
serving routing metric may actually consume more energy than a protocol that uses
less overhead with a simple distance metric. Designers of energy conserving routing
protocols must be sensitive to the energy consumption consequences of additional
overhead.

2.6 TheHierarchy of Energy Conservation M echanisms

In Sections 2.2 through 2.5 we have identified several mechanisms and issues
in conserving energy. In the larger picture, all must be considered simultaneously.
More significantly, some of the mechanisms have more potential than others to con-
serve energy. Protocols should be designed to first insure those mechanisms with the
most energy conserving potential are implemented first. In this section we attempt to
delineate the hierarchy of mechanisms based on their potential to conserve energy.

The primary characteristic that needs to be considered in prioritizing the

mechanismsis scale. A mechanism that affects the energy consumed at just one node
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per packet exchanged would be lower on the hierarchy than a mechanism that affects
al nodes in the network. From this simple observation we come to an intuitive hier-
archy. Highest on the hierarchy is the use of energy conserving states. Idedly, all
nodes except those exchanging data can be in an energy conserving state. On account
of the low quantity of energy consumed in these states and the scale of its effect, us-
ing low energy states has the most potential to conserve energy. Second on the hier-
archy is the quantity of overhead. Again, overhead affects multiple nodes
simultaneously. Reducing overhead increases the time that these multiple nodes can
bein alow energy state. Third on the hierarchy is the selective use of nodes. Lever-
aging the use of nodes that are not energy constrained eliminates the consumption of
energy by energy constrained nodes. The scale of this mechanism is relatively small.
At most it affects two nodes for each packet exchange (i.e. each hop aong a route).
Last on the list is energy conserving routing. At best, this technique conserves the
energy consumed by just a single node per packet exchange and makes the tradeoff of
adding exchanges for the end-to-end delivery of packets. The point is that protocols
that conserve energy in routing at the expense of more overhead or requiring all nodes

to be awake during the exchanges may not save energy.

2.7 Conclusion

In this chapter we have presented a comprehensive list of protocol mecha
nisms that are available to conserve energy. We explained how they work and re-
viewed current research to employ them. Finally, we attempted to prioritize the
mechanisms based on the potentia they have to conserve energy. Finding the best

application of these mechanismsis the goal of this dissertation.
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Chapter 3
Conserving Energy in

Centrally Controlled Data Transmission

3.1 Introduction

Several papers have been written on energy conserving MAC protocols in
networks with base stations. The approach in this chapter differs from most of these
in that we isolate the management of packet transmission from both the arrival proc-
ess of packets and the contention process amongst nodes to have these packets ser-
viced. The justification is ssmple. Wireless networks that rely on central control
generally alternate between contention and contention free periods. At the start of the
contention free period the base station has already selected a set of packets that will
be transmitted. This selection considers all the issues of achieving quality of service
and of balancing the time allocated to the contention and contention free periods. The
only remaining issues are how to schedule and how to direct the packet transmissions.
Our objective is to answer this question from an energy perspective. We seek to de-
termine how a central node managing packet transmission can reduce energy
consumption.

Our goal is not to promote any particular protocol but to identify control

mechanisms and then to seek their optimization. Failure to optimize protocols on
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their own merits can lead to false conclusions. We use as an example the paper [16].
The authors seek an energy conserving wireless protocol for the transmission of
ATM packets and espouse a protocol they have developed called Energy Conserving
MAC (EC-MACQC). Intheir efforts to promote the benefits of EC-MAC they compare
its performance to that of the |IEEE 802.11 protocol but they choose 802.11's distrib-
uted coordination function rather than its point coordination function to manage the
traffic. The effect of this choice is each ATM packet needs to contend for access.
Contention consumes a lot of energy. If the authors had chosen the point coordina-
tion function the protocol could have been implemented to mimic many of the energy
conserving features of EC-MAC, e.g. dlowing a single contention to establish a con-
nection on which multiple ATM packets can be transmitted. In this chapter we at-
tempt to apply all applicable energy conserving features to all protocols we discuss.
We find that the energy consumed in a single protocol can vary as much as 10 times
depending on the parameters selected for its operation.

We attempt to address the effect the direction of traffic (i.e. uplink, downlink,
peer-to-peer) has on a protocol’s design. A common practice is to imply a protocol’s
performance for a general application can be extrapolated based on the analysis of a
single traffic direction. For example, [22] discusses the application of energy con-
serving protocols in very large centrally controlled data networks. The introduction
discusses their application to both downlink and uplink traffic. The analysis, how-
ever, athough an enlightening one and serving as an inspiration for the models devel-
oped in this research, only considered the downlink traffic model. Our research
shows that the direction of traffic affects the choices made in implementing protocols
and in turn their performance.

A third distinction of our work is that we address recovery from errors. Al-

though papers correctly identify the fact that collisions are a major cause of energy
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consumption in wireless protocols [10], they do not identify that nodes suffer the
same penalty for transmission errors. The energy penalty comes from the require-
ment to re-contend and to retransmit. Protocols can save energy by providing mecha
nisms that allow nodes to retransmit packets without contention. We show that
merely providing arecovery method is not sufficient. The choice of recovery method
can greatly influence the energy consumed throughout a network.

Finally, we explore the role of scheduling in energy conservation. The order
of exchanges between nodes affects the number of nodes that are awake and so the
amount of energy consumed. We attempt to develop scheduling policies to minimize
this quantity. Ultimately we show that applying the familiar shortest processing time
first scheduling policy provides good results for most all protocols.

This chapter is organized as follows. Section 3.2 provides background on the
environment in which we expect our protocols to work. It provides definitions that
are used throughout the paper and describes the physical properties of the network
that constrain our designs. Sections 3.3, 3.4, and 3.5 develop the details of how our
suggested protocol mechanisms work as they support different directions of traffic.
We also integrate our discussion of scheduling into these sections. In Section 3.6 we
present the results of our simulations. We start by making protocol choices that favor
throughput. We then use the results of these simulations to justify alternative opera-
tional strategies for each protocol mechanism that allow relaxing throughput in favor

of least energy consumption. Finally, Section 3.7 concludes the chapter.
3.2 Background

3.2.1 Centrally Controlled Data Transmission
Centrally controlled data transmission uses a point coordinator (PC) to man-

age traffic transmission. For all types of traffic, the PC first learns what traffic in the
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network needs to be transmitted in a contention period (CP) and then directs its
transmission in a contention free period (CFP). The PC manages the alternation be-
tween these periods in an attempt to balance consideration of delay, throughput and
energy consumption. In this chapter we focus on the CFP only. We assume that the
PC has learned of k transmissions in the CP. The purpose of our investigation is to
determine the control, scheduling and error handling schemes that offer the best
throughput and energy conservation characteristics for the delivery of these k packets.

The PC manages transmissions by broadcasting a directory. The purpose of
these directories is two-fold, 1) manage who has access to the channel, and 2) help
nodes not involved in the transmissions to doze. The content of the directory may
vary. Atthevery leadt, it identifies all transmitters that will be active during the sub-
sequent CFP.

At most, the directory will list the source and destination of all transmissions,
their size, and the order in which they will take place. Thisinformation may either be
implied or may be explicitly included in the directory. With this information, nodes
can make informed decisions on when they may doze. Figure 1 illustrates the direc-
tory structures that we considered.

There are two broad classes of directories, traffic indication maps (TIM) and
traffic lists. The TIM is abitmap. The PC assigns every node a position in the bit-
map when the node first associates itself with the network. Depending on the number
of bits used in each position of the TIM, a TIM may indicate which nodes will par-
ticipate in a data exchange, whether they will transmit or receive, or even how many

exchanges they will participatein. The TIM does not normally indicate the order
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of transmissions or with whom the data will be exchanged.” This lack of information
requires the PC to direct each transmission during the CFP using a poll. Traffic lists,
on the other hand, provide all information about the CFP. Each transmission has an
entry in the list. These entries specify the source and the destination of each trans-
mission and their duration. After transmitting the traffic list, the PC has no other role
during the CFP except to monitor the transmissions.

The tradeoffs between TIMs and traffic lists are the length of the directory it-
self, the overhead to control transmissions, the amount of information that is available
to help nodes to doze, and the ability of the protocol to adapt to transmission errors.
In this paper we explore these options and attempt to use al methods to improve per-
formance. Before proceeding we describe the different traffic models considered in
our analysis, describe key components of the physical layer, identify the tradeoffs

found in the two error recovery options, and define our measures for performance.

" In this paper we provide an exception when we use an implied transmission schedule with the multi-
ple bit TIM protocol. See Section 3.3.2.
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3.2.2 Traffic Models

The effectiveness of an energy saving protocol depends on the predominant
direction of traffic in the network. We consider four basic types of wireless traffic
patterns and refer to them as Type |, I1, 111, and IV traffic. Type | traffic corresponds
to nodes attempting peer-to-peer communication. Such networks are often referred to
as ad hoc networks. Energy conserving MAC protocols supporting this traffic must
synchronize each source’ s transmission with a period that the destination is awake. In
Type Il traffic, datais only transmitted to and from a base station. The base station
may provide access to alarger wired network, it may be the central server for a group
of mobile clients, or it may be the intermediary for intracellular traffic. Thereis no
synchronization reguirement between source and destination as the base station is al-
ways awake. In Type Il traffic, the communications consist of downlink packet
transmissions only asin a paging system. These are the simplest protocols to analyze
as there is no requirement to manage the individual access of the mobile nodes, only
the transmission of downlink messages and the scheduling of dozing periods. By
contrast, Type IV traffic consists of a central node collecting data from mobile nodes
such as in a telemetry application. In this chapter, we separately develop and com-
pare protocols for each of these traffic patterns. Table 3.1 lists the various TIM and

traffic list options that may be used for the different types of traffic.

3.2.3 Physical Layer
Our protocols are designed for a single channel network, i.e. there is no sepa-
rate control channel such as that found in cellular telephone systems.® As a resuilt,

each transmission must be acknowledged on the same channel in order for the

8 A two channel system would need to account for energy consumption on both channels.
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Table 3.1: Comparison of Alternative TIM and List Directories

transmitting node or the PC to learn of its reception. On account of access rules, de-
tection of the acknowledgement is sufficient to determine reception. Reception of the
acknowledgement may be necessary for other protocol decisions and will be de-
scribed later.

Wireless networks have three timing considerations. First, time must be al-
lowed for nodes to transition between transceiver states. Second, on account of
propagation and transition delays, silent periods necessarily occur between transmis-
sions. Third, the network uses silent periods as an indication that the channel isidle.
To ssimplify our analysis we use a single time period, a slot time, to account for both
the time it takes to transition among transceiver states and the time between transmis-
sions. We use the slot time as the basic time unit in our analysis. We let S denote a
slot time which for this work will be the time it takes to transmit 48 bits. Some pro-

tocols require more than a single slot silent period between transmissions to support
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prioritizing transmissions and error recovery. In those cases multiples of the slot time
are used by the protocol. [6]

In order to receive a transmission, a receiver must be synchronized with the
transmitter. To support synchronization and equalization the physical layer transmits
a series of bits prior to any transmission of data. We assume that a receiver will not
receive a transmission unless it is awake and receives these overhead bits first. In
other words, a receiver cannot wake up in the middle of a transmission and then re-
ceive data. We label this overhead period as OH and define it as the time to transmit
192 hits®, 4 slot times. A protocol can reduce such overheads by transmitting several
protocol data units (PDU) contiguously after a single synchronization/equalization
overhead transmission, but in order for a receiver to receive any one of the PDUs it
must have been awake from the time this physical overhead was transmitted.

Our error model uses independent bit errors with a constant error rate. The
objective is to correlate packet error probability with packet size. We chose a packet
size of 103 dots, i.e. 618 bytes in our analysis. This sizeis just below the threshold
where a bit error rate of 10° makes it beneficial for minimum delay to split the packet
and send it in two transmissions.’® The second error rate used in our analysis, 10,
yields significantly more packet errors. The protocols are thus compared in low and
in high packet error environments.

Figure 3.2 illustrates the structures of polls, packets, and acknowledgments.

As can be seen the physical layer overhead bits precede each transmission. The

° The overhead of the IEEE 802.11 physical layer is 196 bits. The overhead of the HIPERLAN physi-
cal layer prior to transmitting in the high bit rate mode is 450 bits.

19| arge packets can be split in two and even with additional overhead be transmitted in less time, on
average, than as asingle packet due to reduced retransmission overheads.
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content of the polls and acknowledgements is the same as the packet overhead, con-

sisting of one slot for each address and one slot for any control information.

3.2.4 Error Recovery

There are three alternative error recovery policies. Inthefirst , which we call
immediate retransmission, nodes attempt to retransmit a failed transmission immedi-
ately. Protocols provide a mechanism for the transmitting node to retain control of
the medium after its transmission fails. In the second recovery method, which we call
delayed retransmission, packet failures are rescheduled by the PC. This requires the
PC to be omniscient of the status of each transmission. In the last recovery method,
which we call recontention, nodes that are unsuccessful in sending their packets con-
tend again starting in the next contention period. Recontending contributes to con-
gestion and wastes energy so it is not considered any further in our research.

Immediate and delayed retransmission support energy conservation since both
allow retransmission without contention. Immediate retransmission has an advantage
over delayed retransmission in terms of throughput since the protocol does not allow
silent time. However, if errors are spatially correlated, this advantage may switch.
Delaying retransmission may allow spatial conditions to change thus improving the
chances of the transmission succeeding. In the same circumstances immediate re-

transmission could tie up the network trying to make a failed link work. Neverthe-
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less, our independent bit error model does not make this afactor in our analysis so the
immediate retransmission option is the higher throughput option.

The relative difference in the energy consumed by the networks using these
error recovery options depends on the protocol and the type of traffic. One observa-
tion that is made later on is that the delayed retransmission protocol has atiming ad-
vantage that makes it easier to keep idle nodes in the doze state. In most cases,

delayed retransmission is more energy efficient.

3.2.5 Comparison Measures

The objective of our analysis of different protocols is to compare their per-
formance. We assume that at the beginning of a period of centrally controlled data
transmissions that the protocols that are being compared have identified the same k
packets to send. Guarantees of quality of service and access fairness are managed at a
higher level. The measures of performance for our comparison are total service time
and network energy consumption. Service time is the total time required to deliver
the k packets. Energy consumption is the total time nodes in the network are awake
until the k packets are delivered. A third measure of performance is the energy con-
sumed by a node per packet exchanged during the CFP. In this case nodes are cate-
gorized based on the number of packets they exchange during the CFP, so protocols
can be evaluated in terms of their "fairness’ and one can identify where energy is

wasted, e.g. on idle nodes, on nodes that send only one packet in the CFP, etc.
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Figure 3.3: Typelll and IV traffic management using single bit TIMs

3.3 Protocol and Scheduling Optionsfor Typelll and IV Traffic

We begin by considering traffic Types |1l and 1V, that is uplink and downlink
traffic to and from a PC. We consider how three protocols would service this traffic:
single bit TIMs, multiple bit TIMs with the packet count, and single address lists us-

ing abbreviated addresses. We describe how the protocols implement immediate and



delayed retransmission error recovery as well as how the scheduling of packet trans-

missions can achieve energy efficiency.

3.3.1 SingleBit TIMs
Description

The single bit TIM method of servicing Typelll and IV traffic requiresthe PC
to manage the traffic. Since the PC participates in every exchange of data, it is possi-
ble to gain some efficiency by piggybacking polls with transmitted packets and ac-
knowledgements. This is illustrated in Figure 3.3. In this figure we assume that the
PC directs transmissions to and from the same node in contiguous slots. On account
of this assumption, nodes are awake from the transmission of the TIM until after they
participate in an exchange and the PC polls a subsequent node. This figureillustrates
when the nodes are awake.

At the cost of a small amount of delay some energy efficiency may be gained
by dividing the k transmissions into multiple TIM periods each announced with a
separate TIM. This division alows a greater number of nodes to doze while waiting
to exchange data. The tradeoff is that all nodes must awaken to receive the additional
TIMs.

Equations are derived in Appendix A for the transmission time and for the ex-
pected energy consumption for a network with uniformly distributed traffic and no

transmission errors.

Error Recovery

The PC manages the recovery from afailed transmission. If the PC does not
sense the transmission of a packet after a poll or the transmission of an ACK after a

packet, it identifies an error condition. The PC then seizes control of the channel and
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directs the next data exchange according to the error recovery procedure. Since all
nodes with pending traffic in the TIM period are awake, the PC can send the poll im-
mediately for either recovery option. If the delayed retransmission option is used the
packet is not retransmitted until a subsequent TIM period. In both cases, however,
data exchanges are not allowed to interfere with the transmission of the subsequent
TIM. The penalty of having all nodes in the network awake waiting for the delayed
transmission of a TIM is considered too great. Even when the immediate retransmis-
sion recovery method is used, failed packets at the end of the TIM period whose re-
transmission would interfere with a scheduled TIM are deferred until after the
transmission of the next TIM. Packets retransmitted after a subsequent TIM are re-

scheduled according to the scheduling policy in use, e.g. they are not given priority.

Scheduling

Since all nodes that participate in a TIM period are awake from the broadcast
of the TIM until the next node is polled some efficiency can be gained by scheduling
the order of packet transmissions. The scheduling problem of minimizing the average
time spent awake isidentical to that of minimizing the average delay of jobs that need
to be serviced by a common resource. It is known that the optimal schedule in this
case is to serve the shortest job first. [23] In this context, job size corresponds to the

number of packets to or from agiven node for Typelll or IV traffic respectively.

3.3.2 MultipleBit TIMs

Description
Multiple bit TIMs consist of multiple bits in each node's map position. The

multiple bits used in each node position of the TIM identify the number of packet
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exchanges that will occur with that node. The PC still manages transmissions in the
same manner as when using single bit TIMs. It polls each node prior to each ex-
change. The difference is that at the cost of having a longer TIM, nodes may doze
during the time preceding their exchanges. Thisis possible only if thereis an implicit
order in which nodes identified in the TIM may transmit data. We assume the PC
transmits the packets first in quantity, fewest packets first, and then in bitmap order.
Figure 3.4 corresponds to the transmission of the same packets as in Figure 3.3 but
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demonstrates that the multiple bit TIM protocol can reduce the number of nodes
which are awake.

Equations are derived in Appendix 3.A for the transmission time and for ex-
pected energy consumption for a network with uniformly distributed traffic and no
errors.

Error Recovery

The PC manages error recovery. The PC identifies errors if it does not sense
the transmission of a packet after a poll or the transmission of an ACK after a packet.
The PC may either reattempt transmission immediately or delay transmission until a
subsequent TIM period. When the protocol uses immediate retransmissions all sub-
sequent nodes scheduled to transmit or receive packets in the current TIM period will
wake-up and have to wait for their exchange. We assume the control segment of polls
include the packet number in the schedule and the target time for the transmission of
the next TIM. Therefore, nodes that wake-up after a retransmission and that receive a

poll can estimate when they would be rescheduled and can doze until that time.
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When the protocol delays retransmission until the next TIM period, the PC must
transmit the next poll according to the transmission schedule so that it is transmitted
when the intended recipients are awake. If there is no response to a poll in Type IV
traffic, the PC must still wait the duration of the planned packet transmission before it
can poll the next node. Figure 3.5 illustrates the tradeoff between the two recovery
options after afailed poll. Immediate retransmission results in additional power con-
sumption by other nodes waking prematurely for their delayed exchanges. Delayed
retransmission results in lost throughput and additional energy consumption by the

node whose exchange failed.

Scheduling

Immediate retransmission penalizes nodes scheduled to transmit at the end of
aTIM period. These nodes will wake-up and have to wait for the delays caused by
the retransmissions that occur earlier. Scheduling can reduce energy consumption by
minimizing the number of nodes that wake-up at the end of a TIM period. Schedul-
ing nodes with fewest packets to send first achieves this ordering. This transmission
schedule corresponds to the implied schedule described above, again a shortest proc-
ng time first schedule.

Delayed retransmission does not penalize any of the nodes in the TIM period.
Nodes are only awake when they transmit or receive data. Scheduling of packets of-

fers no advantages. We continue to use the implied schedule in our analysis.

3.3.3 Single Address List

Description
The operation of the single address list protocol is very similar to that of the

multiple bit TIM protocol. The differences are that the list is longer than the TIM and
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that the transmission of data is not preceded by a poll. Figure 3.6 illustrates the op-
eration of the protocol. Note that there is a difference in the awake time per packet
between Type Il and IV traffic. Since with Type Il traffic the data transmission
originates at the PC, there is a greater level of control resulting in less awake time.
Indeed, mobile nodes need only wake up prior to the scheduled data transmission.
With Type 1V traffic, the mobile nodes are the sources. To be sure they transmit at
the appropriate time, they must wake-up early enough to monitor the preceding ACK
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to verify that it is their turn to transmit. We assume each packet transmission and
ACK includes the packet number thus alowing subsequent nodes to determine the
progress that has been made on the current transmission schedule. A node knows it
can transmit when it monitors an ACK with the appropriate packet number.

Equations are derived in Appendix A for the transmission time and for ex-
pected energy consumption for a network with uniformly distributed traffic and no

errors.

Error Recovery

This protocol can support both recovery options. With immediate retransmis-
sion, the node that is the source retransmits once it fails to sense an ACK. Similarly,
if a node transmits an ACK and a packet transmission is not sensed thereafter that
node will retransmit the ACK. As with the multiple bit TIM protocol this can cause
subsequent nodes to wake too early since they are not aware of the retransmitted
packets. Again we include the packet number in the control segments of all packet
and ACK transmissions. Once awake nodes learn the packet number of the current
exchange they can estimate a new wake-up time and return to the doze state. With
delayed retransmission the PC is the critical player. With Type Il traffic, the PC
simply transmits packets at their scheduled times rescheduling those packets that are
not acknowledged. With Type IV traffic, the PC transmits two types of ACKs, the
standard ACK after it receives data and a negative ACK when it does not. Sending
the ACK is critical since reception of the ACK is used by the mobile nodes as the
signal when they may transmit. The PC reschedules packets that it does not receive.

Scheduling
This protocol schedules traffic such that the transmissions of each node are in
contiguous slots and nodes with the fewest transmissions go first. Keeping transmis-

sions to common nodes in contiguous slots is an energy saving arrangement that re-
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duces the number of transitions to/from the doze state. Additionally, in the case of
Type IV traffic, mobile nodes only need to wake-up to listen to the ACK of another
node's transmission once. Immediate retransmission has the same effect as in the
multiple bit TIM protocol of penalizing nodes scheduled to transmit late in the CFP.
So again, scheduling the transmissions of nodes with the fewest exchanges first con-
serves energy. Similarly, as with the multiple bit TIM protocol, scheduling does not

affect energy consumption when delayed retransmission is used.

3.4. Typell Traffic

The performance of protocols supporting Type |1 traffic isidentical to that of
Types |11 and 1V traffic when the uplink and downlink are executed in separate cy-
cles. When the uplink and downlink traffic is integrated the analysis changes by
making the packet service time the average of an uplink and a downlink packet ser-
vice time as each is assumed equally likely to occur. This analysis is equivalent to
averaging the time to service k packets of Type Il traffic and k packets of Type IV
traffic. When lists are used, one additional modification is required. An additional bit
would be added to each address to identify whether the mobile node is to send or re-
ceive data. We provide no analysis of protocols supporting Type Il traffic assuming
al performance information can be extrapolated from our analysis of protocols sup-

porting Types 11 and IV traffic.

3.5. Protocol and Scheduling Optionsfor Typel Traffic

Two characteristics distinguish managing Type | traffic from managing Types
I, 11, and 1V traffic. The first is data exchanges occur between pairs of mobile
nodes. Scheduling approaches must consider the fact that to exhaust one node’s ex-
changes multiple other nodes must be awakened. A node can no longer assume that it

is finished participating in data exchanges when the PC stops polling it. The second
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is that the PC no longer participates in the data exchange so it cannot be certain
whether traffic was successfully exchanged between two nodes. Retransmissions on
account of errors must be initiated by the source. If nodes are not provided a means
to immediately correct a failed transmission, then the source will be required to con-
tend again to send the traffic.

We aso assume that all nodes in the network are within range of each other.
If the PC can determine that this is not the case it can redirect transmissions perhaps
relaying the traffic between the nodes. These corrective actions are not discussed in

this chapter but are essential, especially when lists are being used.

3.5.1SingleBit TIMs

Description

Since with Type | traffic it is no longer possible to consolidate al communica-
tions of each node into contiguous slots, nodes can no longer assume that they can
doze based on whom the PC polls. Nodes must be explicitly told that they may doze.
So the single bit TIM method of servicing Type | traffic requires al nodes identified
in the TIM to remain awake until a subsequent TIM puts them into the doze state.
Thus, it is impractical to use just one TIM per transmission cycle. Energy can be
conserved in one of two manners. In the first, the CFP is divided into smaller TIM
periods so that only a subset of the nodes that are participating in the CFP are awake
each TIM period. In the second, in addition to using multiple TIM periods, additional
TIMs which we will refer to as “doze TIMS' are used within the TIM period for the
express purpose of putting nodes into the doze state. Figure 3.7 illustrates the differ-
ence between these two methods of control. We made no attempt to model the per-
formance of this protocol with this type of traffic on account of the expected

complexity.
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Figure 3.7: Alternative methods of single bit TIM control of Type | datatransmission

transmitting a packet. The PC is the only entity that can manage recovery when a
poll is not received. When a packet is not received, either the PC or the node trans-
mitting the packet may manage the recovery. Both learn of the failure when an ACK

isnot received. If the PC manages the error recovery, it does so by polling the source



asecond time. If the transmitting node manages the error recovery then it attempts to
retransmit the packet immediately. The advantage of letting the transmitting node
manage retransmission is that the transmission of the poll is avoided. The disadvan-

tage of node managed recovery isthat it does not support delayed retransmission.

Scheduling

Schedules can be based on two intuitive observations. First, the optimum
schedule when nodes remain awake throughout TIM periods is a schedule that mini-
mizes the average number of nodes that are awake each TIM period. Second, the op-
timum schedule when doze TIMs are used is one that allows the doze TIMs to put the
most nodes to sleep soonest. Schedules based on these observations are optimal only
when there are no errors. Errors reduce the significance of achieving these goals.
The problem of minimizing the average number of nodes awake during each TIM pe-
riod is a function not only of the number of packets scheduled per CFP but also the

size of each TIM period. An exhaustive solution requires attempting all combinations

of packet transmissions across the different TIM periods: there are—X"_ such com-
ahdi
binations where k is the number of packets per CFP and j is the number of TIM peri-
ods. As an dternative to an exhaustive solution we provide two heuristic algorithms
that seek a minimum quantity of active nodes before each TIM period. The first, Al-
gorithm A, selects active nodes for the TIM period in a greedy fashion. It starts by
selecting the two nodes with the most exchanges and then adds nodes to the active set
based on how many exchanges their addition provides giving preference to the node
that adds the most unless the TIM period can be filled with fewer. The second, Algo-

rithm B, seeks the minimum number of nodes that have just enough exchanges to fill
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Figure 3.8: Comparison of next node to degp soonest to most nodes to degp soonest scheduling

the TIM period. It does this search by trying al combinations of m of the n nodes
participating in the CFP incrementing m until enough exchanges can be found to fill
the TIM period. Algorithm B is computationally complex but was still considered in
our analysis in order to determine its energy conservation potential. Details of Algo-
rithms A and B are found in Appendix B.

Since multiple nodes may have to awaken in order to exhaust any single nodes
transmissions scheduling with the aim of putting the most nodes to sleep soonest is
complex. We used a schedule that puts the next node to sleep soonest as an alterna-
tive. Although not optimum it provides good results. The difference between most
nodes to sleep soonest and next node to sleep soonest is illustrated in Figure 3.8. In
this figure, 8 exchanges need to be made amongst 5 nodes. Each exchange has a
source node and a destination node. The 5 nodes cannot doze until al their ex-
changes for the TIM period have been completed. In the next node to sleep soonest
schedule, the exchanges of node 2 are scheduled first since node 2 can enter the doze
state soonest. In the most nodes to sleep soonest schedule, the exchanges between
nodes 3 and 4 are scheduled first since both nodes can enter the doze state at the con-

clusion and since the final tally of node-awake times is reduced from 28 to 27. Al-
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though not optimum, putting the next node to sleep the soonest is a very simple algo-
rithm. Our Algorithm C (see Appendix B) seeks this schedule. It looks at nodes in-
dividually and schedules the transmissions of the node with the fewest exchanges
first.

In an attempt to come closer to the most nodes to sleep soonest schedule, we
attempted to combine Algorithms A and B with C. The objective was to allow Algo-
rithm A or B to select a reduced number of nodes to participate in a TIM period and
then to use Algorithm C to schedule these exchanges to put the next node to sleep
soonest. Reducing the number of nodesin a TIM period increases the likelihood that
a next node to sleep soonest sort approaches a most nodes to sleep soonest schedule

for that TIM period. We call these two hybrid Algorithms E and F.

3.5.2 Two AddressList

Description

The directory using a two address list consists of two addresses for each
packet transmission. Abbreviated addresses are not used on account of the overhead
and complexity of disseminating those addresses to all nodes. The addresses used are
standard 48 bit MAC addresses that we assume are used for wireless nodes. Figure
3.9aillustrates the transmission of data using these lists. Pairs of nodes awaken for
each transmission. To simplify identifying when each node has its turn to transmit
and to minimize the time nodes spend transitioning, all exchanges between common
pairs of nodes are executed in contiguous slots. Each packet transmission and ACK
includes the packet exchange number for the CFP. A pair of nodes knowsit isitsturn
to transmit when its packet exchange number immediately follows the number an-
nounced in the last ACK. For this reason all nodes except the first to transmit in the

CFP will monitor an ACK before they transmit a packet.
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Error Recovery

On account of the requirement for a node to monitor an ACK before transmit-
ting, only immediate retransmission error recovery is attempted. If a destination does
not receive a packet correctly, it will not send an ACK. If the source does not react
by retransmitting the packet then the chain of transmissions identified in the list will

be interrupted. 1t may be possible for the PC to detect the error and for either the PC
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or the transmitting node to send a pseudo ACK to prompt progression in the transmis-
sion list but the timing would still be compromised. Similarly, if the next node to
transmit does not respond to an ACK then the sending node must continue to resend
the ACK until it does. This activity also compromises timing. Therefore, we chose
to only support immediate recovery. Figure 3.9b illustrates the transmission of data
when errors occur. If the timing gets too bad and a node wakes up early and monitors
either an ACK or the beginning of a packet transmission, the packet exchange number
in these transmissions allows the node to return to the doze state since it can estimate

when its needs to awaken again.
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Scheduling

Scheduling can improve energy performance in one of two ways. In the first,
it can reduce the extra energy consumed at the transitions between packet transmis-
sions. Figure 3.10 illustrates the possible transitions emphasizing the different
amounts of energy consumed. As seen in this picture the best energy consumption
occurs when the same nodes participate in the two packet exchanges followed by the
transitions where at |east one node participates in both exchanges. Algorithm D isa
heuristic approach that attempts to create a schedule that optimizes according to this
observation. Appendix B provides the details of Algorithm D. In the second method
of scheduling for energy conservation the primary objective is to minimize the effects
of faillures. The schedule that minimizes the number of nodes that wake up prema-
turely after errors will best achieve thisgoal. Thisisidentical to the objective of put-
ting the most nodes to sleep soonest. So again we use Algorithm C to generate an
energy-conserving schedule. Algorithm C aso achieves some of the preferred transi-

tions since it groups transmissions between common nodes together.

3.6. Modedl and Simulation Results

We developed a simulation that modeled the protocols and scheduling algo-
rithms described above. Each node in the simulations was modeled using an inde-
pendent random number generator for error states. The study methodology
considered the performance of the protocols and algorithms for different size net-
works, different quantities of exchanges, different error conditions, and different TIM
periods (when TIM protocols were used). We started our study using immediate re-

transmission as the error recovery option. Traffic was generated assuming a uniform
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distribution amongst the nodes.* The actual exchanges between pairs of nodes used
in the simulations were the same so the effects of the protocols, scheduling algo-
rithms, and error recovery methods could be isolated from the effects of the random
clustering of transmissions among nodes. Total service time and total energy con-
sumption (i.e. total time nodes are awake) was obtained for each simulation. Fairness
statistics were obtained for each protocol with the best performing set of parameters
(i.e. best TIM period measured in packets per TIM period (PPT)). Samples of there-
sults are shown in Figures 11, 12, and 13. Panels a, b, and c exhibit total energy con-
sumption versus total transmission time. The different points plotted for the TIM
protocols correspond to different TIM periods. Panels d, e, and f show the energy
consumed per packet transmitted parameterized by the total number of packets sent
by each node in the CFP. Note the average energy consumed by nodes that sent no
packets is identified by 0, the average energy per packet consumed by nodes sending
just one packet is identified by 1, and the average energy per packet consumed by
nodes sending x packets each is identified by the number x on the abscissa.

In the case of Types Ill and IV data we validated our simulation model by
comparing the simulation results to the model predictions include in Appendix A. As
illustrated in Figures 11a and 12a, the results match.

We simulated five different sized networks, 5, 10, 25, 50, and 100 nodes, un-
der three different bit error rates, no errors, 10°, and 10™ errors per bit, and for three

traffic types, I, 111, and IV. Weran 200 simulations for each set of conditions.

1 Uniform distribution of traffic is worst case for energy conservation. Any clustering of exchanges
between common nodes alows more nodes to doze for longer periods of time and is thus advanta-
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Figures 3.11, 3.12, and 3.13 are samples of our data. Panels a, b, and c illustrate the
performance of the protocols for different error conditions and for different TIM peri-
ods (i.e. 10, 5, 4, 3, 2, and 1 packet per TIM) for a network size of 25 nodes and a
CFP of 10 packets. Panels d, e, and f illustrate the energy consumed per node based
on the number of packets the node sent in the cycle using the optimum TIM periods
(i.e. least energy consuming) for the same networks. Of interest is that both the error

condition and the type of traffic affect which protocol performs best.

3.6.1 Observationsand Design Implications

The results of the simulations bring out the following four key design concepts.

1 Synchronize the waking up of dozing nodes with the broadcast of the status
of the transmission schedule.

Networks with errors consume large amounts of energy on account of nodes
waking early and having to wait for directory information before they can return to
the doze state. Synchronizing the waking up of nodes to the transmission of the status
of the transmission schedule minimizes this energy loss. The benefit of this type of
synchronization is seen in the relative performance of the 1 bit TIM protocols. Ob-
serve Panels d, e, and f of Figures 3.11, 3.12, and 3.13. Note that the energy con-
sumed per node for those nodes not transmitting or transmitting just one packet in a
cycle increases rapidly with errors for the m bit TIM and list protocols but remains
nearly constant for the 1 bit TIM protocol. The most significant difference between
the 1 bit protocols and the other protocolsis that the 1 bit protocol seeks this synchro-
nization. The 1 bit protocol requires packet transmissions to be rescheduled into a
subsequent TIM period if they would interfere with the broadcast of a TIM. Asare-
sult, dozing nodes are assured of receiving a TIM when they wake-up.

We did not require directories in the m bit and list protocols to be transmitted
on aregular schedule since the nodes in these protocols could wake-up and estimate a
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new dozing period based on the known schedule for transmissions. The m bit proto-
col can learn the status of the network after the receipt of a poll and the list protocol
learns the status after the receipt of the header information in a transmitted packet or
ACK. These features allow the list and m bit protocols to achieve better throughput.
The difference in energy consumption is caused by the cumulative effect of nodes
waking up and having to wait for the beginning of one of these transmissions to de-
termine what to do next. This occurs most frequently for nodes that have no trans-

missions or transmit their traffic early in the CFP since they are most likely to wake

2 The legend provides the average transmission time for the protocols. Our results demonstrated that
the network size had only a minor effect on the time it takes to transmit k packets despite the fact it
affectsthe size of TIMsand lists.
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up in the middle of the CFP expecting it to be over. These nodes estimate the time to
wake up based on the assumption that there are no errors. In a high error environ-
ment they are likely to wake up several times expecting the CFP to be over. Asillus-
trated in Figure 3.14, the cumulative effect of errors drasticaly affects the relative

performance of the protocols.

2. Theoptimum period for TIM protocolsisindependent of error conditions.

We found that the optimum TIM period for 1 bit protocols is most affected by
network size. The trend is that as the network gets larger a longer TIM period per-
forms better. When networks are larger so too are the TIMs. Additionally, more
nodes must listen to the TIMs. The penalty of more nodes listening to larger TIMs
exceeds the penalty of nodes having to wait in the awake state for their turn to par-
ticipate in adata exchange. Note that the TIM period is slightly lower for Type | traf-
fic (see Figure 3.13). Since in Type | traffic two nodes participate in each data
exchange, more nodes on average remain awake in a TIM period. Fortunately, since
the optimum TIM period is not affected by error rate, it can be selected using the
model found in Appendix A. Note, however, that the assumption in these models is
that the traffic is uniformly distributed. Any clustering of traffic between afew nodes
will tend to make even larger TIM periods more attractive.

The optimum TIM period for the m bit TIM protocol is the transmission cycle
size. Thereisno benefit to using multiple TIM periods per cycle. Sufficient informa-

tion is provided in the pollsto allow the nodes to correct their dozing periods.

3. Scheduling Algorithm C provides excellent performance for all types of traf-

ficand for all types of protocols.

Algorithm C is recommended for three reasons. It is the easiest algorithm to
implement, it is the least complex of the algorithms listed in this paper, and it pro-

vides either optimum or near optimum schedules. When used with Typel I, I11, or IV
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traffic it is equivalent to the shortest processing time first scheduling policy and is
therefore optimum. As demonstrated in the Type | traffic simulations al of the
scheduling algorithms perform about the same for the 1-bit TIM protocols when the
optimum TIM period is selected. The performance of the scheduling algorithms used
with the list protocols supporting Type | traffic were also nearly identical for all net-

work sizes, CFP sizes, and error rates.

4. Scheduling all exchanges with a node in contiguous slots and reducing ener gy

consumed by idle nodes promotes fair ness.

In energy conserving protocols, fairness might be interpreted as providing the
best energy consumption to those nodes that take action to help the network conserve
energy and achieve best throughput. A node contributes to these two goals by accu-
mulating traffic and sending it contiguously. Such clustering of transmissions effec-
tively reduces the active nodes in a CFP and in turn the number of TIMs required in
the TIM protocols, the average number of nodes awake during the TIM periods, and
the number of nodes penalized when there are errors. To encourage this behavior, the
protocol should provide best energy consumption per packet to those nodes that send
the most traffic in a CFP and minimize the energy consumed by the idle nodes in the
CFP. As seen in the results, providing best energy efficiency to the nodes that send
the most traffic appears to be the natural trend and is attributed to scheduling ex-
changes between common nodes in contiguous slots.

The second fairness objective is minimizing the energy consumed by idle
nodes. Excessive consumption of energy by idle nodes eliminates the incentive to
accumulate. This occurs when the energy consumed in idle periods exceeds the mar-
ginal difference in energy saved per packet with accumulation. For example, say the
difference in energy consumed per packet transmission between sending one packet

per CFP and sending two packets per CFP is 20 units but that the energy consumed
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when a node is idle is 50 units. Sending one packet in two CFPs would save the
node 10 energy units. Methods to save idle nodes energy such as synchronization

help achieve fairness.

3.6.2 Improvements

The total energy consumption of each of the protocols described in this chap-
ter can be improved by focusing on two characteristics, synchronization and better
dozing periods. The protocols that can benefit most from improvements in synchro-
nization are the list and m bit TIM protocols. The 1 bit TIM protocol benefits from
better dozing periods.

For both the list and m bit protocols we considered two possible synchroniza-
tion methods. In the first the base station monitors and announces the perceived error
rate. Nodes that are not participating in data exchanges then use this error rate to es-
timate when the conclusion of the CFP will be and thus avoid waking up early. The
risk with this procedure is that the base station cannot be assured that all nodes in the
network are awake at the conclusion of the packet exchanges and must wait the worst
case estimated time before directing the start of the CP. The second synchronization
method attempted was to delay retransmission of failed packets until after a subse-
guent list or TIM. Nodes that wake up to receive a directory are assured to receive
one. Also, nodes that wake up to participate in an exchange are assured of waking up
on time.

The above recommendations were tested on both the multiple bit TIM and list
protocols for Type Ill and IV traffic. In the case of the estimation versions the actual
error rates (i.e. the ideal case) were used to estimate wake up times. Figure 3.15illus-
trates the results for list and m bit protocols for Type Il1 traffic and 10 packet CFPs.
The results for Type IV traffic were similar. The estimation versions of the protocols

are labeled with the letter E and the delayed retransmission versions are labeled with
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Figure 3.15: Comparison of protocols modified for improved performance with Typelll traffic

the letter D. The average service time is shown in the legend. As expected, the ad-

vantage of these protocol variations increases with both the error rate and the network

size. The whole purpose of these variations is to react to errors and the benefit in-

creases as there are more nodes that can benefit. The performance of the estimation

versions also improves as the CFP length increases. Thisis not the case for protocols

using delayed transmission. The statistical nature of the estimation approach allowsiit

to improve with larger numbers. The delayed retransmission, however, is likely to

have more transmissions of lists or TIMs when there are larger CFPs resulting in

more energy consumption by all nodes in the network. The delayed retransmission

protocols cause an insignificant increase in transmission time e.g. less than 1%. The
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estimation versions, however, result in longer transmission times. They were as much
as 20% longer in our simulations.

Three improvement techniques were attempted with the 1 bit TIM protocol,
layered TIMs, local optimization of the TIM period, and delayed retransmission. To-
gether, these techniques decrease the energy consumption of the 1 bit protocol despite
the error conditions or the type of traffic.

The objective of the layered TIMs is to reduce the energy that is consumed by
idle nodes listening to TIMs. The transmission cycle is layered into sequentialy
smaller TIM periods. A larger TIM period in the outer layer is subsequently divided
into smaller TIM periods in the inner layer. The TIM for the outer layer reduces the
set of nodes that listen to the TIMs of the inner layer. So at the beginning of the outer
TIM period two TIMs are transmitted. The first TIM specifies a large TIM period
and puts nodes to sleep that will not be participating in any data exchanges for that
larger period. The second TIM then manages the reduced set of awake nodes.

Local optimization of the inner TIM periods is motivated by our observation
that the TIM periods are affected by the distribution of traffic and not by error rates.
Each inner TIM period is selected based on the next transmissions scheduled. Itisat
least as long as the number of transmissions of the next pair of nodes. A longer TIM
period is selected if the penalty of having the active nodes of the inner TIM period
listen to an additional TIM is more than the penalty of having the next pair of sched-
uled nodes listen to the preceding packet transmissions.

Finally, delaying retransmissions eliminates one of the penalties of immediate
retransmission. Immediate retransmission error recovery results in every node wait-
ing to transmit in a TIM period staying awake for each retransmission. Delayed re-
transmission only penalizes the nodes involved in failures. Retransmissions are only

delayed until the next inner TIM period.
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The techniques above were attempted for al types of traffic. Figures 3.16 and
3.17 compare the performance of the standard 1 bit TIM protocol to that of the opti-
mized 1 bit TIM protocol for Type | traffic. The optimized 1 bit TIM protocol always
consumes the least energy. Figure 16 shows that the relative size of the improvement
increases with network size but decreases as the CFP increases. These results illus-
trate that the most energy is conserved by the first improvement technique, i.e. lay-
ered TIMs. The objective of the outer TIM is to reduce the energy consumed by idle
nodes. The more idle nodes there are the more effective it is. The number of idle
nodes increases as the network size increase, and decreases as the CFP increases.
Figure 3.17 not only illustrates that the idle nodes benefit the most from the optimized
protocol but that the benefits for nodes that transmit traffic increases with network
size. The dependence on the network size is caused by the change in the optimum
TIM period of the standard 1 bit TIM protocol. The larger TIMs increase the opti-
mum TIM period for the standard 1 bit TIM protocol reducing the penalty to the idle
nodes but increasing it for nodes that transmit traffic. The optimized 1 bit TIM proto-

col has consistent performance for all network sizes.

3.6.3 Choosing the Best Traffic Management Protocol

Our results show that protocol performance needs to be compared in the high
error environments as some protocols that perform very well when there are no errors
quickly degrade when efforts are made to resend failed transmissions. In Figure 3.18
we compare the energy conservation of all the improvement techniques described in
Section 3.6.2 for Type |1 traffic in a high error environment. These graphs demon-
strate that the performance of all the protocols are fairly close to each other with the
relative difference depending on network size. The consistent result for both Type I11

and IV traffic, all network sizes, and all transmission cycle sizesis that the delayed
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Figure 3.18: Comparison of Improved Protocols for Type Il Traffic

retransmission version of the m bit TIM protocol is the best at conserving energy.

Moreover, the delayed retransmission versi

tive in throughput with only the delayed transmission version of the list protocol per-

forming better.
From these results we recommend

the m bit protocol be used for Type I, 111

support Type | traffic, the m bit protocol cannot be used. In this case the optimized 1
bit TIM protocol provides the best energy conserving results for Type | traffic and

competitive results for the other types of traffic. The optimized 1 bit TIM protocol

on of the m bit protocol was very competi-

that the delayed retransmission version of

, and IV traffic. If the protocol is also to

achieves this energy conservation with a small sacrifice in throughput.
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3.6.4 Senditivity

Energy consumption is sensitive to three factors, the ratio of overhead to pay-
load, transition times and the actual energy consumed in transmitting and receiving.
The design of the protocols presented in this paper remain robust to all of these fac-
tors with the exception of transition times

Energy consumption is directly related to the ratio of overhead to payload.
Our analysis attempted to choose representative numbers basing packet size on
throughput performance for representative bit error rates and basing overhead, most
specifically physical overhead, on current wireless networking standards. [6] [7] The
ratio of overhead to payload for a packet was about 14%. This number considers the
overhead of the packet transmission, the ACK and the transition time between them
but not polls or directories. Popular in current literature is to design protocols to sup-
port the 53 byte payload of ATM packets. If packets are then sent individually, over-
head accounts for nearly 65% of the transmission size. In turn, for a given payload,
each participant in the data exchange consumes at least 40% more energy. This per-
centage increases when polls and directories are included in the overhead portion of
the ratio. Reducing the overhead to payload ratio is an energy conservation objective
and in the case of ATM supports the idea of sending severa ATM cells per packet
transmission.

Transition times between the energy states of commercialy available trans-
ceivers are not presented in specification sheets. Both the HIPERLAN and IEEE
802.11 standards specify a maximum transition time between the transmit and receive
states, 6 and 5 psec respectively.’® Neither standard provides any guidance on the
transition time from the doze state to the awake state. It isthis transition that is most

critical to the design of energy conserving protocols. We have assumed in this paper
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that the transition between the doze and awake state occurs in a time comparable to
that between the transmit and receive states. Longer transition times would make
protocols that attempt to put the most nodes to sleep for longer periods of time the
better performers. An objective in protocol design in this context would be to reduce
the frequency of waking up to listen to directories. The 1 bit TIM protocol which re-
lies on frequent short directories as opposed to the single long directories of the list
and the m bit TIM protocols would be affected most by these long transition times.
The optimum TIM period of the 1 bit TIM protocol would increase. If the transition
time from the receive state to the doze is large, longer than the time to transmit a
packet, protocols other than those presented in this dissertation may be best.*

The analysis in this dissertation does not make a distinction between the en-
ergy consumed in transmitting and the energy consumed in receiving. Nevertheless,
we did keep statistics on transmission time and receiving time. The average transmis-
sion time was the same for al the protocols when the network size, transmission cy-
cle size and error rate were the same. Differencesin energy consumption were purely
the result of the time spent by nodes receiving. Efforts to reduce the time spent
transmitting may be worthwhile but there is a limited amount of this time to reduce,
primarily overhead. These efforts would be equivalent to reducing the overhead to
payload ratio. This effort is likely to result in more energy in the network being
saved by multiple nodes receiving less than by individual nodes transmitting less.
The ratio of energy consumed in transmitting versus that consumed in receiving has

no effect on our results.

B With atransition time of 5 psec, a48 bit transition is equivalent to a data rate of 9.6 Mbps.

“ The one reference we found that provided this transition time, [126], reported that it took 100 msec
to transition from the doze to the awake state. This value was empirically measured. No information
was provided on how it was measured. A 100 msec transition time is equivalent to 34 packet transmis-
sions using our packet size and a transmission rate of 2 Mbps. None of the protocols in this dissedrta-
tion nor protocols of most other papers published to date would be feasible.
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3.7 Conclusion

This paper described various methods for a central controller to manage the
transmission of fixed sized packets. The results show that protocols can vary greatly
and that their performance depends on the traffic type, the channel characteristics in
which they operate, as well as the parameters, i.e. TIM period and CFP size, chosen
for the protocol. These results also show that the scheduling policy is an important
choice in designing the protocol but that in most cases a single algorithm, servicing
the nodes with fewest transmissions first, should be used. It provides optimum per-
formance for Type Il, 111, and 1V traffic and excellent performance for Type | traffic.
Fortunately, this scheduling policy is one of the easiest algorithms to implement.

The most significant conclusion of this research is that the focus of energy
conservation should be to reduce the set of nodes in the receive state. Two goalsin
protocol design are shown to be critical. First, the protocol should attempt to put as
many nodes to sleep as possible as early as possible and for aslong as possible. Sec-
ond, the protocol should coordinate transmissions such that nodes wake up to hear a
transmission that enables them to know the state of the transmission schedule. Al-
though our work considers a half duplex channel these conclusions can be extrapo-
lated to full duplex systems.

As afinal comment we provide one additional result that emphasizes our con-
clusion that putting idle nodes to sleep is the critical objective of energy conserving
protocols. We compare the energy savings using the best performing protocols of the
smallest network and the smallest transmission cycle with that of the largest network
and the largest transmission cycle for Type Il traffic in high error conditions. The
smaller network consumed 22% of the energy that would have been consumed if all
nodes were awake for the entire transmission cycle. This equates to batteries used by

the transmitters of this network lasting nearly 5 times longer on average. The larger
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network, however, consumed just 2.2% of the energy that would be consumed if all
nodes were awake throughout the transmission cycle. Batteriesin this network would
last 45 times longer on average. Energy conserving protocols have much greater po-

tential in larger networks since more nodes can doze.
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Appendix 3.A
Modelsfor Delay and Energy Consumption for Protocols Managing

TypesllIl and IV Traffic

We model the transmission time and energy consumption of the 1 bit TIM,
multiple bit TIM, and list protocols for Type I1l and IV traffic when there are no er-
rors. The transmission times are easily modeled since they are independent of any
scheduling or traffic distribution factors. They are dependent on the size of the net-
work, n, the number of packets being transmitted in the contention free period (CFP),
k, and in the case of the TIM protocols, the number of TIM periods that are used, j.
For these models we define five timing variables, the time to transmit a packet includ-

ing its overhead, 7y, , the time to transmit a poll including it's overhead, 7, , the
time to transmit an ACK including its overhead, 7, , the time for the transmission
overhead, 7., , and finally the duration of an interframe space, r5. The distinction

between the equations for the three different types of traffic are the duration of the
directories, the use of polls, the number of interframe spaces used, and some subtle
end conditions.

We define ty;, (k,j) asthetime to transmit k packetsif j TIM periods are used

with the 1 bit TIM protocol. Thisisgiven by:
N ¢
Tt (k’ J) =] lrﬁ—} + k(ZTS FToon T Tpw F Tack ~Ton )+C1- (3A.D

The first term of Equation (3.A.1) accounts for the transmission of the TIM. The size

of the TIM is dependent on the number of nodes in the network adjusted to fit evenly
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into an integer number of time slots. Overhead is not included since the TIM is com-
bined with the very next Poll thus overhead is included in the second term. We use

|S to refer to the number of bits that can be transmitted in an interframe slot, in our

case 48. The second term of (A.1) accounts for the time to transmit packets. Each
packet transmission includes a poll, a packet, and an ACK. Since the polls are com-
bined with either a packet or an ACK, in Type lll or IV traffic respectively, one over-
head transmission can be avoided. The interframe spaces occur between packet
exchanges and between the packets and ACKs of each exchange. The third term ac-
counts for the special end condition for Type IV traffic when the final ACK of aTIM
period is not combined with a poll since a TIM is transmitted next. The constant ¢;

has avalue of O for Type 1l traffic and avalue of j[{r, +75) for TypelV traffic.
We define t.,; (k,j) asthetime to transmit k packets if j TIM periods are used
with the multiple bit TIM protocol. Itisgiven by:

(o[ o0 5]

S

it (k,j) = | Ton+ +k(275 +Tpo + Tpie T Tack ~ToH )+01 (3A.2

It only differs from (A.1) in the first term since the TIMs are a different size. Each
TIM includes n multiple bit positions. Each position use the number of bits required
to specify the number of packets that can be transmitted in a TIM period.

We define t;4 (k) as the time to transmit k packets using the list protocol,

which is given by:

t“st(k):{TOH{%H+MMTS+TM +Tack ) - (3.A.3)
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The first term of (A.3) accounts for the time to transmit a list with abbreviated ad-
dresses. The size of the abbreviated addresses depends on the size of the network and
the number of addresses in the list depends on the number of packetsthe list directs to
be transmitted. The second term accounts for the time to transmit a packet. Each ex-
change includes the time to transmit a packet and an ACK. The number of interframe
spaces, m, required depends on the traffic type. The PC requires precedence, i.e. pri-
ority, during the CFP for control purposes. To give this precedence to the PC we re-
quire that all mobile nodes wait two interframe spaces before attempting to transmit a
new packet. The PC only needs to wait one and thus would have priority. Therefore,
mis 3 for TypelV traffic and only 2 for Type Il traffic.

Next we compute the average energy consumed in transmitting k packets.
The energy consumed by a given collection of k packets depends on how these k
packets are distributed among the network's n nodes and how they are scheduled to be
transmitted. We determine the distribution of the packets by first conditioning on the
number of nodes i spanned by the k packets to be transmitted. Let p,, (i) denote the

probability that the k packets are sent to/from i nodes in the network:

g

Pin ()= = . (3.A.4)

Since our scheduling policy orders transmissions based on the number of packets ex-
changed with each mobile node, irrespective of which mobile node, our interest isin
determining the likelihood of a given type of partition for k packets among i mobile

nodes, where each mobile node participates in at least one exchange. Let R, denote
one such partition and let 7, denote the set of all such partitions. We define a type

of a partition R, as a vector q(Ry)=(q...q)eN with non-decreasing coordinates,
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where the | coordinate corresponds to the number of packets sent to a destination

receiving the j™ smallest number of packets among the i nodes, thus Zij:lqj =k.

We shall let g, c N' denote the set of vectors corresponding to all possible partition
types for k packets among i destinations. Finally, for any te g, we define a set of
partitions 7' that have typet, i.e.
7' ={Ri e R]a(Ri) =t}
and ‘Pt‘ as the number of partitions of typet.
We shall let p,(t]i) denote the probability that a partition of Type te g, is

obtained given the k exchanges are among i of the network's mobile nodes. Using a

counting argument one can show that

[ :
< whee|=( €. (3A5)

i) =
pkv ( |) Z Pr‘
rog
since the traffic is assumed to be uniformly distributed and so partitions are equally

likely.

For example, suppose there are 10 mobile nodes in the network labeled d;, dp,
..., dio, and that three of these nodes are participating in five packet exchanges. The

probability of this event is written py,,(3) and is 0.18 by Eq. (A.4). Say the ex-

changes are with the following nodes, d,, ds, ds, dz, and d,4, then the partition would

be written as q(R5)=(11,3)=t wheret; =1, t;= 1, and t= 3. The only other possi-
ble partition with three mobile nodes and 5 exchanges would be q(R;5)=(1.2,2) and

we find that
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i1

ST

=04,

1137122
and the probability of this schedule over all possible schedules with k =5 and n = 10
IS Ps10(3) Ps 0 (13) =0.072.

Now suppose the k packets to be transmitted correspond to a partition of type

t=(t,t). Recal that t, <t, <---<t sincejobs are scheduled shortest processing time
first. Jobs are defined as the set of exchanges to a single node and its size is the num-
ber of exchangesin the set. Further suppose that these packets are equally distributed
among j consecutive TIMs. We shall let n (1) denote the number of nodes participat-

ing in exchanges during the I TIM period and m (r.I) the number of packets sent by

th
I

the r' node participating in the 1™ TIM period in the partition of typet. Clearly n (1)

and m(rl),r=1,...,n(l)aredirectly determined fromt. So in the above example

when we use TIM periods of size 2, then there are three TIM periods required to send
the five packets and n (1)=2, n(2)=1, and n(3)=1 and m(L1)=1, m(2,1)=1,
m(1,2)=2,and m(1,3)=1.

We now have the basic definitions to build our models. The models for each
protocol consider four different energy components of the CFP, energy consumed in
transmitting directories, adjustments for end condition of directory transmissions, en-
ergy consumed in transmitting packets, and, finally, adjustments for end conditions of
packet transmissions, TIM periods, and/or the CFP. The first component is the en-
ergy consumed in receiving directories. All nodes are assumed to be awake to listen
to these directories. For each directory that is transmitted, nodes must awaken and

then return to the doze state if not identified as needing to stay awake. In our models
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we assume that all nodes awaken and return to the doze state in the first component
and then adjust in the second component for those nodes that actually remain awake
after the directory transmissions. In the third component we account for the energy
consumed in transmitting packets. This accounts for the number of nodes awake and
the duration of the transmission. Finally, we make adjustments for the end conditions
such as the time for anode in the 1 bit and multiple bit TIM protocols to identify that
it can enter the doze state and the time in the multiple bit TIM and list protocols a
node must be awake before the first exchange.

We start with the model for the 1 bit TIM protocol. The amount of energy
consumed in sending k packets is dependent on the partition t. Our approach to de-
termining the expected energy consumption is to consider the energy consumed by
each possible partition weighted by the probability of the partition’s occurrence when

traffic is distributed uniformly. We define the energy consumed by a particular parti-

+£1 .
8]
nt TS+TOH +

! 3A6
<I> (3A.6)

tion of typet to be

j-n-[z-rs+ Ton

M_

Cibitk, | (t)=

— |l
=

D)+ 1—1)m (r1)(2-Ts + Tpgy + Tpig + Tack —Ton )+

I=1 r=

i
+ Z )(7s + Tpar )

iy

where ¢; is the constant defined earlier to account for differencesin Type Ill and IV
traffic transmission. To determine the expected energy consumption we consider all

possible partitions, i.e.
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min(n k)

2 Pn (i) Z Py (t|i)elbitk,j (t). (BA.7)

i=1 teQik

E[elbitk,j (T)] =

To evaluate A.7 we use arecursive algorithm to determine all te g, .

The expected energy consumption model for the multiple bit TIM protocol is
formulated in much the same way. Again, energy consumption is dependent on the

partition as follows:

n[1+ log, %“]

jn |21 +| 1oy +|————|||—

E
CIUE i rs+ (3.A.8)

k-(2-Ts + Tpoy + Tpie + Tack —Ton )+

01+ZJ:<W(|>—1)02

The constant c; is as defined before. The constant ¢, accounts for the differences be-
tween Type Il and Type IV traffic in the time a node must be awake prior to the first

packet exchange. Itis 2-rg for Type lll traffic and (racq —7on +75) for Type IV traf-

fic. And finally, to determine the expected energy consumption we average over all
possible partitions:
min(n k)

Pun (i) Z P (t|i)enbitk,j (t)- (3A.9)

E[embitk,j (T)] = ’
i=1 t€Qi

The expected energy consumption model for the list protocol is much simpler
since it only depends on the number of nodes participating in the CFP rather than the
partition type and the number of TIMs. The energy consumed when i nodes partici-

pateinthe CFPis
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k(1-+|log, n|)

E ”_

Gisic (1) = I+ (3410
k<3 Ts+ Tpg) + Tpie + Tack )+
(i — l)(3 Ts+ Tack )

n|2-7g+|Toy +

The expected energy consumption is

min(n k)

Q|stk pk n )QIStk (SAll)

i=1
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Appendix 3.B

Scheduling Algorithms

Descriptions of the scheduling algorithms used in our study of the transmis-

sion of Typel traffic follow.

Algorithm A

1.

S.

Select the pair of addresses that occur most and use these transmissions to fill the
first slots of the transmission period.

If there are more slots in the TIM period, add any transmissions of pairs of nodes
that are already awake that are not already part of the transmission schedule. Add
the pairs that occur least frequently first."

If there are more dslots in the TIM period, identify the pair with one address al-
ready in the transmission set that occurs most frequently. Use these transmissions
to fill the remaining slots of the TIM period.

Repeat Steps 2 and 3 until all sots of the TIM period are filled or until no more
pairs can be found to meet the criteria of these steps. If the latter occurs go to
Step 1.

Repeat all steps for subsequent TIM periods until all traffic has been transmitted.

Algorithm B

1.
2.

Set m=2. Let g=the number of possible transmissionsinaTIM period.

Consider all nodes remaining with traffic. Count the occurrences of transmissions
between all combinations of nodes taken m at atime.

If there are no combinations of m nodes with a quantity of transmissions greater
than or equal to g, increase m by 1 and repeat Step 2.

3 There i's a benefit to exhausti ng as many of these pairs as possible since there is no penalty for participating in the given TIM
period but there may be in a subsequent TIM period.
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4. Choose the combination of m nodes that meet the criteria of Step 3 that has a
guantity of transmissions closest to g. Schedule these in the next transmission
dot.

5. Repeat starting at Step 2 for the next transmission cycle.

Algorithm C

1. Count the frequency that each address appears in the set of transmissions waiting
to be scheduled.

2. Schedule those transmissions involving the node that has the lowest frequency.

3. Repeat Steps 1 and 2 until all traffic is scheduled.

Algorithm D

1. Count the frequency that each node participates in data exchanges and select the
node with the most exchanges.

2. Place dl data exchanges involving the node identified by Step 1 into a subgroup
for transmission.

3. Repeat Steps 1 and 2 for the transmissions that have not been added to a sub-
group. Advanceto Step 4 if al exchanges have been added to a subgroup.

4. Group al exchanges within each subgroup between common pairs of nodes. If
the identifying node of the subgroup is both transmitting and receiving in the set
of acommon pair, schedule the receptions last.

5. Go to thetransition of the first two subgroups.

6. Reschedule the transmissions of the two adjacent subgroups such that at the tran-
sition there is a common node. Give preference to a node that receives in the
forward subgroup. If necessary swap the order of the transmissions and recep-
tions of the last pair in the forward subgroup.

7. If Step 6 is successful and there are more transitions, advance to the next transi-
tion and repeat Step 6. Otherwise, stop.
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8. If common nodes cannot be found in the adjacent subgroups move the latter sub-
group to the end of the transmission schedule and repeat Step 6 for the new adja-
cent pair.
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Chapter 4

Conserving Energy in Accessing a Central Node

4.1 Introduction

In Chapter 3 we explored the energy conserving methods to manage the
transmission of data. The model of the communications process was one that alter-
nated between contention periods (CP) and contention free periods (CFP). The objec-
tive of Chapter 3 was to describe how a central node called a point controller (PC)
should manage the transmission of data in the CFP to achieve best energy efficiency.
It was assumed the PC became aware of pending traffic in the CP but there was no
discussion on how. In this chapter we identify the access schemes that may be used
in this type of network to gain access and we evaluate them for energy efficiency.

This aternating type of protocol removes the arrival process as an issue in the
anaysis. We assume at the start of the CP there is a set of nodes that have traffic to
send and they are contending to notify the PC of their status.'® Although the success
of a protocol will be dependent on the number of nodes needing to gain access it is
independent of when the packets arrive at those nodes. Classical access methods that

assume a random arrival such as 1-persistent CSMA[24] and both Aloha and slotted

18 The PC manages the actual transmission datain subsequent CFPs
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Aloha[25] are not appropriate since they are assured of colliding. Similarly, the col-
lision avoidance scheme of the 802.11 protocol [6] is not suitable. The 802.11 proto-
col uses a diding contention probability that adjusts to congestion first assuming
minimum congestion and then decreasing the contention probability as collisions oc-
cur. Since contending nodes accumulate in anticipation of the CP and they decrease
in quantity as the CP progresses, we would expect the adjustment process of 802.11
to be counterproductive. The protocols that support access at the congested start of a
CP will use either a collision avoidance or a collision resolution scheme. In the colli-
sion avoidance scheme, rather than ramping-up the collision avoidance with the oc-
currence of collisions, we choose the collision avoidance parameters for the expected
congestion and then stick with it for the duration of the contention period.

In Chapter 3 we concluded that the most significant objective of an energy
conserving traffic management protocol was to put idle nodes into the doze state.
This goal is not as severe in the CP since nodes without any need to contend can doze
throughout the CP without risk. The goal then is to help the contending nodes reduce
their awake time. We answer several questions. 1) Given that there are k nodes wait-
ing to gain access, how can a protocol be designed to minimize energy consumption
and still achieve a certain percentage of successful contentions? 2) What happens to
energy consumption and access success in these protocols if they are designed for k;
nodes to gain access but there are actually k, nodes?

We conclude that the polling protocols are best suited for this type of network.
The short access packets used in an aternating CP-CFP type protocol greatly reduce
the time to poll al nodes in the network and the very predictable nature of polling
makes it very easy for the PC to manage dozing. Additionally, the performance of
polling protocols are not affected by the load and are least affected by hidden node

effects. The random access protocols, however, remain options. They are still very
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effective when the load is small and in those cases have much better throughput than
polling.

We start our presentation of our research in Section 4.2 which provides back-
ground on the environment in which we expect our protocols to work. It provides
definitions that are used throughout the chapter and describes the physical properties
of the network that constrain our designs. Section 4.3 develops the details and the
models of seven different access protocols suitable for granting access while simulta-
neously conserving energy. Section 4.4 presents our analysis using these models.

Finally, we conclude with Section 4.5.

4.2 Background

4.2.1 Centrally Controlled Data Transmission

Centrally controlled data transmission uses a point coordinator (PC) to man-
age traffic transmission. For all types of traffic, the PC first learns what traffic in the
network needs to be transmitted in a contention period (CP) and then directs its
transmission during a contention free period (CFP). The PC manages the alternation
between these periods in an attempt to balance consideration of delay, throughput and
energy consumption. In this chapter we focus on the CP only. We assume that at the
beginning of the CP the PC transmits an announcement that the CP is starting and that
it will last for some finite period. Nodes that do not need to contend can then enter
the doze state for the entire CP. The remaining nodes then contend for access. In a
single access event a node may inform the PC of one or more data packet transmis-
sions or may attempt to obtain a connection with some quality of service (QoS) for an

undetermined number of packets. The quantity of datathat needs to be transmitted
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Figure 4.1: Access Packets

to a single destination does not affect the quantity of energy consumed to gain access

in the CP.

4.2.2 Access Packets

Figure 4.1 illustrates different types of access packets. Datatransmissionin a
centrally controlled network can be of two types. Inthefirst, all packet transmissions
are sent to the PC. In this case, the access protocol would use the fixed sized access
packet illustrated in Figure 4.1a. In the second type, the network supports peer-to-
peer communication allowing nodes to transmit packets directly to peer nodes in the
network. In this case, the access protocol can either use fixed size packets of the type
illustrated in Figure 4.1b and require the node to contend for each destination or use
an expandable packet as illustrated in Figure 4.1c and contend just once. It isimpor-
tant to note that despite the destination of the data packet transmission, contention is

for access to the PC only.
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4.2.3 Physical Layer

These protocols work in the same environment that we described in Chapter 3
for the centrally controlled data transmission so we use the same assumptions about
the physical layer as were described in Section 3.2.3. However, asillustrated in Fig-
ure 4.1, the packets that are exchanged are much shorter. Packet errors are rare. Ad-
ditionally, the greater issue in contention is collisions. Therefore, we do not model
errors nor hidden node effects in our analysis. We assume all nodes can receive each
other’s transmissions. However, late in Section 4.4 we describe the expected effects

of these phenomena on each protocol’ s performance.

4.2.4 Comparison Measures

The objective of our analysis of different protocols is to compare their per-
formance. We assume that at the beginning of the contention period that the proto-
cols that are being compared have the same k nodes to contend and that no additional
nodes arrive during the CP. The measures we seek for each protocol are the total
network energy consumption, the number of successful contentions, and the duration
of the contention period. Prior to comparing we seek the optimum parameters for
each protocol. Since minimizing energy consumption and achieving maximum
throughput may not be compatible goals, we specify the expected number of success-
ful contentions as a constraint and choose the parameters for least network energy
consumption. To compare the protocols we seek the same number of successful con-
tentions and then compare the network energy consumption and the expected duration

of the CP.



Figure 4.2: Markov chain of the p-Persistent Slotted Aloha access process
4.3 Accessfor PC Directed Data Packets

We consider seven protocols for access, p-persistent slotted aloha, time slotted
p-persistent carrier sense multiple access (CSMA), elimination yield non-preemptive
multiple access (EYNPMA) as found in HIPERLAN [7], polling, selective polling,

modified random addressing protocol (RAP), and orthogonal addressing.

4.3.1 p-Persistent Slotted Aloha

In p-persistent slotted aloha, each of the k stations will contend in any given
slot with some probability until it is successful contending. In our analysis we con-
sider a contention successful if a single node contends in the slot. If two or more
nodes contend in the same dlot, there is a collision and none of the nodes succeed at
gaining access. (We do not consider capture in our analysis.) We model two phe-
nomena, the expected number of successful contentions and the expected energy con-
sumption in the CP given a number of nodes contending, k, a probability that a node
contends in a given slot, p, and a fixed number of dots, n. We define the transition
probability that when there are i nodes contending in a slot that there are then j nodes
that contend in the next slot as

1-i-p-(1-p) " j=i

p,=1i-p-(1- p)ifl j=i—1 4.1
0 Otherwise
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The Markov chain illustrated in Figure 4.2 shows the state transition diagram associ-

ated with the process. The transition matrix is given by

Pek Pk 0 0 0
0 Peaks Peixo 0 0
p_ 0 0 Pr2k-2 ka2,k—3 0 (4.2)
: . 0
0 0 0 0 Pii Pip
0 0 0 0 0 1

We define S, as the number of successful contentions that occur in n slots. We can

find the expected value of S, using the transition matrix.

Els]=3 [P, - “3)

We define the energy consumed by a node contending in aslot ases = 17%.'" There-
fore, the expected energy consumed by a node in the next slot conditioned on the fact

it needs to contend is p-e,. If there are j nodes that need to contend then the total ex-
pected energy consumed in the next slot is j- p-e,. Therefore the expected energy

consumption by a network through n slotsis

E[En]zzn:[l 0 - O]P.d, (4.4)

whered is an energy consumption column vector: d. :(k—i)- p-e, i€0,1,--k.

In Figures 4.3 and 4.4 we illustrate the expected number of successful conten-
tions and the expected energy consumption for contention periods of five different

lengths (i.e. 10, 50, 100, 150, and 200) while varying the contention probability, p. In

Y There are 7 slots associated with the request, 7 slots associated with the acknowledgement, and 3
interframe dots.
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Figure 4.3, we see that there is always a p that achieves the greatest expected number
of successful contentions and that the expected number of successful contentions
monotonically decreases from this point as p increases. In Figure 4.4, we see that en-
ergy consumption is monotonically increasing in p regardless of the size of the con-

tention period and the expected number of successful contentions. This leads to a
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simple optimization strategy. Given a CP duration of n slots and a lower bound

E[Sh} (i.e. the number of successful contentions) choose the smallest p that meets the

bound so as to minimize energy consumption. If the threshold cannot be achieved,

choose the p that yields the highest E[S, .

4.3.2 Time Slotted p-Persistent Carrier Sense Multiple Access (CSMA)

As mentioned earlier 1-persistent CSMA is not suitable for this type of net-
work. It isnecessary to distribute contention attempts during the CP in order to avoid
collisions. These techniques are referred to as collision avoidance. Our collision
avoidance scheme is a modification of the 802.11 collision avoidance scheme [6] that
may be more accurately described as a p-persistent CSMA technique. We call our
collision avoidance access scheme time slotted p-persistent CSMA. To describe this
technique we will first describe the 802.11 collision avoidance scheme, and then will
describe the modifications that convert the 802.11 scheme into our time slotted p-
persistent CSMA.

In the 802.11 CSMA/CA scheme, before a node contends it first generates a
random backoff interval to use in gaining access. This interval is measured in an in-
teger number of slot times. It contends by first monitoring the channel in the CP until
the channel is sensed idle for a specified period, in our case 3 dlot times. At this
point, the node begins to decrement its backoff counter as it senses the channel idle
for additional slot times. If the node senses the channel busy at some time before the
backoff expires, it stops decrementing the backoff counter. It then waits until the
channel is sensed idle again for 3 slot times before continuing to decrement the back-
off counter. If the backoff counter expires the node sends its access packet starting in
the very next slot. At the conclusion of the transmission, the node waits for an ac-

knowledgement (ACK). If oneis received then the contention was successful and the
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node enters the doze state until the scheduled beginning of the CFP. Otherwise, it
selects a new backoff interval and continues contending.

The standard procedure for selecting the backoff interval is to uniformly
choose a backoff from a range (O,w-1) referred to as the contention window. The
value of w depends on the transmission history of the node. In the IEEE 802.11 pro-
tocol there is a maximum and minimum w, CWp,, and CW o respectively. After

each failed contention, w is increased according to 2"CW, ;. where mis the number

of consecutive collisions that have preceded the selection. This continues until w
reaches CWn, a which time it is no longer increased for collisions. This method of
increasing the contention window adapts to congestion.

The 802.11 CSMA/CA scheme is not appropriate for our applications since
we assume congestion at the start of the CP and that this congestion can only de-
crease. A large contention window should be selected at the start. We keep the same
contention window for the duration of the CP. We approximate this process in our
modeling by specifying that all active nodes contend with probability p as done in the
p-persistent slotted aloha protocol. Our analysis proceeds very much the same as that
above for p-persistent slotted aloha. The distinction then between p-persistent slotted
aloha and our time dotted p-persistent CSMA scheme is that the latter scheme has
better throughput since a smaller slot is used when there is no contention attempt but
consumes more energy since contending nodes must monitor the channel until they
successfully contend.

Equations (4.1) and (4.2) remain valid for the time slotted p-persistent CSMA
protocol except n is no longer the number of contention slots in the CP but the num-
ber of backoff dots. Unlike with p-persistent slotted aloha, the number of backoff
dlotsin afixed size CP can vary depending on the number of contentions that are at-

tempted. We attempt to model the number of successful contentions and the energy

89



o

a. Access dot duration when no nodes contend

| OH |CNA| PCA| c |

¢—— Access Packet —b‘« DIFS
< 10173, —i‘

b. Access slot duration when thereis acollision

»
»

| OH [enalpeal ¢ OH [pcalenal c |
—— Access Packet —»‘ F Acknowledgement (ACK) —»}47 DIFS ~>{

c. Access dot duration when contention is successful

v

Figure 4.5. CSMA/CA Access Slot Duration for Different Access Events

consumed as a function of the CP size and to model the expected CP duration and en-
ergy consumption when the protocol uses n backoff slots. We start by defining the
average time between backoff slots. There are three different times between backoff
slots and are illustrated in Figure 4.5. When there are no contentions, the time be-

tween slots is 74, when there is a successful contention the timeis 1874, and when
thereisacollision thetimeis 10- 7, or simply 1, 18, or 10 respectively in our equa-

tions. The probability of a successful contention is determined by Equation (4.1).
The probability that no node contendsis

(1-p) i=]

Bija= .
A o otherwise

where A is defined as the event that none of i nodes contend. Finally, the probability

that acollision occursis
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- :{1— Pis—Pia =1
0 otherwise
where B is defined as the event that a collision occurs amongst the i nodes. Note that
the probability that there is no transition in a particular contention slot with i nodes
contending is
Pi =PiatBis

Using these probabilities we define a delay vector for which each entry corresponds
to the expected delay when k nodes are remaining to gain access.

pk,k;A +10- pk,k;B +18- pk,kfl
Pe 1k 1a +10° P gy 18 +18- Py o
: (4.5
pl,l;A +10- pl,l;B +18- pl,o
1

With Equations (4.2) and (4.5) we can define the expected time it takes to backoff n

dotsas

E[To(n)]=>_[1 0 - 0]-P"*.d

j=1
We then approximate the expected number of backoffs that will occur in awindow of

Size T &

n~ maX{E[TBO (n)] < TCP}

n

Then we can find the expected number of successful contentions with

The expected energy consumption in n backoff slotsis

91



E[En]

Il
=

o
=)

o
P

d. (4.6)

where Equation (4.6) differs from Equation (4.4) in that the addition of a diagonal matrix
accounts for the fact that all nodes with traffic to send stay awake until they successfully
contend.

In Figures 4.6 and 4.7 we illustrate the approximate values for the expected
number of successful contentions and the expected energy consumption for contention
periods of five different lengths (i.e. 10, 50, 100, 150, and 200 p-persistent dotted aloha
dots'®) while varying the contention probability, p. The choice of this size contention
period alows Figures 4.6 and 4.7 to be directly compared to Figures 4.3 and 4.4. As
can be seen the time dotted p-persistent CSMA protocol consumes much more energy
than the p-persistent slotted aloha protocol but unlike the p-persistent slotted aloha pro-
tocol, the expected energy consumption does not monotonically increase with p.
Rather, asillustrated in Figure 4.8, there is a clear optimum p. The optimization strat-
egy for this protocol depends on the starting parameters. Given a CP duration of n dot-

ted aloha slots and a threshold E[S_ |, if the threshold E[S | can be achieved

Tcp

choose the p that results in least energy consumption. If the threshold cannot be

achieved, choose the p that yields the highest E[STCP] . Of interest, note that when the

CPis sufficiently large the optimum energy consumption is not affected by the CP size.
(SeeFigure 4.8.) Thisindicatesthat the strategy to choose the optimum set of

18 For the sake of doing a comparison we use time units defined by slotted aloha slots. We convert this
time unit to a number of backoff events using Equation (10).
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Figure 4.7: Approximation of the expected energy consumed in a contention period
using time slotted p-persistent CSMA starting with 25 nodes, k = 25asin Figure 4.4

(7 iIsmeasured in equivalent slotted aloha contention slots.)

parameters is to choose the smallest CP size that can achieve the thresholdE[STCP] .

Optimizing under this strategy isidentical to that used for p-persistent sotted aloha.
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4.3.3 Elimination Yield Non Preemptive Multiple Access (EYNPMA)
EYNPMA is a protocol in the class described as collision avoidance resolu-

tion treesin [26-30]. These protocols have the benefit of increasing the probability of

access in each contention slot at the expense of more overhead. EYNPMA is specifi-

cally used by HIPERLAN. [7] We describe it here as it was intended to be imple-
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mented according to the standard and then we modify it to suit the requirements of
our application. According to the HIPERLAN standard, nodes wait until they can
sense the channel is idle for 1700 bit-periods before attempting access. The subse-
guent channel access attempts occur in four phases, prioritization, elimination, yield,
and finally transmission phases. Figure 4.9a illustrates the access cycle. Nodes gain
access by sending asignal and by when it starts to send the packet. The signal begins
in the priority phase and ends in the elimination phase, and the packet transmission
startsin the yield phase. A node wins the contention by being among the first to start
transmitting in the first phase, among the last to stop transmitting in the second phase
and the first to start transmitting a packet in the third phase. Nodes that recognize
that they have lost the contention in any one of the phases will defer from attempting
to gain access.

Note that the prioritization, elimination, and yield phases are all dotted.
These three phases have H, L, and M dlots respectively. In HIPERLAN, each access
transmission is assigned a priority level h which is numbered from 0 to H-1 with O
being the highest priority. The priority level is assigned to a transmission based on its
residual lifetime. A node with a transmission of priority level h will transmit an ac-
cess burst for the duration of the priority phase starting in the h+1™ slot provided the
channel is sensed idle up until that time. Contending nodes that hear a burst before
the designated priority slot for their transmission will stop contending. Each node
that transmits an access burst is granted admission into the elimination phase. These
nodes continue to transmit their access burst into the elimination phase with probabil -
ity q of transmitting in each next elimination slot until it does not transmit or the L
slots have been used. At this point the node listens. If it hears another node still
transmitting then it loses the contention and returns to the doze state. Otherwise it

listens through the remaining slots of the elimination phase, through a survival verifi-
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cation interval, and into the yield phase. A node surviving the elimination phase lis-
tens to each dot of the yield phase with probability p and begins to transmit the
packet with probability (1-p) except for the last slot when the transmission probability
is1. If anode senses that another node begins to transmit a packet then it stops con-
tending. Performance models for access using the HIPERLAN access protocol are
found in [31]. The values specified for H, L, M, g, and p in HIPERLAN are 5, 12, 14,
0.5, and 0.9 respectively.

We modify EYNPMA for our application in the following manner. First, con-
tentions occur in slots each large enough to handle all phases of the contention.
These dlots are initiated by a beacon transmitted by the PC so nodes do not have to
wait for 1700 bits of idle time. (See Figure 9b.) The second modification in our ap-
plication, since we do not define a priority for access, is to use the priority phase as
one additional level in the collision avoidance resolution tree. Similar to the elimina-
tion phase each contending node listens in each slot of the priority phase with prob-
ability r and begins to transmit the access burst in a slot with probability (1-r) except
for the last slot when the transmission probability is 1.

The dlots in which a single independent node transmits in the priority phase,
B, stop transmitting in the elimination phase, C, and start in the yield phase, D, are
random variables with truncated geometric distributions as follows'®:

m(B:M:{

(1-r)** 1<b<h
rht b=h '

_ c-1
PI’(C:C):{(l ?_)lq lsc<l ;
q b=l

(1-p)p°* 1<d<m .

M(D=d)={ o

p b=m
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When k nodes contend for transmission they interact by listening to each other during
each phase reducing the number of the original contenders surviving each phase. In
order to compute the probability that a single node survives the last phase, we make
severa intermediate calculations. We denote the number of nodes surviving each of

the three phases by V, W, and X, whose distributions are given by:
h
Pr(V =v[K) :mz Pr(B=h)'Pr(B>b)" O<vsk ;
b=1

Pr(W:W|V:v):[\\I/vj;Pr(C:c)WPr(C<C)V_W O<wsV ;

Pr(X =xw=w)= [ jZPr(D d)*Pr(D>d)"™ O<xsw .
X )d=1
The probability that only a single node survives when there are k contenders is given
by
k v
Pr(X =1k) =3 Pr(X =1W =w)Pr (W =wV =v)Pr(V =v|k) . (4.7)
v=1 w=1
This simple model provides the necessary intuition to guide the selection of the sig-
naling parameters. With this we define our transition probabilities
Pr(x=1) j=i-1
p, ={1-Pr(x=1}) j=i (48)
0 otherwise
We can then build the transition matrix in (4.2) and can use equation (4.3) to deter-

mine the expected number of successful contentions. We now define the expected

energy consumed in aslot when k nodes are contending.

¥ This analysisis similar to that found in [31].
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E[E(K)]= Z:Pr (v =V)Z=:Z=:UVJ(Pr(C :I))W[(Pr (c<1)) "ol +1)+:Z_11:Pr (C=i)ffv-w)i +4)j+

v=1 w=1 x=1 m=1

4.9
This equation assumes that once nodes identify that they fail in a contention, they
enter the doze state and do not wake-up until the next contention slot. The constant
ap is the duration of one of the contention slots as illustrated in Figure 4.9b. less the

time for the collision avoidance tree (H +L+M +1) plus a slot for the time to wake-

up. We can now determine the expected energy consumed in a contention period us-
ing Equation (4.4) where the transition matrix is built with the transition probabilities

defined by Equation (4.8) and where we define the vector d with values determined
using Equation (4.9), d, =E[ E(k-i)].

Identifying the parameters for best energy conservation is a much more com-
plex problem than that for the p-persistent slotted aloha and the time slotted p-
persistent CSMA protocols since it is an optimization problem with 6 variables, r, p,
g, H, L, and M rather than just 1 variable. We applied a brute force search for best
energy consumption varying H, L, and M in increments of 1 and varying r, p, and g
by 0.01 with a k slot access period for 6 different values of k. Note that since thereis
at least one node that finally transmits its access packet in each slot minimizing en-
ergy consumption also reduces collisions since the energy consumption penalty for a

collision is so great. Table 4.1 illustrates the optimum parameters that we found and
the expected number of successes in ak contention slot CP, E[S,|. Of interest in this
table is that the size of each phase is much smaller than those recommended by the

HIPERLAN standard and that it is the priority phase that variesthe most in size. This

phenomenon is clearly understood. It is advantageous to reduce the number of
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Kk H L M r p q E [SK ]
5 4 3 2 | 077|058 | 052 | 4699
10 5 4 2 1086|061 | 052 | 9432
15 6 4 2 [ 090 | 0.60 | 052 | 14.106
20 6 4 2 [ 092 | 058 | 053 | 18.694
25 6 5 2 | 093|063 | 052 | 23.552
50 9 5 2 [ 096 | 0.64 | 052 | 47.031

Table4.1:

based on number of contending nodes, k

15

o & k=50

/k=25
5

™~

N

0.75 0.8 0.85 0.9

aH=5

15

Results of a brute force search of optimum parameters for EY NPMA

aH=9

Figure 4.10: Expected number of surviving nodes after the priority phase

contending nodes in a contention slot as soon as possible. When k is large, a larger

number of slots, H, with alarge listening probability, r, results in a higher probability

that when the first access burst starts a smaller number of nodes will be transmitting.

Thus, a larger number of nodes can enter the doze state early in the contention dlot.

We aso note that the multiple layers have a leveling affect where the number of

nodes surviving each layer has less variance. For example we see in Figure 4.10 the

plot of the expected number of survivors, EM , for different values of r for two differ-

ent priority phase sizes. We see that as the size of H increases that the optimum r in-
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creases and that the range of optimum r’s (designated by circles) decreases despite the
large difference in the k values. At the settings found in Table 4.1 the expected number
of survivors of the priority phase is consistently less than 3. We found that increasing
the number of contention dots in the contention period from those specified in Table
4.1 has an insignificant effect on the optimum parameter values chosen for the protocol.

As we see in the results in Table 4.1, our variation of EYNPMA is especialy
effective at gaining access at the optimum energy consumption parameters. As aresult
the selection of the optimum set of parameters is not constrained by the length of the

contention period but rather the threshold E[S]. It is possible to choose a near opti-

mum set of parameters for a protocol by selecting a contention period equivalent to the
number of nodes that begin contending and searching for the best set of parameters ex-
haustively. Table 4.1 can be used to constrain the search space. Once these parameters

are found the last parameter, number of dots required, can be selected such that the
threshold E[S, | isachieved.

4.3.4 Polling

In the standard polling strategy nodes do not contend with each other. Rather,
the PC polls nodes based on its knowledge of the number of nodes in the network that
could potentialy have traffic to send.*® Energy consumption in this network is no
longer based on the number of nodes contending but rather on the size of the network
and the status of each node. The assumption the PC must makeisthat every nodeisa
potential contender and should be polled. Polling strategies to conserve energy would

follow those guidelines found in Chapter 3. A traffic indication map (TIM) indicating

20 Another contention period would be required for new nodes to associate with the network.
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Figure 4.11: The polling access process

each node that would be polled is broadcast.?* This TIM provides each contending
node information on which nodes would be polled and the position in the bitmap tells
when since we will assume the PC polls the active nodes in bitmap order. Polls
would occur at aregular interval, each interval being large enough to accommodate a
poll, an access packet, and an acknowledgement. With these assumptions each node
can determine when it would be polled and can doze until that time. Energy con-
sumption by mobile nodes would be limited to that consumed by each contending
node listening to the polling directory and the time it is awake in its polling slot. En-
ergy wise thisis extremely efficient achieving a constant rate of energy consumption
per node gaining access but throughput-wise it may be an inefficient scheme, espe-
cialy if the network is large and only afew nodes will in fact contend during a given

polling round.

' Some nodes may not be polled. For example some protocols alow nodes to enter an extended doze
state on their own initiative by announcing that intent to the PC. A node in this state would not be
polled. Additionally some nodes may have been assigned a position in the bit map of the TIM but then
subsequently left the network. These nodes would not be polled. Finaly, a protocol may not poll
nodes that are active aready in the CFP.
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Figure 4.11 illustrates the operation of the polling process. All nodes in the
network listen to the first TIM at the start of the CP to determine when they would be
polled if they have traffic to send or to determine the length of the CP so they can
wake in time for the first directory of the CFP. In theillustration only Node 3 has no
traffic, so it dozes until the completion of the CP and the time that was reserved for it
to send an access packet goes unused. Note that nodes with traffic to send awaken
prior to their access slot and then return to the doze state when the next node is
polled. A nodeis awake for at most the polling slot and the directory announcing the
CP.

Figure 4.12 illustrates the detail of an access slot providing information on its
duration and the time a node spends awake for each slot. The length of a CP using
polling is a function of the number of nodes in the network, n, which is also the num-
ber of accessdotsinthe CP, is

Tep =875 +N-19- 7, (4.10)
The number of nodes in the network affects the size of the TIM. In equation (4.10)
and all subsequent equations we simplify our results by assuming a TIM will accom-
modate 96 nodes. The energy consumed by the network is also a function of both the
number of nodes in the network and the number of nodes that have traffic to send, k.
€p =k-10-75 +k-26-75 —9-74. (4.11)
The final negative term in equation (4.11) accounts for the end conditions of the con-

tention period.
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The Polling protocol has a fixed result with no optimization parameters. The
CP duration is fixed and energy consumption is only dependent on the number of

nodes contending.

4.3.5 Selective Palling

In selective polling the CP is split into two parts. In the first, abbreviated poll-
ing is used to identify the nodes that have traffic and then in the second part only
those nodes with traffic are polled. The objective of this method of access is to
achieve the energy efficiency of polling with an improved throughput. In the abbrevi-
ated polling the PC allocates a number of short access slots during which nodes with
traffic transmit a short access burst. One slot is assigned to each node in the network.
The PC then knows which nodes to poll by detecting in which slots there were bursts.
We assume those nodes that are contending remain awake for al the access slots.
The length and the total energy consumption of the contention period are then:

Tep =875 +(N+2)- 75 +k-19-7g,
and
&p =k-10-75 + k- (N+26)- 75 —9-75.

Selective polling’'s performance is al'so deterministic where the CP length and the en-

ergy consumption islinearly related to the number of nodes contending.

4.3.6 Modified Random Addressing Protocol (RAP)

Modified RAP is a polling protocol that uses RAP [32] to identify which
nodes have traffic to send. We assume that the PC is capable of simultaneously de-
tecting some finite number of orthogonal signals which are referred to as addresses.
At the beginning of the contention period, all contending nodes transmit an access
burst using one of these addresses that each has selected randomly. The PC then polls

al the addresses it has detected. In the case that two or more nodes have selected the
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Figure 4.13: Access using random addressing
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Figure 4.14. Contention period transmissions that correspond to Figure 4.13b

same address, then those nodes will collide when polled. The PC resolves this colli-
sion by repeating the process described above. As originally envisioned, RAP pro-
ceeds down atree-like structure until there are no more collisions. Thisisillustrated
in Figure 4.13a. Each node in this tree corresponds to an exchange with the PC. In
the beginning the PC directs a random address contention. In this contention the PC
distinguishes four addresses and then polls the first. The response to the poll is a col-
lision so the PC then directs a random address contention for those nodes that col-
lided. The protocol proceeds through the tree following the left most edge. This

protocol is not conducive to energy conservation since nodes have no way of predict-
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ing when they will be polled so they cannot doze until they have successfully con-
tended. In Figure 4.13b we show how we modify this approach to provide a more
predictable wake-up schedule for the nodes. Rather than proceeding down the left
edge of the tree the protocol traverses each layer first. In this figure after the first
random address period the PC transmits a TIM with a schedule for four polling peri-
ods. Asiillustrated, two result in successful contentions and two result in collisions.
This results in a second TIM that then schedules two random addressing periods.
Each of the random addressing periods result in two distinguishable addresses so the
PC then transmits a third TIM this time scheduling 4 polling periods. And the proto-
col proceeds as illustrated. This modification supports energy conservation since the
information in the TIMs allow nodes to doze until their polling or random address
contention periods. Figure 4.14 illustrates the events associated with each level of
Figure 4.13b.

We modeled and analyzed this protocol bootstrapping off a simulation. Al-
though presumably infinitesimal, there is always the possibility that the tree will con-
tinue to experience collisions ad infinitum. Simulation of the tree splitting process
resultsin afinite set of attempts. We define two different probabilities that we obtain

from the simulation. The first is for the number of surviving nodes at a particular

level. We define ps(j|k,I,L) asthe probability that there are j survivors after L lev-

els of contention when starting with k nodes contending at the beginning, and | ran-
dom addresses. In Figure 4.13b the CP starts with 7 nodes contending. There are 5
survivors at level 1, two survivors at level 2, and no survivors at level 3. The number
of addresses is not specified but there were at least four in our example. The second

probability we define is for the number of random address contentions at a particular

level. We define pc(j|k,I,L) asthe probability that there are j contentions at the L™

level of contention when starting with k nodes contending at the beginning, and | ran-
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dom addresses. In Figure 4.13b there is one contention at level 0, two contentions at
level 1, one contention at level 2, and no contentions at level 3. We use these prob-
abilities to determine three intermediate probabilities and expectations. First,
5] K
E(TIM]k,I,L)=>"pc(jlk.l.L)+ > ps(j[k.I,L),
=1 =1
is the expected number of TIMs that are required at level L when the CP starts with k

nodes contending and the network uses L random addresses. The second,
b4
E(RAC|K,I,L)=>"pc(j|k,I,L)-j,
j=1

is the expected number of random address contentions at level L. The third,

k k [VZ}
E(Poll|k,I,L):Z ps(jlk.l.L)- ] —Z ps(j[k.,L+1)- +Z pc(jlkl,L+1)-j,

is the expected number of polls at level L. We use these expectations to determine
the expected duration of the CP.

E(TIM [k,I,L) 7y + E(RAC|KI,L)- Tgue +

E(re K| ) = k (4.12)
(e k) EL: E(Poll [k,I,L)- 74 + > ps( j|kl,L)- 7oy
j=1

where 7, =275, Tpac = 13- 75, Tpp = 20- 74, and 7, = 4- 75 arethe lengths of
time for aTIM to be transmitted, for the ready command and RAC to be executed, for
apoll and access packet transmission, and for the additional overhead associated with
the last ACK of the access periods at each level. The expected energy consumption is
dependent only on the number of survivors at each level since each survivor at each
level will monitor two TIMs and participate in a RAC and an AP. We define the ex-

pected energy consumption as.
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We obtained statistics on the splitting process for each (k,|) combination using 3 x 10*
simulations and then determined the energy consumption using Equations (4.12) and
(4.13). These results are shown in Figure 4.15. These results show that the perform-
ance of the protocol improves with the increase in the number of addresses that are
available. As a possible optimization strategy, the protocol should use the maximum

number of random addresses that the PC can support.

4.3.7 Orthogonal Addressing

If the PC can distinguish a sufficient number of addressesit may be feasible to
assign each node in the network a unique address. This would allow accesses to oc-
cur in one level of contention. The CP would consist of just one RAC and a polled
access slot for each node that requires access. The execution of this type of protocol
would provide exceptional throughput. The length and the total energy consumption
of the contention period are then:

Tep =8:7¢ +16-75 + k-19- 74,
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cols optimized for 15 contending nodes

and

&p =K-10- 75 + k- (17 + 26)- 75 — 9-75.

There are no parameters that can be adjusted to affect performance.
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4.4 Protocol Comparison

Each protocol has three performance measures, the expected number of suc-
cessful contentions, E[19], the expected energy consumption, ecp or E[Ecp], and the
expected duration of the contention period, 7cp or E[7cp]. We compare the protocols
presented in Section 3 by comparing the optimum performance of each for different
numbers of contending nodes. We seek the parameters of each protocol that achieve
the least energy consumption while simultaneously achieving some threshold ex-
pected number of successful contentions. In Table 4.2 we set the threshold for the
expected number of successful contentions to be 99.9% of the number of nodes that
contend and determine the results for when 5, 10, 15, 20, and 25 nodes contend.
Since the PC may select the set of parameters for the protocol based on the expected
number of nodes that will contend we check the robustness of each protocol when the
number of nodes contending differs from the expected number of nodes contending.
In Figure 4.16 we compare the performance of the protocols when the parameters se-
lected for each protocol are those for optimum performance when 15 nodes contend.
These can be taken directly from Table 4.2. The mgjor constraint on the protocol is
duration of the CP.

We find that the most robust protocols are the polling protocols. They are al-
ways the most energy efficient and will achieve maximum throughput when the num-
ber of nodes contending increases. Changing the number of nodes contending has no
affect on the length of the contention period and the designed throughput will always
be achieved.? At the other end of the performance spectrum is Time Slotted p-
Persistent CSMA which has worst energy performance and is very sensitive to in-

creasing numbers of nodes contending. We also note that the relative performance of

22 The number of nodesin the network determines the length of the CP.
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PROTOCOL SIZE PARAMETERS E[7cp] | E[Ece]
p-Persistent Slotted 5 n=30p=0.32 480 213
Aloha 10 n=55p=0.193 880 536

15 n=81,p=0.141 1296 909
20 n=106,p= 0.111 1696 1296
25 n= 131, p= 0.091 2096 1674
Time Slotted p- 5 n=30p=0.32 227 430
persistent CSMA 10 n=>55 p=0.193 515 1917
15 n=81,p=0.141 813 4553
20 n=106,p= 0.111 1102 8330
25 n= 131, p= 0.091 1387 13190
EYNPMA 5 n=8 (H,L,M,r,p,q) = (43,2 0.77,0.58, 0.52) 224 262
10 =13, (H,L,M,r,p, g = (5,4, 2,0.86, 0.61, 0.52) 390 848
15 n—19,( ,L,M,r,p, g = (64,2, 0.90, 0.60, 0.52) 589 1736
20 [ n=25H,L,M,r,p,q=(642 0092 058, 053 775 2925
25 | n=30,(H L M, p, q=(6>5,2 0093 0.63 052 960 4371
Polling 5 None (Assumes a 50 node network) 958 171
10 None (Assumes a 50 node network) 958 351
15 None (Assumes a 50 node network) 958 531
20 None (Assumes a 50 node network) 958 711
25 None (Assumes a 50 node network) 958 891
Selective Polling 5 None (Assumes a 50 node network) 155 421
10 None (Assumes a 50 node network) 250 851
15 None (Assumes a 50 node hetwork) 345 1281
20 None (Assumes a 50 node network) 440 1711
25 None (Assumes a 50 node hetwork) 535 2141
Modified RAP 5 (Assumes| = 10) 224 354
10 (Assumes| = 10) 434 873
15 (Assumes| = 10) 629 1467
20 (Assumes| = 10) 821 2101
25 (Assumes| = 10) 1002 2755
Orthogonal Ad- 5 NA 119 256
dressing 10 NA 214 521
15 NA 309 786
20 NA 404 1051
25 NA 499 1316

1. p-persistent dotted aloha and the time slotted p-persistent CSMA parameters were chosen by seek-
ing the fewest number of dots and the corresponding smallest access probability that could
achieve a 99.9% access rate for the specified number of contenders.

W

EYNPMA parameters were sel ected based on the exhaustive search described earlier.
The length of the contention period when polling and selective polling are the medium access pro-

tocols is dependent on the number of nodes in the network. We assume 50 nodes for this table.
4. The modified RAP protocol has improved performance as the number of available addresses in-
creases. (See Figure 4.15.) We assume that there are 10 addresses available throughout.

Table 4.2: Protocol performance comparison
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these protocols is further magnified when hidden nodes exist in the network. Polling
is immune to hidden node effects. On the other hand, time slotted p-persistent
CSMA, which relies on al nodes monitoring each other, quickly degrades to pure
Alohawhen nodes do not monitor each other. Of the random access protocols that do
not use polling, EYNPMA is the best. It retains a throughput close to the designed
throughput even when the number of nodes contending varies. Additionally its en-

ergy performanceisvery good when the number of nodes contending is small.

4.5 Conclusion

In this chapter we have presented severa access protocols that may be used in
the contention period of medium access protocols that alternate between contention
and contention free periods. These protocols enable the PC to provide information to
the mobile nodes that allow them to enter the doze state during the CP. We have pro-
vided models that may be used to predict not only the expected number of successful
contentions but also the energy that is consumed by these protocols as they support
mobile nodes gaining access. We find that although the random access methods can
provide efficient access they have a hard time competing with the polling protocolsin
conserving energy, especially as the number of nodes contending increases. But con-
sidering the facts that nodes not contending for access can doze during the CP, that
the packets used to gain access are relatively small, and that when polling is used a
third period must be provided to give new nodes the opportunity to associate with a
network, the random access protocols are still most likely to be used. Of the random
access protocols, orthogonal addressing followed by p-persistent slotted aloha result

in the least energy consumption.
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Chapter 5
Synchronous Collision Resolution:
An Energy Efficient Access Protocol
for Ad Hoc Networking®

5.1 Introduction

Two very significant results are revealed in Chapters 3 and 4 on what makes
an access protocol effective at conserving energy. First, the access protocol must be
efficient in its distribution of the information to nodes that they need to know in order
to enter low energy states. Second, it must disseminate this information in a timely
manner so nodes do not consume energy while waiting for it. Unlike with the proto-
cols that use a central controller, there appeared to be no candidates among the exist-
ing protocols most often used in ad hoc networks since virtually all are based on
temporally random access techniques. That is, access is granted on account of when
nodes do things and these activities occur randomly. Indeed, there is no predictability
that can be used to help nodes conserve energy. Any efforts to add predictability re-
sult in a corresponding decrease in other performance objectives such as throughput

and capacity of the network. For this reason we did not seek to compare different ac-

2 patent Pending
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cess mechanism aready in existence since none were very attractive. Rather, from
the beginning, we sought to create an access protocol that offers the predictability that
can be exploited for energy conservation. The result is a novel protocol that we call
Synchronous Collision Resolution (SCR). This protocol not only supports energy
conservation but it also achieves exceptional performance in most every measure. It
is the only protocol that we are aware of that provides a mechanism for multihop
stream based services in an ad hoc network. It achieves stable throughputs that ex-
ceed the maximum throughputs for such familiar protocols as slotted aoha and
CSMA.. It does not suffer congestion collapse. And it can achieve high spatial reuse.
On account of this breadth of abilities, this chapter does not merely focus on the pro-
tocol’s energy conservation mechanisms but attempts to fully define a protocol that
can meet the myriad of challenges that confront ad hoc networking access protocols.
We start our discussion by with background information on the challenges
that confront ad hoc networks in Section 5.2. Then in Section 5.3 we describe SCR.
We conclude the chapter with Section 5.4. Chapter 6 then continues the discussion
with an investigation of the spatial capacity of SCR and presents techniques that may

be used to improveiit.

5.2 Background and Challenges

Ad hoc networks have been proposed as a solution to wireless networking
where nodes are mobile, the range of their mobility exceeds the transmission range of
any single transceiver, and there is no existing network infrastructure. Typica pro-
posed applications include military command and control nets, emergency networks
for disaster relief, networks for search and rescue operations, and sensor networks.
However, ad hoc networking may find broader application as a predominant network-

ing approach in offices but also across college campuses, in homes, and even possibly
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as the architecture of a future generation of mobile wireless data networks. 1ndeed,
the increasing availability of high frequency transceivers (i.e. high bandwidth) will
allow simultaneous support of multiple connections at different qualities of service.
However, the increased attenuation associated with such high frequencies will make
cellular architectures centered on nodes communicating directly with base stations
impractical. The natural alternative is for nodes to communicate with their peers and
to cooperate to support connectivity as is envisaged by the ad hoc networking ap-
proach.

Unfortunately, ad hoc networking must overcome several challengesto realize
its full potential. Below we briefly discuss these challenges, identify current efforts
to address them, (specifically by the IEEE 802.11, [6], and the ETSI HIPERLAN, [7],
medium access control (MAC) protocols), and succinctly describe how the Synchro-
nous Coallision Resolution (SCR) protocol proposed in this chapter tackles the prob-

lems and offers superior performance.

5.2.1 Single Channel Access

The primary objective of access protocolsisto provide uninterrupted access to
aradio channel. Thisistypicaly achieved by either scheduling accesses or by intro-
ducing temporal randomness so that nodes may gain access at different times. Due to
the distributed nature of ad hoc networks, temporally random access techniques im-
proving on the principles underlying the Aloha and CSMA protocols have dominated.

The 802.11 and the HIPERLAN MAC protocols exemplify the state of the art.
The 802.11 MAC is based on a distributed CSMA like protocol that seeks to avoid
collisions when the channel is congested. When a packet arrives, a node schedules
the transmission for a randomly selected time slot within a contention window. It

then senses the channel until it is idle for that selected number of time slots, after
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which it transmits the packet. |If the packet is not received successfully, a backoff al-
gorithm randomly schedules retransmission in a larger contention window. The con-
tention window increases exponentially with each failure. Although this reduces the
probability that nodes which collide will subsequently collide, the protocol’s per-
formance still degrades with increased density of nodes in the network. [33]

The HIPERLAN protocol takes a different approach using collision resolution
signaling to resolve congestion. Nodes first attempt to send packets as they arrive. If
a packet arrives when the channel is busy, the node waits until the channel is free
again and then contends immediately using the collision resolution signaling protocol
EYNPMA described in Chapter 5. When multiple nodes within range of each other
contend simultaneoudly, this protocol is better than 96% effective at isolating a single
winner. [34], [31] By contrast with the 802.11 protocol, the performance of this ac-
cess mechanism is robust to the density of nodes

Our Synchronous Collision Resolution (SCR) access method leverages the ef-
fectiveness of signaling at resolving simultaneous access attempts. Rather than using
atemporally random access mechanism; however, SCR requires all nodes to contend
simultaneously and synchronously and then relies on the collision resolution signaling
to give a single node the right to transmit data on the channel. We will show that ap-
plying collision resolution signaling in a synchronous manner results in multiple

benefits not yet achieved using temporally random access schemes.

5.2.2 Spatial Reuse

Ad hoc networks consist of spatially distributed nodes with no guarantees that
all nodes are within range of each other. This allows spatial reuse of the access chan-
nel but also makes access control subject to spatial interference more challenging.

Three different phenomena associated with signal strengths at receivers play a role:
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hidden nodes, capture, and dominant nodes. The hidden node phenomenon occurs
when a destination node is between two transmitting nodes that are too far apart to
hear each other. The destination is unable to receive its traffic because these nodes
interfere with each other. The capture effect occurs when a receiver can distinguish
one of several signals sinceit is stronger. The capture effect may mitigate the hidden
node problem; however, capture may also cause the dominant node problem. The
dominant node problem occurs when two nodes are perennial competitors in sending
data to a third node. The node that has the stronger signal may, perhaps unfairly, al-
ways have precedence in gaining access and is referred to as the dominant node. Ac-
cess protocols in ad hoc networks attempt to eliminate the hidden node problem while
simultaneously attempting to achieve fair spatial reuse of the access channel.

The deleterious impact of the hidden node problem is a significant problem
for CSMA protocols. In fact, when CSMA was presented as a wireless access
mechanism it was noted that CSM A’ s performance would degrade to that of Aloha if
the problem were severe and so an out-of-band signaling solution was suggested
[35].%* Subsequently, [36] demonstrated that a two-way handshake prior to transmis-
sion of data could suppress collisions. The principleis for the source to first transmit
a short “request-to-send” (RTS) packet to the destination implicitly directing all
nodes within range to back off while the data exchange takes place. Upon receiving
the RTS, the destination replies with a “clear-to-send” (CTS) packet, which simulta-
neously directs its neighbors to back off while giving the source the go-ahead to
transmit the data packet. Collisions may still occur during RTS-CTS exchanges but

they only interfere with these short transmissions rather than the longer data transmis-

2% The performance of Aloha is not affected by the hidden node problem since it does not use carrier
sensing.
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sions. Infact, [37] shows that a successful RTS-CTS exchange is a sufficient condi-
tion to assure no collision in the subsequent data transmission. The RTS-CTS ex-
change is currently used to suppress hidden node interference by the 802.11 protocol.
By contrast, HIPERLAN takes a different approach in dealing with hidden nodes. A
node assumes a collision has occurred when it fails to gain access but then does not
detect a data transmission. When thisis the case the node foregoes attempting to gain
accessfor at least 500 ms. Thisresponseis called the “hidden elimination” condition.
Unfortunately, studies in [38] and [34] reveal HIPERLAN'’s performance degrades
significantly with an increase of hidden nodes.

The mechanism used in SCR to suppress hidden nodes is conceptually differ-
ent. SCR first uses the collision resolution signaling protocol to resolve the contend-
ing nodes to a reduced set of spatially distributed nodes. These nodes then
simultaneously transmit RTSs. The destinations that successfully receive an RTS
then simultaneously transmit a CTS in response. Rather than suppressing subsequent
access attempts by nodes within range, the RTS-CTS exchanges serve to ensure that
in an environment with capture the subsequent data transmissions will not collide.
Only contending nodes that receive a CTS will transmit a data packet. We will show
that this technique prevents collisions in data exchanges.

A second issue in ad hoc networks with spatially distributed nodes is channel
reuse. We will demonstrate that SCR’s collision resolution signaling is not only ef-
fective at isolating successful contenders but that it also resolves to an efficient distri-

bution of nodes that can successfully exchange data simultaneously.

5.2.3 Quality of Service (Qo0S)
The distributed nature of access protocols for ad hoc networks makes it diffi-
cult to obtain per packet service differentiation or to guarantee compliance with any

bandwidth or delay constraints, particularly if a temporally random access scheme is
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used. Although mechanisms can be designed to give contention priority to a particu-
lar node, it is difficult to ensure bandwidth guarantees especially in congested mobile
networks where there may be an increased and unpredictable number of nodes con-
tending at high priority. The typical approach to supporting these services in net-
works is to enable nodes to reserve resources. However, we are aware of no current
access protocol for ad hoc networks that provides this capability.

The 802.11 protocol supports two types of coordination functions built upon
its distributed access mechanisms, a distributed coordination function (DCF) and a
point coordination function (PCF). The DCF is the default coordination function and
the PCF is present to support QoS. PCF enables a central node, the point coordinator
(PC), to schedule transmissions; however, the standard provides no guidance on how
this should be done. We have shown that the PCF can be used to support multimedia
traffic in [39], but this assumes that all nodes are within range of the PC. In awidely
distributed network, this approach would require multiple PCs working together to
manage access. We are aware of no work attempting such a solution for an ad hoc
network. In fact, the DCF remains the predominant coordination function used in ad
hoc networking. In [40] and [41], attempts are made to add signaling to the DCF so
as to enable it to support constant bit rate services; however, this work again requires
all nodes to be within range of each other.

HIPERLAN’s method of supporting QoS is to give priority to packets based
on their residua lifetime. The EYNPMA protocol has five levels of priority, all
based on the residual lifetime of a packet. Unfortunately, experimentsin [42] demon-
strate that this priority scheme is not effective at supporting QoS since there are no
mechanisms to distinguish between packets associated with real time services and old
data packets. The problem is, of course, more pronounced in congested networks

where more nodes would contend to transmit old, i.e. higher priority, data packets.
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SCR’ s supports per packet service differentiation and connection oriented ser-
vices, al in a completely distributed manner. The proposed protocol uses a novel
priority scheme in the signaling protocol that alows individual nodes to contend for
and maintain slots based on a“use it or lose it principle.” Moreover, the mechanism
can be used to set up a multihop connection oriented service within a dynamic ad hoc

network.

5.2.4 Energy Consumption

We have found in Chapters 3 and 4 that the critical design issue in energy
conserving protocols is the simultaneous scheduling of wake up periods with the dis-
semination of information that allows those nodes to return to the doze state. Access
protocols that are based on temporally random access have difficulty achieving such
simultaneous scheduling. In particular, waking nodes are required to stay awake for
some period of time due to unforeseen contentions. By contrast, SCR is synchronous

and thus can schedule these events simultaneously.

5.25 Timing

Establishing a common clock in a distributed network is quite challenging due
to the propagation delays among nodes. In a distributed network, there is no clear
choice of a node to provide the clock. In 802.11, every node has the burden of pro-
viding the clock. On a periodic basis, al nodes contend to transmit beacons. The
node that successfully transmits the beacon provides a timestamp. All other nodesin
the network that monitor this beacon adjust their clocks to this timestamp. Propaga-
tion delays result in clocks varying by 1 ps for every 300 meters of separation. In
widely distributed networks such synchronization may not be based on the same bea-
con. The 802.11 protocol tries to mitigate these effects using time slotting and inter-
frame spacing. These spaces create specified delays between a transmission and a

subsequent response that prevents other nodes from interfering with ongoing ex-
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changes. In HIPERLAN, the synchronization of the EYNPMA channel access proto-
col is aways keyed to the previous data transmission. |f nodes do not contend at this
time then the network enters the “channel free condition” where there is no particular
timing mechanism and datais not sent using EYNPMA. Sincein awidely distributed
network it is likely many nodes do not hear every transmission, this timing mecha
nism has only alocal effect.

Timing is a critical component of SCR. Synchronization of the network di-
rectly affects the amount of overhead associated with signaling. We provide no spe-
cific mechanism as part of the protocol to achieve it. However, we envision the
timing to be achieved by other mechanisms in the network. Several techniques for
providing a universal clock exist and can be managed hand-in-hand with location
awareness technology. We believe that location awareness is a significant require-
ment not only in the operation of ad hoc networks but also will become integral to
applications on the mobile platforms. The Global Positioning Satellite (GPS) system
is the obvious source for this location information. If used the GPS satellites can aso
provide a universal clock to the distributed nodes of an ad hoc network. Complete
integrated GPS receivers are inexpensive and boast a timing accuracy of 5 nsec. [43]
Timing can be achieved locally using the same principles as GPS. So long as a mo-
bile node can receive signals from four synchronized clocks it can calculate the three

dimensions of its location and synchronize its own clock.

5.3. Synchronous Collision Resolution (SCR)

To our knowledge, SCR is the first protocol for ad hoc networks to simultane-
ously address the problems of congestion and hidden nodes while providing mecha-
nisms for connection oriented QoS. In addition, it does this in a manner that allows

spatial reuse of the channel. It uses signaling to address congestion and then uses an
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RTS-CTS exchange to insure that there are no collisions with hidden nodes during the
transmission of data. It features three additional characteristics. First, we synchro-
nize all contentions in the network. This timing provides three significant advan-
tages. The simultaneous attempts to contend allow collision resolution signaling to
resolve a spatial distribution of transmitting nodes that will not interfere with each
other during the transmission of data. The timing also results in the periodic trans-
mission of datathat is easily exploited for QoS and energy conservation. Second, the
protocol uses time slotting. Time slotting minimizes the effect of propagation delays
and transceiver state transitions. Finaly, signaling is specifically designed to support
QoS. Uniqueto its signaling approach is a cooperative effort between the source and
destination to seize and retain control of the channel for stream based traffic. Thisis
of particular importance for connection-oriented traffic in mobile networks. The syn-
ergism of these wireless access techniques results in a remarkable protocol that out-
performs currently proposed protocols for ad hoc networking.

SCR requires all nodes to synchronize their attempts to gain access to the net-
work channel. This approach has traditionally been ignored on account of the high
probability of acollision, the difficulty in isolating a single node, and the difficulty in
synchronizing a distributed set of nodes. We start this section by describing the sig-
naling protocol that we will use to isolate one node from multiple simultaneous con-
tenders. Then, we address how we solve the hidden node problem, describe how a
refinement to the signaling scheme enables quality of service (QoS), and finally, dis-
cuss how the protocol supports energy conservation and how we enhance this capabil-
ity through additional functionality in the signaling scheme.

Two concepts that are important to distinguish in this description are that of
the transmission slot and the signaling slot. The transmission slots occur at a regular
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interval and accommodate the transmission of a single packet. At the beginning of
each transmission slot is a signaling period used to determine which nodes get access
to the channel. This signaling period is also slotted. These slots are referred to as
signaling slots. Figure 5.4 shows the relation of the signaling slots to the transmission

slots.

5.3.1 Collision Resolution Signaling

Collision resolution signaling uses signaling to select a single node to transmit
data among multiple contenders. Our version of this channel access scheme consists
of three signaling phases and two access signals. The first signal starts at some ran-
dom point in the first phase and ends in the second. The second access signal starts at
some time within the third phase and ends at the phase's end when a node starts to
transmit a packet. A node wins the contention by being among the first to start
transmitting in the first phase, among the last to stop transmitting in the second phase
and the first to start transmitting in the third phase. Nodes that recognize that they
have lost the contention in any one of the phases will defer from attempting to gain
access.
Signaling Organization

This protocol is similar to the EYNPMA channel access control protocol used
in the HIPERLAN standard so we use the standard’ s names for the three phasesin the
sequel: priority, elimination, and yield phases. Each phase consists of an integer
number of signaling slots which we denote by H, L, and M respectively. A node with
a packet to transmit will choose to start transmitting in one of the priority phase sots
in the following manner. For each of thefirst h— 1 slots, if a node has not sensed an-
other node’s access signal, it will chose to start its own transmission with probability

1-r. (risreferred to as the listening probability) If the node has not started to
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transmit prior to the ™ slot and it has not sensed another node' s access signal, it will
start in the last slot with probability 1. Nodes that successfully start transmitting an
access signal continue throughout the priority phase and into the elimination phase.
The same technique is used for selecting a slot to end the access signal. A node stops
transmitting in any of thefirst | — 1 slots of the second phase with probability 1 —q or
stops on the 1™ slot with probability 1. (q is referred to as the transmission probabil-
ity.) After the contending node stops transmitting, it listens to the channel and will
defer its contention if it hears another node still transmitting an access signal. A slot
isreserved at the end of the elimination phase in which no signaling takes place. This
slot allows nodes that transmit through the last elimination phase slot to verify their
survival. Itiscalled asurviva verification slot. Finally, if anode is still contending,
it will repeat the process used in the priority phase on the m slots of the yield phase
but using a listening probability of p. Figure 4.9a illustrates this collision resolution
signaling process. Note that this protocol is similar to that described in Section 4.3.3
but differs in that contending nodes do not start transmitting the packets in the yield
phase. Nevertheless, Equation 4.7 remains valid as the probability that a contention is
successful when k nodes are contending. Note that the analysis performed in Section
4.3.3 considered nodes to have the option to doze as soon as they discerned that they
would not win the contention. In ad hoc networks nodes must remain awake through
the signaling as they may be the destination of the contention winner. The energy
consumed in signaling is essentially fixed depending on the number of signaling slots
used. Energy consumption does not enter the equation used to select the listening and
transmission probabilities. We now discuss how to select the parameters of the sig-

naling protocol.

123



Selecting the Signaling Parameters

We classify the signaling phases as being one of two types, “first to assert” or
“last to assert.” The priority and yield phases are first to assert phases while the
elimination phase is a last to assert phase. In first to assert phases the goal is for a
small number of nodes to assert themselves first thus excluding the remaining nodes.
In last to assert phases the goal is to gracefully allow nodes to stop transmitting such
that there are a small number of survivorsin the end. The characteristic performance
of the two types of phases areillustrated in Figures 5.1 and 5.2. The issue is how the
number of contenders, the listening or transmission probability, and the number of
slots affect the number of survivors of each phase. Thefirst to assert and last to assert
phases have different behavior. For a given set of parameters, i.e. number of slots
and listening probability, first to assert phase survivor quantities have a relative
maximum, followed by a relative minimum and then monotonically increase with the
number of contenders. Increasing the listening probability while keeping the number
of slots constant moves the relative minimum to when a large number of nodes con-
tend with the tradeoff of increasing the relative maximum. For a given listening
probability, increasing the number of slots reduces the relative maximum. In last to
assert phases, the survivor quantity increases monotonically; however, it has aregion
where the performance is nearly flat. Increasing the transmission probability reduces
the initial survivor quantity at the expense of reducing the range of the flat region.

Increasing the number of slots extends the flat region.
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Figure 5.1: The effect of parameters on the expected number of survivorsin first to
assert signaling phases
The goal of using three signaling phases is to use the first two phases to thin
out the contenders and then to use the final phase to isolate a single winner. Thinning
out can be accomplished using just afew slotsin the priority phase. Note that in Fig-
ure 5.2athat 4 dlots and a listening probability of 0.96 will result in an expected num-

ber of survivorsthat varies by just 2 for arange of 4 to 100 nodes contending. The
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elimination phase then seeks a low survivor quantity for the expected range of survi-
vors from the priority phase. In the end, the yield phase uses a large number of slots
and a high listening probability to isolate just one node. The effectiveness of colli-
sion resolution signaling can always be improved by adding more slots to any of the
phases. Also for any number of slots used, the transmission and listening probabili-
ties can be chosen either for consistent success rates for awide range of contending
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nodes or to aggressively seek higher success rates at the expense of less consistency.
Figure 5.3 exhibits an example. The flat graph corresponds to the performance of
HIPERLAN’s EYNPMA parameter settings. The more aggressive performance is
achieved using the same number of signaling slots, 31.%°> Nevertheless, in both cases,

the performance of collision resolution signaling is very robust.

5.3.2 The RTS-CTS Exchange

Hidden nodes can interfere with transmissions in four different ways. First,
two sources may interfere at a destination. Second, a source may interfere with the
reception of an acknowledgement at another source. Third, the acknowledgement of

one destination may interfere with the reception of data at a second destination.
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Fourth, the acknowledgement of a destination may interfere with the reception of an
acknowledgement from another destination at its source.

SCR approaches the hidden node problem using an RTS-CTS exchange, but
the underlying principle is different. Indeed, rather than relying on the timing of
RTS-CTS exchanges to suppress other contending nodes, the protocol relies on colli-
sion resolution signaling to suppress other contenders. RTSs and then CTSs in SCR
are transmitted simultaneously to test whether current capture conditions will support
successful reception of subsequent packets in an environment with hidden nodes.
Subject to the following assumptions, one can show that this approach prevents colli-
sions while enabling efficient use of capture to promote spatial reuse.
ASSUMPTIONS
i) RTS packets are transmitted simultaneously.

i) CTS packets are transmitted simultaneously.

iii) The network uses fixed sized data packets and fixed sized intervals between RTS,
CTS, data packet, and acknowledgement transmissions, so packets and acknowl-
edgements are transmitted simultaneously.

iv) A node will never transmit data using a higher power than it uses in transmitting
the RTS or the CTS.%

v) Channel characteristics remain constant throughout the transmission slot.
THEOREM: The synchronous transmission of RTS and CTS packets in SCR pre-

vents al collisions during the transmission of data.

% Note that we assume that the contenders all contend at the same priority level. EYNPMA has five
priority levels. In the second set of parameters we used 2 slots rather than 1in the priority phase. This
equates to moving 5 dlots from the elimination and yield phases.

% A node may use alower power during transmission of a packet or an ACK based on feedback from
the destination that confirms that the lower power would support a successful exchange under the
transmission conditions that existed during the transmission of the RTS or the CTS.
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PROOF: Source nodes transmit packets if there is a successful RTS-CTS handshake.
Since RTS and CTS transmissions are sent simultaneously, so too are packets and ac-
knowledgements. Collisions cannot occur between acknowledgements and data
packets. A destination’s successful reception of a RTS transmission from a source

indicates it will also successfully receive a data packet transmitted from that source.
A source' s successful reception of a CTS from a destination indicates that it will also
successfully receive an acknowledgement from that destination. Therefore, a suc-

cessful RTS-CTS handshake indicates that the subsequent data packet and acknowl-

edgement transmissions will not fail on account of collisions.

The protocol can further exploit capture if the transceivers can support pair-
wise coding and power control. The RTS-CTS exchange can be used to coordinate
the codes and power levels used in the subsequent data transmission. Power levels
will only be decreased since RTS-CTS exchanges are executed at the maximum
power level and it is these signals that are used as the basis of any adjustment. The
use of lower power levels by all nodes will reduce background noise. Unique codes
allow pairs of nodes to capture their exchange even through fades. With these tech-
niques, data transmissions become more robust to interference and fades validating
Assumption (v) above. Since al nodes monitor the RTS and CTS transmissions they
can be leveraged to disseminate network state and/or coordination information to

support routing, power control, and energy conservation.

5.3.3 Synchronization and Time Slotting

Time dlotting is a convenient way to minimize the impact of synchronization
discrepancies, propagation delays, transceiver transition delays, and channel sensing
times. We demonstrate how to select the duration of signaling slots and interframe

spaces to overcome lack of synchronization in Appendix 5.A.
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5.3.4 Quality of Service (QoS)

Our traffic management objectives are to enable the reliable transmission of
stream based traffic, both constant bit rate (CBR) and the more bursty variable bit rate
(VBR) traffic, to give priority to best effort packets based on their residual lifetime,
and to support broadcast transmissions. Figure 5.5 illustrates their relationship. CBR
and VBR are both stream based services that can be provided end-to-end while best
effort is a packet based service that occurs across a link. The broadcast serviceisin
the middle being either stream based or packet based but only being available to des-
tinations within the transmission range of the source.

These QoS goals are achieved using periodic frames, a priority access scheme,
and a specialized signaling mechanism. Figure 5.4 illustrates their organization. The
periodic frame is called a Constant Bit Rate (CBR) frame since it is repeated at arate
that allows a single transmission slot in each frame to support the lowest desired CBR
rate. A node can achieve a higher CBR rate by using more than one transmission slot
per frame. The CBR frame is repeated on an interval we call the CBR period. The
priority phase is used to differentiate between the service types. As illustrated, the
highest priority signaling slots occur first and are associated with services having

higher priority. Note that the priority phase aso has two additional slots to support
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energy conservation. Their use will be described in Section 5.3.5. Signaling follows
the general description presented in Section 5.3.1 but note that an additional signaling
slot called the cooperative signaling slot has been added to the yield phase. Signaling
has been modified to allow destinations to also signal using this slot to support trans-
mission slot reservation for CBR services. The description of the integrated use of
these components follows.

Contending nodes make two decisions in using the priority phase. First they
decide which group of slots to use and then which slot within the group to begin
transmitting. Each node selects the group of slots based on the service type needed
and then selects the signaling slot within the group to begin transmitting its assertion
burst according to the procedures described in Section 5.3.1. If the group has only
one dlot, the node begins transmitting with probability 1 otherwise it uses a listening
probability r selected based on the number of slots in the priority group. Priority in
access is achieved by contending early in the priority phase. Since the groups are or-
dered by the priority of the service type, the higher priority services will contend first
and thus have precedence. Nodes use listening and transmission probabilities (g and
p) in the elimination and yield phases that are optimized for the number of slots used
in the priority group selected.

The priority phase provides three different priority levels for best effort ser-
vices, one slot each for the lower data priorities and four slots for the highest priority.
Nodes contending for best effort service decide which group of slots to use based on
the residual lifetime of the packet they are trying to send. This partition of dots as-
sumes that when a node can gain access contending with alow priority there arejust a
few nodes that it will compete against so there is little need for multiple signaling

slots. However, when the highest priority is required it is very likely that multiple
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nodes will be contending (i.e. the network is overloaded) so multiple slots are in-
cluded in the priority group.

Three groups of signaling slots are associated with CBR and VBR stream
based services. A node first contends for such services using the lowest priority QoS
group. If the node is successful it can then assert priority in gaining access to the
same transmission slot in the next CBR frame using the CBR signaling slot. Since a
node can only use a CBR signaling slot to gain priority access if it had accessed the
same transmission slot in the previous frame it is assured that it is the only node in its
transmission area that can contend using this signaling slot.?” In this manner a source
node can effectively reserve a specific slot in each CBR frame. Depending on the
CBR rate it requires, this source node can repeat the process and reserve additional
transmission slotsin the CBR frame.

We assume that a VBR stream can be serviced with a combination of a CBR
stream and a variable number of additional transmission slots corresponding to the
bursty nature of the stream. Therefore, nodes requiring VBR service first contend
and reserve transmission slots in the same manner as the CBR streams and then use
the VBR dlot to access transmission slots to send additional bursts. The right to use
the VBR signaling slot is reserved to those nodes that already have CBR access
within the frame. The node is not guaranteed access but has greater priority than any
other nodes except those sending CBR or those aso contending to send VBR traffic.
Note that CBR dlot reservations require a node to use the dlot or lose it while VBR
access allows nodes to transmit packets in addition to those sent on a CBR stream on

an as needed basis.

%" 1t is possible in mobile networks for a second node that is using the same CBR frame slot for CBR
service to move within range of the first. In the case of thisrare event, the protocol relies on the elimi-
nation phase to distinguish which node wins the contention.
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A source node can only reserve a transmission slot in its transmission range,
thus there is a risk that a contender outside a source’s transmission range but within
that of the destination may interfere. To assure both source and destination to have
priority in CBR contentions we provide a mechanism that allows the destination to
also clear contenders from the areawithin itsrange. A destination node recognizes
when it is the recipient of CBR traffic, i.e. it knows that the CBR signaling slot was
used to gain access and that it was the destination of the traffic sent in the same
transmission slot of the previous CBR frame. Under these conditions the destination
also participates in the signaling protocol. We add an additional slot to the yield
phase, called the CBR cooperative signaling slot, which is used by both the source
and the destination of CBR traffic. Starting with the CBR cooperative signaling slot
of the yield phase both the source and destination transmit an assertion signal. Since
only CBR traffic can use this signaling slot, the CBR traffic receives priority over all
other contentions. The destination, however, stops transmitting the signal early so
that it can transition to receive the RTS from the source at the usual time in the proto-
col. The rest of the exchanges in the transmission slot are the same. By having the
destination cooperate in this way one guarantees that no nodes interfere at the destina-
tion.

A mainstay of ad hoc networking is broadcasting packets to multiple nodes
simultaneously. This presents a challenge to SCR since SCR relies on the RTS-CTS
exchange to determine whether a packet should be transmitted. When a packet is
broadcasted there is no destination that has the clear responsibility to transmit a CTS.
If none of the destinations transmit a CTS then contenders outside the range of the
broadcasting node may gain access and interfere at the broadcasting node’s destina-
tions. If al destinations respond with a CTS, the source, following our earlier rules

for the RTS-CTS exchange, will identify a collision even though there may not have
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been one. Therefore we provide a specia priority for broadcasting and an optional
CTS procedure, either all potential destinations send CTSs or none do.. First, we give
broadcasts a higher priority than data and new QoS attempts. This higher priority al-
lows potential destinations to identify that a broadcast is being attempted. Second, if
the first CTS option is used, we require all destinations that identify the use of the
broadcast priority slot to respond by broadcasting a CTS despite successfully receiv-
ing another transmitting node’'s RTS. The exception is if the destination also hears
the use of cooperative signaling in the yield phase in which case the destination
should not transmit a CTS at all. Despite the fact that the broadcasting node cannot
decipher the CTS, it can assume that if it survives the signaling phase that it can
broadcast without interfering with another exchange within its transmission region
since no node should be a destination of another source. Nodes that receive a broad-
cast do not respond with an acknowledgement so there is no risk that a broadcast will
interfere with adistant CBR exchange. Thereis, however, a small risk that some des-
tinations may not receive the broadcast if there is either a CBR or another broadcast
source that is in closer proximity. The second CTS option is for none of the destina-
tions to respond with aCTS. This option reduces the occurrence of broadcasts over-
whelming the network and suppressing point-to-point packet transmissions.® The
cost of this option with respect to the first is that more destinations will not receive
the broadcast on account of interference. We allow broadcasting nodes that success-
fully contend to then use CBR signaling slots in the same transmission slots of subse-
guent CBR frames and all previous destinations then use the cooperative signaling
dot in response. In thisway the protocol supports single hop stream-based broadcast

service.

% \When the CTS option is used a single broadcast can suppress other exchanges in an area up to four
times as large as would a successful contention for a point-to-point packet exchange.
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The CBR mechanisms for priority access provide the capability to establish a
connection-oriented service in ad hoc networks. Nodes along a path may sequentialy
reserve transmission slots to establish the connection. Say a source wants to establish
a CBR connection to a destination two hops away. It starts by reserving transmission
slots to the intermediate node. The intermediate node cooperates with the source
while simultaneously attempting to reserve an equivalent number of slots to the desti-
nation. Once these slots are reserved the connection is established and the CBR
stream may begin. Call admission is self administered and cooperatively enforced.
Connections are maintained so long as they are used. In this manner, ad hoc network-
ing may become a commercialy viable method to provide telephony services. This
connection oriented capability may also enable ad hoc networks to increase capacity
through a type of flow routing control. Multihop CBR links can be set up between
distant nodes across uncongested regions and then advertised as a single low cost
termina to the routing protocols, thereby diverting traffic away from congested re-
gions.

We conclude this section by emphasizing that the number of slots used in each
of the signaling phases including the number of slots used at different priority levels
should be chosen based on the projected demands for services and the density of
nodes that the network is expected to support. When different quantities of slots are
used with different priority levels choosing the parameters of the collision resolution
signaling protocol becomes a bit more complicated. In our example there are three
different numbers of slots used in the priority phase signaling, 4, 2, and 1. To obtain
the best performance it is practical to use different transmission and listening prob-
abilities for the elimination and yield phases based on the number of slots used to re-
solve contention in the priority phase. Only nodes that use the same access priority

survive to contend during the elimination phase within atransmission region so it is
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reasonable to expect that these nodes will use the same transmission and listening
probabilities. We illustrate severa possible sets of parameters that may be used in
this protocol in Figure 5.6. As expected, the more slots used to resolve contentions in
the priority phase the greater the probability that a contention will result in a single
survivor. Nevertheless, in a network where up to 30 nodes may contend at the same
priority, the expected success rate varies by less than 4% for the different numbers of

contention signaling slots used in the priority phase.

5.3.5 Energy Conservation

In Chapters 3 and 4 we explored energy conservation in wireless networks
that have a central controller to manage the transceiver states of the mobile nodes in
the network. This work argues and provides evidence that the most significant char-
acteristic of an energy conserving protocol is its ability to promptly assist nodes not
participating in data exchanges to enter the doze state. The key feature of wireless
protocols that enables nodes to promptly enter the doze state is their ability to sched-

ule the disseminate network state information when energy conserving nodes first
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wake up from dozing periods. We are aware of no distributed access protocol that
achieves this goal. SCR meets these requirements since contentions are synchronous
and take a finite amount of time. Nodes can wake-up prior to the contention signaling
and then immediately return to the doze state after the contention if they will not par-
ticipate in a data exchange. This is the default energy conservation mode and it has
no effect on any other performance measure of the access protocol. The energy con-
served in this protocol is a function of the ratio of the duration of the data transmis-
sion portion of a transmission slot to the total duration of the transmission slot.”
Increasing the length of the data transmission portion or decreasing the length of the
contention portion both reduce energy consumption. Suppose participating in the
contention period requires less than 25% of the total energy that a node would con-
sume if it also exchanged datain the transmission slot. Then the energy consumed by
the network would be better than the best performance reported in [15] for the IEEE
802.11 protocol. On top of this base energy conservation protocol one can build ad-
ditional energy conservation mechanisms that emulating either of those used by the
802.11 and HIPERLAN protocols. Next we briefly describe how energy conserva-
tion is achieved in those standards and then we describe how a better implementation
of the same methods can be employed in SCR.

In the 802.11 protocol the decision to doze isinitiated by individual nodes de-
siring to conserve energy. In the ad hoc version of an 802.11 network® the node that

first forms the network decides whether it permits energy conservation by establish-

% The viability of this type of dozing is dependent on the transition time of the transceiver to and from
the dozing state. The work presented in [126] and [8] demonstrates that the transition time to the doze
state in some transceivers is as much as 100ms. This energy conserving approach would not be possi-
ble with this long of a transition time. Our assumption that transmission times can be shorter, how-
ever, is consistent with most other papers written on energy conservation protocols.

% The ad hoc version of an 802.11 network is referred to as an independent basic service set.
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ing an “ATIM Period.” If permitted, a node in the network that desires to conserve
energy may doze as long as it wakes up each ATIM Period to listen for ad hoc traffic
indication messages (ATIM). ATIMs are transmitted during a short window at the
beginning of each ATIM period. If the node wakes and hears an ATIM directed to
itself, it acknowledges the ATIM and remains awake for the rest of the ATIM period
prepared to receive traffic; otherwise, the node returns to the doze state.

The energy conserving mechanism in HIPERLAN requires a node desiring to
doze, a “p-saver,” to coordinate with another to serve as its surrogate, a “p-
supporter”.® The two nodes agree to a period at which the p-saver will awaken to
receive unicast messages and a period at which the p-supporter will transmit broad-
cast messages. The p-supporter node collects transmissions intended for the p-saver
and then attempts to forward them to the p-saver during the coordinated transmission
periods.

Both the 802.11 and the HIPERLAN methods of energy conservation can be
applied on top of the default energy conservation approach described initially in this
section. In the case of a small network where there is little data exchanged among
nodes, the 802.11 approach may be applied. The ideais for there to be a period of
transmission slots that a node might doze through with all nodes subsequently waking
up prior to a designated transmission slot. If a node contends at that time then all
nodes revert to the default power save mode waking prior to each transmission slot.
They stay in this mode until the first transmission slot where there is no contention
attempt. At that time all nodes return to using extended dozing periods following the
original dozing schedule. In the case of a network where there are nodes that are pre-

dominantly stationary and have utility connections, the HIPERLAN methodology is
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appropriate. Mobile nodes may use these “p-supporter” nodes to help with energy
conservation by transmitting to these nodes their dozing schedule. The p-supporter
nodes that receive packets for the p-saver nodes would hold onto them until the slots
upon which the p-saver nodes will awaken. To enhance the exchange of datato these
p-saver nodes, the p-supporter nodes use the energy conservation slots of the priority
phase to gain access. The use of these slots or higher priority slots for gaining access
is an indication to the dozing nodes that they should remain awake. These energy
conserving nodes then use the default energy conserving state until the energy con-
servation and higher priority slots are no longer used. At that time they return to us-
ing the original dozing schedule.

Further enhancements to the energy conservation functions may include rules
that designate when nodes should contend to send stream-based traffic so these
transmissions do not inadvertently keep energy constrained nodes awake. For exam-
ple, if we require nodes contending for a stream-based service to delay contention un-
til the start of the next CBR frame we will reduce the probability that there will be
contention for stream-based servicesin the latter part of the CBR frame. If weinturn
require dozing nodes to awaken in the latter part of the CBR period, we will reduce
the occurrence of dozing nodes waking and being kept awake by the stream-based

and broadcast contentions.

5.4 Conclusion

In this chapter we have introduced a novel MAC protocol for ad hoc networks
that uses synchronous rather than a temporally random contention attempts. This ap-

proach results in many gains. Our synchronous protocol, Synchronous Collision

31 We assume that the nodes that serve as p-supporters have a more reliable power supply than just
batteries.
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Resolution, provides mechanisms for differentiating service requirements in conten-
tions, for reserving resources, and for orchestrating the transitions of nodes to low
energy transceiver states. In Chapter 6 we investigate the performance of SCR, spe-

cifically its ability to support spatia reuse of a channel.
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Appendix 5.A

Selecting Signaling Slot and I nter frame Space Sizes
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Figure 5.A1: Timing in first to assert, last to assert and interframe spaces

In this appendix we look at timing considerations for sizing the time slots used in col-
lision resolution signaling, and used to separate RTS, CTS, data packet, and acknowl-
edgement transmissions. For the purpose of this discussion we define the timing

constraints in Table 6.A1 and design parametersin Table 6.A2.
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T, | Propagation delay between nodes displaced the maximum receiving distance
from each other

T« | Minimum time required by atransceiver to transition from the transmit to
the receive state or vice versa

T | Minimum time to process a signal and then to transition from the receive to
the transmit state

Ty, | Maximum difference in the synchronization of two nodes
Tgn | Minimum time to sense asignal in order to detect its presence
1, | Timeanode sensesasignal in aparticular slot as aresult of constraints and

chosen dlot size

Table 6.A1: Timing constraints and results that affect signal slot size

ts | Duration of aslot

tg: | Selected minimum time to sense asignal in afirst to assert slot to detect it.

ty | Selected minimum time to sense asignal in alast to assert slot to detect it.

Table 6.A2: Design parameters

The choice of ts, is constrained by the minimum time required to sense a sig-
nal to detect whether a signal is present, t¢. In Figure 6.A1a, where the first to assert
signa is sent late, we see that ts, must be longer than 74 in order for the signal to be
correctly sensed. But in Figure 6.A1b, where the first to assert signal is sent early, we
see that if 7, is longer than t¢ then there would be a false detection of the signal.
From these two illustrations we derive the following equations for selecting the size

of afirst to assert signaling slot.
ty > max(rsy —(rrt + rp) ,rsm)
tg>7, +7, +7, +1g
By selecting alarge ts and ts we can account for differences in the synchronization of

nodes.

We find a similar result for the selection of the slot size of the last to assert
phases. In Figure 6.Alc, where the a last to assert signal finishes late, gy must be
longer than ts, in order to avoid a false detection. In Figure 6.A1d, where the last to
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assert signal finishes early, 7y must be shorter than ts, in order to avoid a false detec-

tion. We provide the following equations to size the last to assert slots.

ty >max (7, +7, =T, Top)

it lsm
te>71, +7, +ty -7,

Again we see that by selecting a large ty and ts we can account for differences in the
synchronization of nodes. We also see that the last to assert slots can be shorter then
the first to assert slots.

Finally, we use Figure 6.Ale to size the interframe space between two packet
transmissions. The next equation follows from the illustration.

tg>7,+7,+7,

We see from these results that the better the synchronization in the network the more

efficient the protocol will be but that the failure to achieve perfect synchronization

can be compensated for by using larger slot times and detection periods.

143



Chapter 6
Getting the Best Perfor mance from SCR

6.1 Introduction

In recent research, one measure of access protocol performance in ad hoc
networks that has been woefully missing is spatial capacity. Although authors ad-
dress the problem of hidden nodes, the analysis that follows only attempts to measure
throughput in a single transmission region with an assumed number or percentage of
hidden nodes. The more interesting and representative problem of protocol perform-
ance in an ad hoc wireless environment is the interaction of nodes in a spatial sense
that allows more than one data exchange to occur at atime. In this chapter, we de-
scribe how nodes interact spatially when SCR is used, define a model to represent the
gpatial capacity, and then use a simulation to validate the spatial performance of SCR.
Based on the intuition provided by this study we go further and explore techniques
that may be used to enhance the spatial capacity of SCR, specifically next hop routing
policies and the use of spread spectrum coding. We find that SCR has an inherently
stable performance over a wide range of loads and is robust to congestion both in
terms of load and node density. We also learn that we can more than double the

range of stable performance and spatial capacity of a network using next hop routing
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policies and spread spectrum coding techniques. Ultimately, SCR can achieve spatial
capacity that exceeds that of Aloha and CSMA based protocols by more than two to
three times.

We start our presentation in Section 6.2 discussing how nodes might interact
using synchronous collision resolution to gain access. Then in Section 6.3 we give a
description of how spatial capacity of ad hoc networks may be modeled for SCR. In
Section 6.4 we present the results of a simulation of SCR and compare this perform-
ance to that of the model of Section 6.3. In Section 6.5 we attempt to improve the
performance of SCR using next hop routing policies. This section describes three
policies and compares their performance. In Section 6.6 we then attempt to improve
the performance of SCR using spread spectrum methods. We show that SCR and
spread spectrum coding perfectly complement each other and that together they can
more than double the performance of SCR. In Section 6.7 we briefly discuss the role
of selecting a transmission radius to achieve optimum capacity. In Section 6.8 we
briefly discuss the potential to get further capacity using advanced multiple access
techniques such as code division multiple access, space division multiple access, and

other smart antenna approaches. Finally, in Section 6.9 we conclude the chapter.

6.2 Spatial Interaction of Nodes Using SCR

Nodes contending using collision resolution signaling interact to determine a
gpatially distributed set of surviving nodes. Thisinteraction can result in the suppres-
sion of transmissions outside the transmission range of the ultimate winner of the
contention. We define two regions, the region within the transmission range of the
ultimate winner of a contention called the cleared region, and the additional region
beyond this cleared region also cleared of transmitters called the suppressed region.
Suppressed regions are created by nodes that survive through the priority and/or
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[ Cleared Region .
[ 1 Suppressed Region  °
L]

. NODE PRIORITY h | m
N1 Datal 1 4 2

¢ N2 Datal 1 4 4

¢ N3 Datal 1 3 3
N4 Datal 1 2 2

N5 Datal 1 1 1

Fgure6.1: Example of cleared and suppressed regions created by collison resolution sgnding

elimination phases of the access protocol. Even though these nodes ultimately do not
gain access, they suppress access by other nodes within their range. In turn, nodes
suppressed by these nodes may have suppressed additional nodes. Figure 6.1 exhibits
an example. The contention parameters are shown for all nodes transmitting packets
a priority level 1. Note that nodes N1 though N5 all survive through the priority
phase and in so doing suppress al other nodes in there transmission regions. Thenin
turn N1 suppresses N2 in the yield phase, N2 suppresses N3 in the elimination phase,
and N3 suppresses both N4 and N5 in the elimination phase. N1 wins the contention
while suppressing transmissions in the total shaded area. The darker shaded area is
the region cleared by the signaling of the contention winner and the rest is the area
cleared by the chain interaction of other nodes suppressing contenders. The discrep-
ancy between the cleared region and the suppressed region is a measure of how effec-

tive the protocol is at spatially distributing contention winners.
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6.3 Modeling Spatial Capacity

One difficulty in studying spatial capacity is defining an appropriate measure
for it. A simple definition is throughput per unit area, packets/sec/n?. It can be ar-
gued that this is not an effective metric since it can be increased by reducing nodes
transmission radii with the consequence that packets do not progress as rapidly to-
ward their destination in a multihop network. Therefore, a second measure, the rate of
forward progress of packets in a network, has aso been proposed,
(packets* m)/sec/m?. This second measure is particularly relevant when next hop rout-
ing policies are applied as will be discussed in subsequent sections. In this section we
focus our discussion on throughput per unit area. We first define it more carefully.
To address the issue of adjusting radii, we normalize our throughput to the area cov-
ered by the transmission range of a single node and then use the average density of
nodes in this transmission area as an additional parameter in the analysis. We start by
assuming that the maximum transmission radius used by nodes in contending is 1 unit
so that the transmission area is /7square units. We use the variable gx to denote the
density of nodes in a network and define it as the average number of nodes per trans-
mission area. We use the variable Aa to denote the spatial arrival rate of packets and
define it as the arrival rate of packets to all the nodes in a transmission area. So, the
packet arrival rate per node within a transmission areais A1=4,/o0, . Findly, we de-
note the spatial use of the network as U and define it as the average number of suc-
cessful  transmissions in a transmisson Slot per transmission area,
packets/slot/( 77units?).

The ability to spatially reuse a channel has been explored by several authors,
especialy in the early days of packet radio research. The modeling techniques fo-

cused on temporally random access protocols, e.g. Aloha and CSMA. These models
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required the simultaneous selection of the transmission/sensing probability®, trans-
mission range®, and routing strategy®. Achieving the performance these models
suggest, requires the independent control of the spatially offered load and the trans-
mission range of nodes. These parameters, however, are obviously coupled. Sincein
collision resolution signaling the probability of having a successful contention is
nearly independent of the number of nodes contending, our protocol does not have the
same sengitivity to offered load. Rather, spatial capacity is dependent on the ability
of collision resolution signaling to resolve a set of source-destination (S-D) pairs that
do not interfere with each other. The maximum capacity would then be achieved
through an optimum packing of S-D pairs such that source transmissions do not inter-
fere with each other at their destinations. Our goal is to determine how well collision
resolution signaling packs these S-D pairs.

The approach of packing transmitting nodes to identify an optimum distribu-
tion of transmitting nodes was used in [44]. The authors identified that the triangular
tessellation illustrated in Figure 6.2a, where transmitting nodes occur on each vertex
of repeated equilateral triangles, offers the greatest density of transmitting nodes. Of
course such a distribution of transmitting nodes is unlikely since nodes are randomly
distributed and mobile. We will, however, adopt this approach to develop insights

and to obtain amodel against which our simulation results can be compared.

% Choosing the transmission/sensing probability is an attempt to choose an optimum offered load.
Such a selection is not very realistic but a necessary assumption to evaluate the performance of a tem-
porally random access protocol.

* Transmission range is adjusted to get an ideal density of nodes contending in a spatial region. For
example [48] suggests a range that includes 6 nodes on average and [49] suggests a range that includes
8 nodes on average.

% Routing strategy is used when transmission range is adjustable and can be chosen to just meet the
next hop distance. Such adjustment reduces interference and in turn increases throughput. Research in
this area can be found in the works of Hou and Li, [21], [22], [47], and [24].
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a. Triangular tessellation

b. Intermediate node compaction ¢. Tight node compaction

Figure 6.2: Source node distribution for optimal spatial reuse

We seek the optimum density of transmitting nodes. Aslong as the transmis-
sion of each source does not interfere with the destination of another source the
tessellation can be compacted. We assume that a source node will choose to transmit
with equal probability to any node within its transmission radius so the probability of
success of a contention will depend on the area within its transmission range that does
not overlap the interference range of another transmitting node. We illustrate two
different interference free areasin Figures 6.2b and 6.2c. A third configuration would
have the source nodes clearly out of range of each other. We denote the separation

distance between transmitting nodes in this model as x. We denote the area that is
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within the transmission region of a node but not within the interference region as
C(x,a) and call it the interference free zone.

In [44] the authors consider the transmission areas to be isolated. Aslong as
they do not intersect they will not interfere with each other. Our model, however,
considers the effects of interference and capture. We assume that a destination is able
to detect its source's transmission if it is closer to the source than the transmission ra-
dius and if no other transmitting node is any closer than a times the separation dis-
tance between the source and destination. We refer to a as the interference radius
and its value is a function of the path loss conditions and the required power differen-
tial to be able to detect one signal over another. The parameters x and a then deter-
mine the area about a transmitting node where there is no interference, C(x,q).
According to this model if a destination is in this region then it will receive the
source' s transmission. The method used to calculate the area of this interference free
zone is described in Appendix 6.B.

Next we calculate the density of successful exchanges defined as the number
of successful exchanges that occur in the hexagon formed by the six closest transmit-
ting nodes to a given source on the tessellation. This density of successful exchanges
isgiven by

C(xa)_ 3 C(xa)_ 2

S(x) = E! =

T 60(X) m D\/§D<2 D

The first term is the ratio of the area of the interference free zone to the total area
covered by a transmission and thus corresponds to the probability of a successful

contention. The second term is the density of transmitting nodes. There are three
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Figure 6.3: Success rate per transmission slot per transmission area based on transmit-

ting node density

Received Power Ratio Based on

a ns(x) Distance Power L aw Exponent
2 2.5 3 3.5 4
1.0 1.0 1.0 1.0 1.0 1.0 1.0

11 0.898 1.21 1.27 1.33 140 | 146
1.2 0.812 1.44 1.58 1.73 1.89 | 207
1.3 0.738 1.69 193 | 220 | 250 | 286
14 0.674 19 | 2.32 274 | 325 | 3.84

Table 6.1: Equivalent power ratios for the interference radius, a

transmitting nodes in the area covered by a hexagon formed by six equilateral trian-

gles of area T(x), 1 node in the center and then 3/ of anode contributed by each node

at each of the six outside vertices. In Figure 6.3 we plot 75(x), the expected number
of successful exchanges per transmission slot per transmission area based on the sepa-
ration distance between transmitting nodes. This value represents the spatial usage of
the network, Ua = 78(x). We have plotted this quantity for various interference radii,

a. Table 6.1 trandates this interference radius to relative received power ratios as a
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function of the power law exponents.® Note that in each case as the distance between
transmitters decreases the expected number of successful exchanges per slot per
transmission area converges to a constant. Eventually the increased density of trans-
mitting nodes exactly counters the reduction in the area of the interference free zone.
This value is the optimum spatial capacity that can be achieved with the correspond-
ing interference ratio. Note that this model assumes the random selection of a desti-
nation. A tighter compaction is possible if there is some control over the S-D
placement. In the limit the source and destination would be coincident and the trans-
mitting nodes would be separated on the tessellation by the transmission radius. (We
note that this would not be a practical arrangement of S-D pairs.) This distribution of
S-D pairsyields the maximum spatial use and is defined as

U, =22 =363

V3

6.4 Simulation of Spatial Capacity

We simulated the SCR protocol to study the effects of node density, traffic
load, and capture on performance. We normalize all metrics to a transmission radius
of 1 unit such that the transmission area is Tt units squared. The simulation randomly
places nodes on a7 x 7 unit square grid at the density specified for the simulation run
using a uniform distribution. Our simulation model considers the grid to be wrapped
“gpherically” so there are no boundaries. (A square grid is spherically wrapped
around by considering al corners and opposite edges to be neighbors as illustrated in

Figure 6.4.) The parameters of our simulation include the parameters of the collision

% Received power from a transmitter decreases as a power law function of distance. It varies from an
exponent of 2 for free space propagation to more than 4 for a congested urban area. [16]
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Figure 6.4: Spherically Wrapping a Square Grid

0 5 10 15 20 25 30
Number of Contenders (k)
Figure 6.5: Access Probability for Simulation EYNPMA Parameters

5priority levelss H=2,L=10,M = 12,r = 0.87,g= 0.72, p= 0.86

resolution signaling protocol, ga, Aa, and the relative interference radius, a. We mod-
eled arrivals as Poisson processes. The collision resolution signaling parameters that

were used are: 5 priority levels (data priority levels), H = 2 (for each priority level), L
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level), L= 10, M = 12, r = 0.87, q = 0.72, and p = 0.86.*° These parameters for col-
lision resolution signaling provide an expected success rate of better than 98% when
the number of nodes contending for access is 25 or less, see Figure 6.5. We model
each node as having a 6 packet buffer and set the packet lifetime to 48 transmission
slots. Packets that are not transmitted before the end of their lifetime are dropped and
packets that arrive when the buffers are full are dropped. Priority level in contention
is assigned based on the age of the packet that will be sent where the oldest packets
have highest priority. All simulation results are based on ten 1000 transmission slot
simulation runs where each simulation uses a different random node placement.

We performed simulations at various node densities and spatial arrival rates
for when a = 1.3. Figure 6.6 provides the results of these smulations. We see from
these results that the protocol’s performance is excellent. In particular, as seen in
Figure 6.6a the throughput remains stable® up to a load of Aa = 0.5. Moreover and
by contrast with other random access protocols, the throughput does not decrease
with increased load or alarger number of contending nodes. The throughput, far ex-
ceeds the maximum spatial capacity of slotted Aloha and CSMA obtained in [44] and
given by Un" sotted aioha = 0.36, Ua' csua = 0.45.

Figure 6.6b exhibits SCR’s lack of sensitivity to increased node density. Ini-
tially, when node densities are small, there is lower performance. Investigation of our
simulations revealed that the cause of the lower performance at smaller densities was
the increased likelihood of nodes being disconnected® and the greater distances be-

tween adjacent nodes. At larger densities, however, the capacity is limited by the

% Our simulation considered only best effort traffic. We broke the priority phase into 5 priority phases
as done by HIPERLAN but assigned two slots to each priority group.

37 Stable in this sense means that the spatial use was equal to the spatial arrival rate.

% A nodeis disconnected if it is further than one transmission radius from its nearest neighbor.
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Figure 6.6: Simulation results

interaction of nodes in the signaling process where the separation of contention win-

ners is a function of transmission radius not node dispersion. As exhibited in Figure

6.6b, the knee of the signaling survivors graph occurs at a density of about 8 nodes

per transmission area. This is the threshold where transmission radius not dispersion

has the dominant effect. However, we see in Figure 6.6a, that even a smaller density

of 5 nodes will achieve stable performance when the spatial arrival rate, Aa, is 0.5 or

less.

In Figure 6.6c we show the spatial throughput obtained via simulation to the

optimum given by Equation (2). We note that the model is, in fact, fairly accurate at
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predicting the trend. The simulation results are consistently about 87% of the pre-
dicted model value. Thisresult is quite impressive considering the model is based on
the best possible distribution of transmitting nodes and is an indication of how well
the collision resolution signaling resolves to an efficient set of S-D pairs. It also sug-
gest strategies that may be used to improve the spatial capacity of SCR. Simply, any
strategy that results in either increasing the probability a destination sends a packet to
the interference free zone or technique that increases the size of the interference free
zone (i.e. decreases the interference ratio) will increase the spatial capacity of the
network. In the next few sections we investigate the use of such strategies, specifi-
cally the use of next hop policies to increase the probability of selecting a destination
in the inference free zone and the use of spread spectrum coding to effectively in-

crease the size of the interference free zone.
6.5 Improving Spatial Capacity Using Next Hop Routing Strategies

6.5.1 Nearest with Forward Progress (NFP) Next Hop Routing Strategy
Early work on spatial capacities focused on the simultaneous use of adjustable
transmission radii and next hop strategies, see e.qg. [45], [46], [47], [48], and [49]. Itis
clear from our simulation results that the number of nodes in a transmission area does
not affect the probability that there is a successful contention in that region. But we
also note in Figure 6.6b that a substantial number of nodes survive the signaling phase
of the protocol but fail to successfully gain access on account of collisions during the
transmission of the RTSand CTS. The objective of next hop strategiesisto reduce col-
lisions by increasing the probability that destinations are in the clear regions about each
node. In particular, if the next hop is closer to the source then there is greater probabil-
ity that the contention will not result in a collison. We now consider two next hop

strategies. Thefirst, nearest with forward progress (NFP), chooses the next hop based

156



2
Al
Direction to Al
final destination
> Ad
1
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Figure 6.7: Next hops using the "Closest with Forward Progress” strategy

on the direction to the packet's final destination. The nearest node to the source that
resultsin forward progress toward the final destination is selected as the next hop desti-
nation. Figure 6.7a provides an example of some next hop options. In this example,
the next hop using NFP would be node 1 since it is the nearest node and results in for-
ward progress toward the destination. Note, if there is no node with forward progress
toward the destination then the next hop would simply be to the closest node. We de-
velop an approximate model for the capacity of this strategy using Figure 6.7b. A node
with a packet to transmit will first look for a destination in area A1, then area A2, and
then third in area A3.*® The transmission is successful if the destination chosen isin
Al or A3. We have assumed that nodes are distributed as a Poisson point process with

gpatial density oa so the probability that thereis at least one nodeisin agiven areais
P(N(A)>1)=1-¢""
and no nodesin an area

P(N(A)=0)=",

* There is a small probability that at the interface of these two regions that a node will be selected
from area A2 before another node in A1 since it will be closer to the source. Since we are aready
making a gross assumption that transmitting nodes are placed on a triangular tessellation we see no
benefit in making a more complex model that takes this into consideration.

157



M = Set of all nodesin nodei'stransmission area
E = Set of enclosing nodes

E=o
Sort M in ascending order based on distance from node i
F=M
while (F = 2){

h=f;

E=EUh

F=F-h

for each(f € F){

if (df > dff +dfy +c)
F=F—f

}

}

Figure 6.8: Algorithm to determine atransmitting node’ s enclosing neighbors

where N(A) is the number of nodes in aregion A where |A| denotes the area of region

A. We modify Equation (6.1) to account for the NFP next hop selection process

S()=[(P(N()>0) P (0 ) 0 P(u() >0 2 = [sve? Jfae

NEP'S
(6.2)
where a successful contention occurs when there is a node in area Alor there are no

nodesin areas Aland A2 but then thereisonein area A3.

6.5.2 Enclosure Hopping Next Hop Routing Strategy

A more efficient selection of a next hop might be based on the work in [18].
In this approach, the next hop is selected based on the energy consumed to transmit
and receive a packet. The basic premise is that less energy is consumed in transmit-
ting a packet to its final destination using multiple short hops than in using longer
hops. Using this observation [18] shows that each node can be enclosed by a subset
of nodes through which all packets should be forwarded if energy conservation is to
be achieved. The criterion for an intermediate node to be selected as a next hop
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6.9: Comparison of next hop policies,

(spatial usage versus interferenceradius, A, = 2, g, = 10)candidate for another desti-
nation is whether it consumes less energy to relay the packet through the intermediate
node than to transmit it directly to the final destination. Required transmission energy
can be modeled as a function of distance. The intermediate node j is a potentia in-
termediate hop for a packet destined for node k from nodei if the following inequality
istrue

dy >dj +dj +c. (6.3

In this equation n is the exponent of the path loss model which may range from 2 for
free space to greater than 4 in urban aress, [16], d, is the distance between nodes i
and k, and c is a constant representing the power used by the intermediate node to re-
ceive and process a packet. The subset of nodes in a transmission area through which
all packets are sent can be determined using the algorithm in Figure 6.8. We refer to

this type of next hop selection as enclosure hopping.

6.5.3 Next Hop Routing Strategy Simulations and Results
Simulations were run using both policies. In the NFP hopping simulation, a

direction was selected at random and then the node meeting the NFP criteriawas
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Figure 6.10: Performance of the NFP next hop policy

selected as the destination. In the enclosure hopping, a node within a transmission
area is selected at random and then the node forming the enclosure that is closest to
the destination is selected as the next hop. The enclosure nodes were determined us-
ing the algorithm in Figure 6.8 and Equation (6.3) with a path loss exponent of 4 and
a reception constant equivalent to the energy required to transmit a packet a tenth of
the transmission radius. Figures 6.9 through 6.11 illustrate the simulation results of

the two next hop policies described in this section. We see that both next hop policies
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Figure 6.11: Enclosure hopping spatial usage versus density, A,.=2, a = 1.3

dramatically improve the spatia capacity of SCR. Figure 6.9 compares the perform-
ance of the next hop strategies to that of when normal hopping™ is used. Both the
NFP and enclosure hopping strategies dramatically increase the spatial capacity. Re-
markably, their spatial usage, Ua, can be better than 1. Their performance is nearly

twice as good as that of normal hopping when the interference radius is large. In
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Figure 6.10 we compare the simulation performance of the NFP next hop policy to
that of the model defined in Equation (6.2) when the separation distance, x, is 1.4
Figures 6.10a and 6.10b illustrate the spatial usage as a function of node density.
Comparing these results to those for normal hopping illustrated in Figure 6.6b we see
that the number of survivors of the signaling portion of SCR is the same for al the
next hop strategies but that the NFP and enclosure next hop strategies are exception-
aly effective at reducing collisions. Their effectiveness at decreasing collisions in-
creases with the density of nodes because of the greater probability that the next hop
will be closer to the source when the density is higher.

In Figure 6.11b we illustrate the limits of stability when enclosure hopping is
used. For densities o = 10 the network remains stable to an offered spatial 1oad ex-
ceeding 1.

As mentioned in Section 6.3, the rate packets make forward progress is often
used as a measure of spatial capacity. We define the quantity drpa as the average to-
tal forward progress of al the packets sent in a transmission area per transmission
dot. To determine this measure we determine the average progress each transmitted
packet makes towards its final destination, dep, and multiply it by the usage,

depp =dep U,
Figure 6.12 illustrates that there is not much difference in the forward progress meas-
ure of the normal next hop and enclosure next hop strategies in a congested network.
The benefit of using the enclosure next hop strategy is not truly an increased through-
put. The enclosure next hop strategy only slightly outperforms the normal next hop

strategy for node densities, g, in the range of 3 to 20 nodes per transmission area.

49 Normal hopping is simply the random selection of a destination within range of the source.

L This separation distance is significant since it is further evidence that the collision resolution signal-
ing is especially effective at resolving to a distribution of non-interfering nodes. A separation distance
of 1 on atriangular tessellation is an ideal result for the signaling protocol.
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Figure 6.12; Packet progress as a function of packet density in atransmission area,

a =13, Aa= 2 (Transmission radius remains constant and density increases)

The comforting observation is that using enclosure hopping to help conserve energy
Figure 6.13 provides another view of the same
data. In Figure 6.13 we have assumed that the spatial distribution of nodes is fixed
and that we adjust the transmission radius to achieve the desired density, oa. The ex-
pected result is that with larger transmission radii the forward progress per transmis-

sion will increase but the total progress in the network will decrease since fewer
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(Density remains constant and transmission radius changes, o, = 10 at radius = 1)

nodes will transmit during each slot. This is indeed the case for norma hopping.
Figure 6.13a, however, reveals that for enclosure hopping forward progress per suc-
cessful contention remains nearly constant starting at a density of about 10 nodes per
contention transmission area. This is an indication that most of the enclosing nodes
are included within a radius that achieves this density of nodes in a contention trans-

mission area.
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6.6 Improving Spatial Capacity Using Spread Spectrum Coding

6.6.1 Related Work in Using Spread Spectrum Codes

We are proposing that spread spectrum (SS) coding can be used to improve
the spatial capacity of SCR. The use of SS codes is not new to the discussion of im-
proving the spatial capacity of wireless networks. SS technology has frequently been
proposed as a method to multiplex signals within the same geographic region.*? [50]
The basic approach is to use either unique SS codes or time shifted sequences for dif-
ferent links so that multiple transmissions can coexist spatially. [51] If successful,
this effort results in removing the spatia dependence of node-to-node links on each
other. Unfortunately, several complications are introduced by the distributed nature
of ad hoc networks. The first question is which code to use and when? Synchroniz-
ing the codes transmitters use to those that receivers are using to receive is not trivial.
Second, in a channel with a finite number of codes available the network needs to as-
sign codes such that they are spatially distributed. In a dynamic network, keeping
track of codes can be as complicated as keeping track of routes. Third, unlike CDMA
cell phone systems there is alikelihood that an interfering transmitter will be closer to
a receiver than its source transmitter. Even with a different spreading sequence the
relative power of the interfering signals can raise the effective noise level such that
the desired signal is lost. Finally, when codes are used, networks become packet
sensing as opposed to carrier sensing. Receivers must synchronize with the transmit-
ter from the beginning of the packet transmission or else the transmission appears as
noise. To avoid interfering with an ongoing reception at a destination a source must

also receive the same packet the destination is receiving.

“2 Spread spectrum offers other very attractive features such as resistance to detection, resistance to
multipath induced fades, and resistance to jamming.
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Most research in the use of SS in ad hoc networks has been directed toward
the selection of codes. There are four basic approaches to selecting codes. transmit-
ter-based, receiver-based, pairwise oriented, and common code shifted in time. In
transmitter-based schemes a unique code is assigned to each transmitter. The resul-
tant problem is obvious. Which transmitter’ s code should a potential receiver use at a
given time. In receiver-based schemes a unique code is assigned to each receiver. In
this approach, there is no confusion at either the receiver or the transmitter as to
which code to use but there is the question as to when the transmitter should start
transmitting. Transmitting to a destination that is already receiving a packet from an-
other source can interfere with that reception. We note that with transmitter-based
codes the problem associated with an adjacent node interfering with a destinations
reception is not as severe since it is precluded from using the same code. In pairwise
oriented schemes unique codes are assigned to pairs of nodes. Pairwise coding pre-
sents the same challenge to destinations as transmitter-based codes. Each potential
destination needs to determine which code it should use in receiving. Common code
systems rely on the offset of the phase of codes used in transmissions that occur con-
currently. The offsets may either occur randomly or be deliberate. In the latter case,
the selection of the offset is no different than the selection of the SS code in the first
three approaches. Additionally, despite the presence of an offset when using common
codes there is still an increased likelihood that signals may interfere with each other.
However, using a common code has an advantage in that it is the only approach that
can support broadcast transmissions.

Proposed solutions to the problem of selecting codes normally involve the use
of hybrid protocols. Two hybrids are considered in [52]. In the first, all nodes moni-
tor and contend using a common code but after the addresses of the source and desti-

nation are transmitted the transmitter uses a transmitter-based code to send the data
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packet. The destination knows which code to use since it receives the source address
before the transition to the use of the transmitter-based code. In the second protocol,
every node is assigned two codes, one to receive on and one to transmit on. When a
nodeisidleit listens using its receive code. A source will use the receive code of the
destination of a packet to send the source and destination address portion of the
packet but will again transition to the source’s transmit code to send the data portion.
Both approaches attempt to limit the time that another node may interfere with the
exchange. In the first, other nodes will only interfere during the initial transmission
of the addresses and in the second the potential interference occurs during the same
period but is further reduced on account that interfering nodes must be transmitting to
the same destination. The disadvantage of the second protocol over the first isitsin-
ability to broadcast packets.

The assignment of codesis also a problem in SS ad hoc networks. Normally
there are a finite number of codes that must be distributed to a larger number of
nodes. Random selection of codes may not assure the required physical separation of
nodes using the same codes. Various algorithms have been developed for the as-
signment of codes. A review of severa algorithmsis presented in [53]. Interestingly,
this paper concludes that pairwise code assignment requires the fewest codes. Other
methods of assigning and distributing codes are associated with the hierarchical or-
ganization of networks. In[54], the authors present a method of organizing a network
into clusters with unique SS codes assigned to each cluster.

Code assignment does nothing to prevent the unwanted interference from
transmitters in close proximity of the destination end of other exchanges. We are
aware of no work that attempts to schedule exchanges in an effort to avoid this inter-
ference. In [55] the authors address this problem in a completely different manner.

Rather than orchestrate where transmitting nodes are located they attempted to deter-
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mine the transmission range of nodes that limits the cumulative effect of this type of
interference. The practical application of this type of model is limited by the rele-
vance of its modeling approach of the physical distribution of nodes and of the arrival
rates of packets. ldeally, an access protocol would deliberately select transmitting
nodes that do not interfere at the destinations.

Although there has been much work on the use of SSin ad hoc networks there
are no protocols that completely integrate within a medium access control protocol
the assignment of codes, the scheduling of a spatially distributed set of transmissions,
and a method used by nodes to select codes for transmission and reception. In this
section we introduce the use of SS codes with SCR. The two protocols are perfect
complements for each other. SCR is very effective at resolving a set of transmitting
nodes that are spatially separated from each other thus mitigating interference. Its use
of signaling allows nodes to identify which codes they should use prior to the trans-
mission of data. Then, the use of these codes enhances SCR’s already high spatial
capacity. To complete the picture we provide an additional protocol for the selection
and dissemination of SS codes.

In Section 6.6.2 we discuss the issues of interference in SS packet radio net-
works and explain how SCR and SS are mutually beneficial to each other. In Section
6.6.3 we discuss the mechanisms used to disseminate and to identify the codes for
data transmission. In Section 6.6.4 we present our simulation results of the concurrent
use of the two protocols in a static network and demonstrate the superior performance
that is achieved. Then in Section 6.6.5 we present our simulation results of the con-
current use of the two protocols in a dynamic network demonstrating the protocol’s

ability to adapt to changing codes.

168



6.6.2 Captureln Spread Spectrum SCR Networks

Capture is a phenomenon that can be used to enable multiple destinations to
receive different signals in the same geographic region using the same spectrum si-
multaneously. As a simple model of the effect we say that a destination receives a
signa if the energy of the signal exceeds the background noise by some level. This
signal to noise level is a function of the energy used to transmit the signal, the dis-
tance that separates the source from the destination, and the background noise level.

In anetwork with asingle transmitting node the ratio can be expressed as
Fy
Nr=£4d" (6.4)
N

where P is the effective radiated power from a transmitter, N is the background noise
power, d is the distance that separates the source from the destination, and n is the
path loss exponent. As demonstrated, the power of areceived signal is a power law
function of the distance that separates the source from the destination. The path loss
exponent n is afunction of the environment ranging from 2 for free space to over 4 in
urban areas.[16]* In networks where multiple transmissions can occur concurrently

the same model is appropriate but is modified as follows:

Ya
SR g (6.5)
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In this model we assume that the signals of interfering nodes are seen by the destina-

tion as noise and that the energy of the interfering signals is also a function of the

separation distance between the receiving destination and the interfering sources.

“in practice, the value of 4 is most often used in analysis using the path loss model with ad hoc networks.
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Note that we also assume that all sources transmit using the same power.** A destina-
tion will receive its intended packet if it is closer to the packet’s source than it is to
the interfering nodes and if the threshold signal noise ratio is exceeded. The advan-
tage of using SS is the apparent reduction of the energy of the interfering signals.
This energy reduction is a function of the processing gain, PG, and Equation (6.5)

becomes

S Rj = J . (66)

As seen from this model, the use of SS codes does not insure correct reception of
transmissions, it only improves conditions. The capacity of the network is dependent
on the distribution of transmitting nodes with respect to destinations.

The collision resolution signaling mechanisms in SCR achieves a spatial dis-
tribution of nodes that will transmit. Ideally, the winner will suppress all contenders
within its transmission range, the range at which the threshold SNR is achieved using
Equation (6.3). We call the geographic area covered by this transmission range the
transmission area. The tightest compaction of transmitting nodes occurs with all
sources on the vertices of a triangular tessellation made up of equilateral triangles
with sides equal to this transmission range. See Figure 6.2a. In this configuration, all
sources are separated by exactly the transmission range. The number of source nodes
per transmission area is 3.63. Thisis the theoretical limit to the density of signaling
survivors. We use this distribution of transmitting nodes and show the required proc-

ng gain to assure successful transmission to a destination in Figure 6.14a. The

“ We assume that all nodes using SCR contend using the same power level but may adjust after con-
tention based on the measured energy levels of the RTS-CTS exchange.
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1 0.0996

10 0.2333

100 0.4379

1000 0.6855

10000 0.8617

270
a. Interference contours about a node in a b. Contour coverage of the
triangular tessellation of transmitting nodes transmission area

Figure 6.14: The effect of processing gain on an ideal compaction of transmitters

contours of Figure 6.14a are associated with different processing gains used in Equa-
tion (6.6) where the required SNR to capture asigna is 10. We assume that so long
as the destination is within the area encircled by the contour of the processing gain
that is used, it will capture the signal and the data exchange will be successful. The
percentage of the transmission areain which destinations will capture a data exchange

as afunction of processing gainislisted in the table of Figure 6.14b.

6.6.3 Selecting and Using Spread Spectrum Codes

Two types of code assignments are used in SCR, acommon code for signaling
and broadcasting and receiver based codes for peer-to-peer exchanges. Nodes can
distinguish between broadcast and peer-to-peer transmissions by whether the broad-
cast priority is used in gaining access. A node that fails to win a contention will el-
ther start listening using the broadcast code if it detects that the broadcast priority slot
had been used to gain access or will use its own SS code otherwise. A node that wins

the contention will use either the broadcast SS code if it won the contention using the
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broadcast priority or will use the SS code of the receiver to which it is transmitting
the packet.

This method of selecting and distributing codes also allows individual nodes
to multiplex multiple packets in a single transmission (i.e. concurrently transmit) to
multiple destinations. Nodes that survive the contention signaling using a peer-to-
peer priority may multiplex the signals using the SS codes of the destinations. The
multiplexed RTS transmissions that follow the signaling would direct each destina
tion as to which code to use subsequently when sending aCTS or an ACK.

Spread spectrum codes are self-assigned. Nodes make periodic broadcasts to
advertise their codes. In these broadcasts, nodes advertise their codes and their
neighbors codes. A node selects a code that is not being used by any of its neighbors
or any of its neighbors neighbors. In thisway, transmissions to a destination will use
a code that is the only code used within the transmission region of the destination. |If
a node has selected a code and then detects that another node has moved within the
two-hop region that is using the same code, then the node that detects the conflict will
select another code that is not being used and then broadcast it to its neighbors. A
node does not start using the new code until it has successfully broadcasted the
change to its neighbors. This method of assigning codes will allow a node to select a
unigue code so long as there are more codes than nodes within the node’'s two hop
region. If there are not enough codes and a hode detects another node using its code
the detecting node still changes its code by randomly selecting a code from those

used. We evauate the effect of this option on blocking in subsequent simulations.

6.6.4 Simulation of the Combined Use of SCR and Spread Spectrum Cod-
ing in a Static Networ k

We simulated the SCR protocol to study the effects of node density and proc-
ng gain on the density of transmissions. Our simulation environment and SCR
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Figure 6.15: Spatial capacity as afunction of processing gain

parameters are identical to those used in the ssmulations of Section 6.4. However, we
use the interference models of Equations (6.4) through (6.6). Our metrics for a
transmission radius of 1 unit corresponds to the threshold separation distance where
nodes meet the SNR requirements as defined by Equation (6.4).

The simulation operates as follows. Nodes with traffic to send attempt to con-
tend every transmission slot until there is no more traffic in thelr queues. Each con-
tention begins with signaling and if anode is a survivor, it then confirms success with
the RTS-CTS exchange as described in Section 5.3.2. The destinations of these trans-
missions are selected randomly from among all nodes that are within range. The
range of a signaling node is defined by Equation (6.4). We assume all nodes that re-
ceive the signaling nodes signal with a SNR of 10 or more will be affected and will
react according to the rules of the signaling protocol. We assume that the capture that
occurs during the RTS transmissions is governed by Equation (6.5) unless multiple
sources are attempting to transmit traffic to the same destination in which case Equa-
tion (6.4) is used to determine the SNR since common spreading codes would be
used. Finally, we assume that the capture that occurs during the CTS transmissionsis

governed by Equation (6.5). In addition to the RTS and CTS failures our simulation
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Figure 6.16: Comparison of contention results for different processing gains and dif-

ferent node densities (s = 2)

also identified the rare occurrences (<0.3%) when sources select destinations that also

survive the contention signaling. (i.e. The destination also transmits an RTS.) Fig-

ures 6.15 through 6.17 illustrate the results of the simulations. First, Figure 6.15

illustrates the effect of processing gain on the spatia capacity. (For these results we

assumed a spatial density of 10 nodes per transmission area and a spatial arrival rate

of 2 packets per transmission slot per transmission area, an overloading condition.)

For al simulations the number of survivors of the signaling phases of the contention

are approximately equal but the number of survivors of the RTS-CTS handshakeis
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processing gains

greatly affected by the processing gain used. Increasing the processing gain from 1 to
10 nearly doubles the spatial capacity while increasing the processing gain to 100 al-
most triples the spatial capacity. Figure 6.16 illustrates the effect of node density on
the performance of the SCR and compares the performance of SCR with a processing

gain of 1 to that of SCR with a processing gain of 100. Asisdramaticaly illustrated,
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improving the processing gain improves the total number of successful contentions.
We note aso that the density of nodes tends to improve the spatial capacity up to a
point when thisimprovement levels off. At low densities the throughput is much less.
The cause of this decrease is the increased tendency of nodes to suppress each other
in contention. Figures 6.16¢ and 6.16d break out the causes of failures of signaling
survivors to gain access. When spread spectrum coding is not used, the dominant
cause of contention failures is RTS collisions. When SS is used, the RTS collisions
still cause the largest number of failures but a much greater percentage of these fail-
ures occur since signaling winners frequently choose the same destination. The
greater significance of these failures results from the fact that they occur despite the
use of SS coding since receiver directed codes are used. Finaly, Figure 6.17 illus-
trates the simultaneous effect of load and node density on spatial capacity and again
compares the performance of a network that does not use SS to one that does. Again

SS coding is shown to dramatically improve the spatial capacity of the network.

6.6.5 Simulation of the Combined Use of SCR and Spread Spectrum Cod-
ing in a Dynamic Networ k

Next we simulated the combined use of SCR and SS coding in a dynamic
network where there are a finite number of codes and all nodes move. Our objective
was to determine the effect of code availability and concurrent use of codes on the
occurrence of common code failures. (Common code failures occur when two nodes
transmit to two different destinations using the same SS code and as a result one or
both of the exchanges fail.) Our simulation environment is much different than that
in Section 6.6.4. Here we consider a square network region that is 8 transmission
lengths on a side. Nodes in this network constantly move at the same speed but in
different directions. The ssimulation starts by randomly placing the nodes on the net-

work region. Each node then selects another point in the network region and moves
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to that location at the designated speed for the smulation. Once a node reaches a desti-
nation point, it immediately chooses another point at random in the network region and
then moves toward it. On account of node movement and the finite number of codes
used in this ssimulation nodes are required to keep track of their neighbors codes and to
change their own as the need arises. The dissemination of codes can be integrated with
the routing protocol. Nodes can disseminate code information together with routing
information. Assuming al nodes advertise their connectivity to their next hop
neighbors, al nodes ultimately learn the codes of all nodes within two hops of them-
selves. On account of these updates, each individual node learns the codes used by
nodes up to two hops away. Due to the fixed size of packets and the size of the net-
works we used in our simulations nodes cannot advertise their full routing tables in a
single transmission. Rather, we limited each routing table transmission to only nine
entries. The rate at which tables are advertised is a function of when they were last ad-
vertised, how far they are away from the advertising node, and how critical the
information is. In this case, the identification of a changed SS code is considered
critical and is advertised immediately. Otherwise, nodes advertise their SS codes and
those of their neighbors at a fixed rate. Nodes that identify a conflict with a code that
they are using attempt to find a new code that isnot in use. If successful, the node first
advertises the new code in arouting table transmission and only then uses the new code
asitsown. Inthe casethat al available codes are being used the node randomly selects
anew code and starts using that new code after it is advertised despite its Simultaneous
use by another node in the two hop region. The situation where there are too few codes
for the density of nodes can result in the repetitive transmission of routing table broad-
casts precluding the transmission of payload packets. To curtail thistype of congestion
collapse we defined a parameter called the “ minimum time between updates’ (MTBU)

that prevents nodes from sending updates all the time.
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Radio Range (meters)
Bit Rate 200 250 400 1000
1000000 1.30 1.63 2.60 6.51
2000000 2.60 3.26 5.21 13.02
11000000 14.32 17.90 28.05 71.61
Table 6.2ac Node velocities in kilometers/hour
(0.00001 of transmission range per transmission slot)
Radio Range (meters)
Bit Rate 200 250 400 1000
1000000 6.51 8.14 13.02 32.55
2000000 13.02 16.28 26.04 65.10
11000000 71.61 89.52 143.23 358.07

Table 6.2b: Node velocities in kilometers/hour

(0.00005 of transmission range per transmission slot)

We used a speed parameter for the nodes that is normalized to the duration of
a transmission slot. We assume that the fixed size packet that is transmitted is 512
bytes long and that the signaling and acknowledgement together take 35% of the time
that it takes to transmit a packet. The speed is then defined as the fraction of atrans-

mission length that a node moves in a single transmission slot. We considered two

speeds in our simulations, 10° and 5x10° transmission lengths. Tables 6.2a and
6.2b list the possible land speeds these normalized speeds correspond to depending on
the bit rate and the range of the transceivers.

Tables 6.3a and 6.3b display the frequency at which common code use caused
the blocking of atransmission as a percentage of the number of data packets that are
successfully exchanged.” These results are for simulations that each lasted 50,000

transmission slots. These are presented for different node state update rates, different

5 The number of data packets used for this ratio does not include the node state broadcasts. The num-
ber of contending nodes that were not successful in sending a packet on account of simple interference
isalso not included in thisratio.
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Update Rate / MTBU | 2000/ 3000/ 5000/ 2000/ 3000/ 5000/
(Transmission Slots) 32 50 50 32 50 50
Codes 10 10 10 25 25 25
Speed Spatial Arrival Rate
(Packets/Slot/Transmission
Region)
0.00001 0.05 0.485% | 0.543% | 0.428% | 0.611% | 0.517% | 0.391%
0.00001 0.1 0.508% | 0.447% | 0.524% | 0.687% | 0.576% | 0.423%
0.00001 0.2 0.633% | 0.634% | 0.633% | 0.978% | 0.704% | 0.728%
0.00005 0.05 0.855% | 0.787% | 0.783% | 0.423% | 0.442% | 0.262%
0.00005 0.1 0.847% | 0.821% | 0.937% | 0.564% | 0.426% | 0.343%
0.00005 0.2 0.928% | 0.774% | 0.973% | 0.623% | 0.477% | 0.370%
Table 6.3a. Percentage of contentions that fail on account of
nodes using common codes (o, =5)
Update Rate / MTBU | 2000/ | 3000/ | 5000/ | 2000/ | 3000/ | 5000/
(Transmission Slots) 32 50 50 32 50 50
Codes 10 10 10 25 25 25
Speed Spatial Arrival Rate
(Packets/Slot/Transmission
Region)
0.00001 0.05 0.446% | 0.445% | 0.449% | 0.228% | 0.197% | 0.288%
0.00001 0.1 0.463% | 0.462% | 0.485% | 0.251% | 0.253% | 0.284%
0.00001 0.2 0.568% | 0.551% | 0.534% | 0.270% | 0.315% | 0.317%
0.00005 0.05 0.549% | 0.526% | 0.448% | 0.333% | 0.232% | 0.235%
0.00005 0.1 0.522% | 0.539% | 0.471% | 0.366% | 0.514% | 0.279%
0.00005 0.2 0.535% | 0.517% | 0.601% | 0.352% | 0.296% | 0.450%

Table 6.3b: Percentage of contentions that fail on account of

nodes using common codes (o, =10)

speeds and different loads. Four different experimental parameters were considered in

this comparison, speed, spatia arrival rate, number of codes, and the rate that routing

table updates are distributed throughout the network. We use independent random

number generators for movement, arrival of packets and the selection of packet destina

tions. Asaresult, smulations with common speeds have nodes that move in the exact

same way. For simulations with common arrival rates, packets arrive at nodes at the

exact same times and are directed to the exact same destinations. Note that when a
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packet arrives at an individual node its destination may be any other node in the net-
work. Thusthe arrival of a single packet may require multiple transmissions to traverse
the network. The results reveal that only a fraction of one percent of the contentions
fail on account of two transmitters sending packets to destinations that use the same
code. Thisistrue even when there is a great shortage of codes. These tables consider
two different quantities of codes, 10 and 25. When the node density is 5 the average
number of nodes in a two-hop region is 20 and when the density is 10 the average
number of nodes in atwo hop region is 40.*° Nevertheless, the SCR protocol remains
effective at distributing transmitting nodes and the probability that two transmitting
nodes select two different destinations with the same code remains small even with just
a few codes available. In fact, the density of nodes has amost as much effect on the
percentage of common code failures as does the availability of codes. Our explanation
for this observation is that with a higher density of nodes, more nodes contend with
each other and so it is less likely that a set of contentions that failed on account of
common code use would occur simultaneoudly again. So, common code interference is

rare, even in highly dynamic networks using a small number of codes.

6.7 Adaptive Networking

SCR has all the characteristics that network designers should like. Adjusting the
transmission radius used for contention easily modifies the protocol's performance.
As demonstrated in Sections 6.4 though 6.6, the density of nodes and the spatial arri-
val rate determine the performance of SCR. The contention transmission radius af -

fects both of these factors. Reducing the radius decreases the spatial density of nodes

“ The node densities are not uniform in the network on account of the movement model. Since nodes
move to other randomly selected points in the simulation region by a direct path there will tend to be a
greater density of nodes near the center.
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and, in turn, the spatial arrival rate. The objective in adjusting the radiusisto achieve
a stable spatial arrival rate while simultaneously maintaining the connectivity re-
quired to keep the network connected. Figure 6.13b illustrates that there is an addi-
tional incentive to keeping the contention transmission radius small. The smaller the
radius, the greater the forward progress per transmission slot when the network is
congested. But our simulations also reveal that at low node densities there are many
nodes that are disconnected resulting in dropped packets. So to select a transmission
radius in a network using SCR we offer the following heuristic. Start by selecting a
contention transmission radius that contains the neighboring nodes that would enclose
each node. Thisisthe minimum radius that should be used. Then increase the radius
if it can be increased while keeping the spatial arrival rate in the stable regime. Add-
ing the use of SS coding to SCR will enhance the capacity of any radius selected.

6.8 Other Capacity Enhancement Techniques

Recall that the signaling of the collision resolution access mechanism that
SCR uses to resolve contentions also resolves a set of surviving nodes that are spa-
tially separated. On account of this separation of the transmitting nodes, each trans-
mitting node may assume that any node within its range could receive traffic. These
transmitting nodes may then use code division multiple access (CDMA) or space di-
vision multiple access (SDMA) techniques to alow the simultaneous transmission of
datato multiple destinations. The methods used to select SS codes for data transmis-
sion perfectly complement the CDMA approach. The SDMA approaches, however,
require some coordination, at least to identify the directions to destinations. Assum-

ing the routing protocol disseminated location information, no additional coordination
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may be required.*” For both options the RTS-CTS handshake validates the ability of
destinations to receive the traffic. Subsequent interference during data transmissions

can only decrease since nodes can only drop not add destinations.

6.9 Conclusion

In this chapter we developed a model for the spatial capacity of SCR that pro-
vided an intuitive view of the factors that affect the spatial capacity. We used this
intuition to consider two techniques to improve spatial capacity, the use of next hop
routing policies and the use of spread spectrum coding. We demonstrate that both are
easily employed with SCR and that they demonstratively increase the capacity of the
protocol. We further describe how the adjustment of transmission ranges and the use
of multiplexing techniques can aso improve performance. Simply put, SCR has tre-

mendous capacity that is easily exploited.

47 Smart antenna approaches where signals are used to identify spatial signatures could not be em-
ployed in this manner. Acquiring spatial signatures requires the separate transmission of a signal from
each of the destinations.
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Appendix 6A

Calculating the Interference Free Zone

Capture Interface

aq <7€T b.g zg
Figure 6A.1: Calculating the Capture Interface for the Interference Free Zone

In this appendix we derive the calculation for the area of the interference free
(IF) zone of a transmitting node in a triangular tessellation, C(x,a2). We define the
clear zone as the region that a destination can receive a transmission from a source
node without interference from an adjacent node that is also transmitting. We assume
FM capture such that if the destination node is further than a times the distance to the
source node from all other transmitting nodes then it is in the IF zone. We aso as-
sume that the maximum transmission radius for a node is 1 such that if the transmit-
ting nodes are separated by at least 1 + a, then they will not interfere with each other.
There are three different regions with different equations for calculating the area of
the IF zone. The first region is when the nodes are further than 1 + a apart. In this
case, the area of the IF zone is the same as the transmission zone, 7z The second re-
gion is when the arc formed by the intersection of the edge of the transmission zone

(i.e. acircle of radius 1) and the maximum interference zone (i.e. acircle of radius Q)

with the line connecting the two transmitting nodes is less than g radians. Thisangle
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is denoted as @ in Figure Bla. The third region occurs when this intersection occurs
at an arc greater than g radians. The angle of this intersection can be determined us-

ing the law of cosine. With the law of cosine we have
a’ =x* +1+2xa [eos(q) .

Applying the quadratic formula and some algebra we determine that the separation

between nodes when g =7ET is

Xy

_V3+\3-4f1-a) . (6A.1)
2

To determine the clear area we derive an equation for the clear area in the arc seg-

ment from O to IET radians and multiple it by 12. In both regions 2 and 3 we are inter-

ested in the distance to the arc formed by the meeting of the end points of two lines
exactly y and ay from the transmitting nodes as illustrated in Figure 6A.1b. We call
this arc the capture interface We again use the law of cosines to determine the value
of y. We start with

a’y’ =x* +y* - 2xy [6os( )

and then solve for y and obtain

-2x [Bos(g) + \/(2x Etos(ga))2 + 4(a2 ~ 1) X2

\X) = 6A.2
y(#.x) 2@ 1) (6A.2)
Applying the law of cosinesin asimilar manner we determine ¢ to be
X’ +1-a?
=arccos| —— |. 6A.3
@A ( o j (6A.3)
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The area of the IF zone isthen

T x=(1+a)

(v(ex) 7

do+ j%d¢} x <x<(1+a).
a

————d¢ X< X,

where x1, y, and @ are determined using equations (6A.1), (6A.2), and (6A.3) respec-
tively.
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Chapter 7

Conclusion

In this thesis we have attempted to conduct a comprehensive review of the
protocols and techniques that may be used by single channel wireless data networks
to conserve energy. We have considered networks that are centrally controlled and
networks that are distributed following the ad hoc model. Unique to our work is the
concerted effort to optimize the performance of each energy conserving mechanism.
Our primary focus has been to maximize the time nodes that are not involved in data
exchanges can spend in low energy states.

In our study of centrally controlled networks we identify two very simple
rules that should be used in selecting or in designing protocols that conserve energy.
First, the primary goal of protocols should be to put nodes not participating in data
exchanges into a low energy state. Second, information that enables these nodes to
enter these states must be made available to them as soon as they can use it. We
found that the design aternatives that accomplish these objectives in centrally con-
trolled networks minimize the impact that other efforts such as packet accumulation,
scheduling, and reducing overhead have on energy consumption. We also considered
the impact of transmission errors and error recovery procedures on the performance
of the protocols. Invariably we found that immediate retransmissions are very costly
in energy consumption since they violate the two rules above. The additional time

associated with immediate retransmissions and their random occurrence makes it dif-
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ficult to predict how long nodes should remain in low energy states. This inability
frequently results in nodes waking and having to wait for information in order to re-
turn to a low energy state. The solution is for retransmissions to be rescheduled.
Since in some protocols this requires the source nodes to contend again and thus con-
sume additional energy, we found that those protocols where the point coordinator is
cognizant of these failures and can automatically reschedule them can also conserve
the most energy. Consistent with this theme we found that access protocols used by
nodes to inform the PC that they have traffic to send conserve the most energy when
either the PC manages the access attempts such as through polling or when the nodes
are awake only when they attempt to gain access.

The most significant contribution of this dissertation is the introduction of a
new access protocol for ad hoc networks. The lessons that were learned in our study
of centrally controlled networks cannot be applied to most access protocols currently
in use for ad hoc networking because of their temporally random nature. In these pro-
tocols, nodes gain access by attempting to gain access at different times. Thisis ac-
complished by nodes randomly selecting when to attempt to gain access. On account
of this type of access strategy, nodes cannot predict when they need to be awake.
This deficiency in existing protocols motivated us to try to create a new protocol to
remedy the randomness. Our solution was to synchronize access attempts and to use
signaling techniques to resolve these contentions. In this sort of scheme nodes know
when they must listen to the network (i.e. during access attempts and when they are
exchanging data) and when they can doze (i.e. after other nodes win the contention
and are exchanging data or when no nodes contend.) Surprisingly, the more signifi-
cant contributions of this protocol are its other performance characteristics.

Synchronous Collision Resolution (SCR) is a high capacity access protocol.

We demonstrated through analysis and simulation that this protocol can achieve ex-
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ceptional capacity, easily exceeding that which is considered optimum for random
access protocols such as CSMA and Slotted Aloha. We proved that our use of re-
guest-to-send and clear-to-send exchanges prevented hidden node effects in the ex-
change of data. We further designed our protocol to provide service differentiation.
This service differentiation supports both best effort and stream based services. The
stream based service capability alows the protocol to be leveraged to provide both
bandwidth and delay guarantees. We aso differentiate between peer-to-peer and
broadcast transmissions. This differentiation gives broadcast transmissions priority
over best effort peer-to-peer and enables the use of receiver directed codes. Finaly,
we made a special priority for energy conservation. This priority enhances the proto-
col’ s ability to support extended dozing periods.

The thesis concludes with our effort to enhance the capacity of SCR using
next hop policies and spread spectrum coding techniques. We demonstrate that each
of these techniques more than double the number of transmissions that can occur si-
multaneously. Of importance, we demonstrate that it is the unique features of SCR
that make the use of spread spectrum coding feasible. SCR and the use of spread
spectrum coding are complementary protocols. Additionally, SCR has the potential
to use CDMA and SDMA techniques to further increase its spatia capacity. Finaly,
we show that simple adjustment of the maximum allowable transmission range of
nodes can also be used to enhance capacity.

The synchronous collision resolution protocol forms the first half of the set of
protocols required to make ad hoc networks function. The second half isrouting. In
the sequel to this research we developed a routing protocol that complements SCR
and uses the dissemination of routing information as a vehicle to support the use of
spread spectrum codes and the use long term dozing for energy conservation. Our

research in this area demonstrates that SCR’s resource reservation features can be
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used to create multihop connections and that these paths can be assembled so as to
route traffic away from congested areas.

The ability of protocols to support energy conservation is likely to remain a
key objective of protocols used in wireless data networks. In this dissertation, we
have provided a comprehensive study of how access protocols best support energy
conservation. Two simple rules dominate the design of energy conservation proto-
cols. Our application of these rules to ad hoc networks led to the creation of a new
protocol that could increase the significance of ad hoc networking as a commercial

networking architecture.
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