
3248 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 60, NO. 11, NOVEMBER 2013
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Abstract—The dynamics of complex diseases are governed by in-
tricate interactions of myriad factors. Drug combinations, formed
by mixing several single-drug treatments at various doses, can
enhance the effectiveness of the therapy by targeting multiple con-
tributing factors. The main challenge in designing drug combina-
tions is the highly nonlinear interaction of the constituent drugs.
Prior work focused on guided space-exploratory heuristics that re-
quire discretization of drug doses. While being more efficient than
random sampling, these methods are impractical if the drug space
is high dimensional or if the drug sensitivity is unknown. Further-
more, the effectiveness of the obtained combinations may decrease
if the resolution of the discretization grid is not sufficiently fine. In
this paper, we model the biological system response to a continuous
combination of drug doses by a Gaussian process (GP). We per-
form closed-loop experiments that rely on the expected improve-
ment criterion to efficiently guide the exploration process toward
drug combinations with the optimal response. When computing the
criterion, we marginalize out the GP hyperparameters in a fully
Bayesian manner using a particle filter. Finally, we employ a hybrid
Monte Carlo algorithm to rapidly explore the high-dimensional
continuous search space. We demonstrate the effectiveness of our
approach on a fully factorial Drosophila dataset, an antiviral drug
dataset for Herpes simplex virus type 1, and simulated human
Apoptosis networks. The results show that our approach signifi-
cantly reduces the number of required trials compared to existing
methods.

Index Terms—Drug combinations, expected improvement,
Gaussian processes (GPs), hybrid Monte Carlo (HMC), particle
filter.

I. INTRODUCTION

F INDING effective therapeutic interventions is of vital im-
portance for treating complex diseases including cancer,

hypertension, and diabetes. Such diseases originate from bio-
logical dysfunctions in complex biological networks that are in-
herently robust to external perturbations. Therefore, single-drug
treatments that intervene on a single target may not succeed in
controlling the networks underlying the disease, and intervening
on multiple targets is often required for more effective thera-
pies [1], [2]. Furthermore, the emergence of multidrug resistant
pathogens and the development of personalized medicine ne-
cessitate procedures for selecting multiple effective treatments
from a big pool of available compounds and jointly optimizing
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their dosage levels. Drug combinations, mixtures that consist of
multiple drugs at various dosage levels, have been effectively
used in the treatment of human immunodeficiency virus [3],
Herpes simplex virus [4], and various antimicrobial [5], [6], and
cancer treatments [2].

A. Motivation

Traditionally, designing drug combinations relies on exhaus-
tive empirical and clinical search which can be time consuming
and costly. Consequently, there is a dire need for cost effective,
rapid, and automated exploration of drug combinations. How-
ever, this problem poses the following challenges: 1) nonlinear
interactions between constituent drugs result in hard-to-predict
responses; and 2) the huge number of possible drug combina-
tions leads to computationally challenging optimization tasks.

B. Prior Work

Different approaches to designing drug combinations are
summarized in [7] and can be categorized into three main cate-
gories: 1) biological model-based methods; 2) biological model-
free search algorithms; and 3) statistical methods. In biological
model-based methods, an explicit model of the biological sys-
tem is simulated to predict and optimize drug responses. For
example, the authors in [8] developed a model of the Apoptosis
network that governs cell death and identify potential targets for
drug combinations that would elicit a desired response. How-
ever, such biological models are often unavailable or incomplete
for specific biological systems and their development requires
significant research effort and experimental campaigns. Biolog-
ical model-free and statistical methods, on the other hand, treat
the biological system as a black box and perform experiments
to learn and/or optimize the system response. These methods
make it possible to automate the drug combinations design.
Both of these approaches are based on the notion of a response
landscape. The response landscape is the biological system’s
response as a function of the drug doses used in the drug cock-
tail [7]. The key difference between the two methods is that
statistical model-based techniques attempt to approximate the
control landscape using training data and then optimize the ap-
proximated response, while the model-free methods typically
optimize the control landscape on a discretized grid without ex-
plicitly constructing a model. We now review the prior work in
detail.

1) Selective Tree Search Algorithms: They belong to the
class of deterministic biological model-free methods. They are
heuristics that avoid exhaustive search by selecting “good” can-
didate tree paths given the computational resource constraints.
While being computationally efficient, selective tree search al-
gorithms offer no guarantees regarding the global optimality of
the constructed solution. They have been used extensively in
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data compression and communication systems where the un-
derlying code has a tree structure [9]. In the context of drug
combinations, Calzolari et al. [1] proposed a variant of the stack
sequential algorithm (SSA) to explore the response landscape
on a discretized drug grid which forms a tree with each node
being a combination of the constituent drugs (with duplicate
entries). The proposed variant, the stack sequential top-down
(SS-TD) algorithm, combines the metric-first nature of SSA
with a depth-first search at the deeper levels of the tree, with
the rationale that larger combinations of drug doses are gener-
ally more effective than smaller combinations. While effective
for smaller sized problems, its computational and memory re-
quirements increase significantly with the finer discretization of
the drug space and/or inclusion of large number of candidate
drugs (computational and memory requirement analysis can be
found in [9]). This severely limits the number of branches the
algorithm can explore and reduces the effectiveness of the dis-
covered combinations. Furthermore, this approach does not take
into account the unavoidable measurement error; if significant,
such errors will cripple this algorithm by propagating through
all decision stages.

2) Stochastic Search Algorithms: They are biological
model-free methods that explore the response landscape us-
ing a guided random walk on a discrete grid of drug doses. As
an example, a Gur-game based algorithm was used for building
a closed-loop feedback control system that inhibits viral infec-
tion of fibroblasts [10]. The Gur-game algorithm randomly and
independently updates each drug component based on a reward
mechanism that depends on the drug response of the current
drug combination. The main drawback of this algorithm is that
it requires normalizing the control landscape to values between
0 and 1 which might be difficult in practical situations where
the response range is unknown and requires additional experi-
ments to be determined. Recently, the author in [11] proposed
a modified version of the Gur-game algorithm that overcomes
aforementioned difficulties but updates only a single drug at
each iteration which slows down the landscape exploration. A
closely related approach to the Gur-game is based on genetic
algorithms. In [2], the authors proposed a genetic algorithm
variant to target cancer cells. For each generation, the algo-
rithm selects the fittest combination and designates its nearest
neighbors (i.e., a single change in the dosage of a drug) as the
next generation. In this case, fitness is determined by the sys-
tem response. However, unlike the Gur-game algorithm, this
approach evaluates all possible neighbors and not just the ones
that will likely increase the fitness. As a result, the genetic al-
gorithm is typically less efficient than the Gur-game algorithm.
Unlike the tree search algorithms, stochastic search is more ro-
bust to experimental noise; however, it still presents a significant
practical challenge: how does the noise affect the algorithms’
performance? This complicates the choice of the search termi-
nation criteria (it is not sufficient to keep the combination with
the highest observed response since that response is noisy).

3) Statistical Methods: They construct a probabilistic
model of the response landscape on a continuous drug input
space. This is in contrast to the aforementioned methods that
guide the landscape exploration through a discrete grid of drug
dosage without explicitly modeling the response. Response

surface regression (RSR), used to design antimicrobials in [5],
fits the landscape to a second-order polynomial. While the RSR
method requires only few data points to train, the second-order
polynomial cannot model the complexity of an unknown
multipeak landscape. A more advanced modeling was achieved
by using neural networks in [12]. However, neural networks
require large amounts of training data which significantly
increases the number of required experiments. Recently, the
authors proposed the use of Gaussian Processes (GPs) for
modeling biological response landscapes [13]. GP regression
is a nonparametric kernel technique that treats the regression
problem in the function space. That is, a GP defines distributions
over functions instead of weights as the RSR does [14]. The GP
framework also yields the posterior covariance that provides
the level of uncertainty about the response function estimate.
The authors in [13] utilized the posterior uncertainty to select
candidate drug combinations by maximizing the information
gain about the response surface, which is often referred to
as info-max. The info-max criterion, however, can be highly
inefficient in a high-dimensional dose space when the goal is
to find the optimum (optima) of a given biological system as
opposed to estimating the entire response surface.

C. Contribution

While model-free approaches provide significant reductions
in the number of required trials over random sampling, their
drug space is discrete. This poses significant difficulties if the
number of drugs being mixed and used for treatment is large.
In such scenarios, the considered drug grid might not be fine
enough, and effective drug combinations might be excluded
from the search. On the other hand, while statistical methods do
not suffer from this limitation, they depend on batch data such
as those collected from factorial designs and thereby lack the
adaptability and efficiency in data gathering procedure. In this
paper, we propose a novel statistical continuous-dose solution
to the drug cocktail problem based on the Bayesian sequential
active learning paradigm. Under this framework, we use a GP
as a surrogate model for the biological system’s response. The
GP models the drug response function for a target network in
a flexible and nonparametric way. The continuous GP model
allows us to avoid the combinatorial optimization associated
with discretized drug doses and to exploit the smoothness of
the biological system response. Using this probabilistic model,
we then propose an adaptive learning algorithm that selects the
next experiments to perform in a sequential manner so as to
maximize the information gained about the optimal biologi-
cal response according to the maximum expected improvement
(MEI) criterion [15]. This criterion has been shown to be very
effective in many Bayesian optimization problems [16], [17].
We address two challenges in applying the GP-MEI sequential
active learning framework to drug cocktail design: 1) we ac-
count for the uncertainty about the GP hyperparameters into the
MEI computation by marginalizing over them using a particle
filter; and 2) we utilize the hybrid Monte Carlo (HMC) method,
also referred to as Hamiltonian Monte Carlo, to explore the
high-dimensional input space efficiently and thus optimize the
objective function (MEI) rapidly. The model-averaging effect
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provided by the proposed fully Bayesian approach allows us
to deal with measurement noise by estimating its variance and
providing confidence intervals on the optimized response.

II. METHODS

A. Response Modeling Using a GP

We begin by introducing the observation model for drug com-
bination responses. Let yi be an observed biological system re-
sponse at the ith trial given the input drug combination xi (a
vector of drug dosages). In order to account for random ex-
perimental errors, we assume the response to be a sum of a
function value at xi denoted by f(xi) and additive Gaussian
noise denoted by εi :

yi = f(xi) + εi (1)

where εi ∼ N (0, σ2)1, σ2 is the variance of the experimental
error, xi ∈ Rd , and d is the number of drugs. Under this model,
the likelihood of an observed dataset D = {X,y}, where y =
(y1 , . . . , yn ) ∈ Rn , X = (x1 , . . . ,xn )T ∈ Rn×d , is described
by

p(y|f) = N (f |y, σ2I) (2)

where f = f(X) and (ε1 , ε2 , . . . , εn ) are assumed to be inde-
pendent identically distributed.

Then, we impose a GP prior on the response function f , which
defines a probability distribution over the infinite-dimensional
space of functions. The GP specifies a joint Gaussian distribution
over f over any finite collection of points by its mean and
covariance functions [14],

f(xi) ∼ N (μf (xi), k(xi ,xj )) (3)

where the mean and covariance functions are defined as

μf (xi) = E[f(xi)], and

k(xi ,xj ) = E[(f(xi) − μf (xi))(f(xj ) − μf (xj ))] (4)

where the covariance is defined between xi and any other point
xj . Without any prior knowledge, the mean of f is often assumed
to be zero. The GP prior over f with hyperparameters θ evaluated
at points in X is

p(f |θ) = N (f |0,Kθ ) (5)

where the covariance Kθ is a matrix whose (i, j) entry is
[Kθ ]i,j = kθ (xi ,xj ), kθ (·, ·) is a kernel function, and f is a

vector of function values ((f(x1), . . . , f(xt))
T . Since biolog-

ical responses are considered to be smooth [7], [18], [19], we
use a Gaussian kernel of the form

kθ (xi ,xj ) = ρ exp
(
−‖xi − xj‖2/(2τ)

)
(6)

where the hyperparameters ρ and τ control the marginal vari-
ance and smoothness, respectively [14]. The GP prior, therefore,
is controlled by a total of two hyperparameters, θ = {ρ, τ}. We
drop the θ-subscript from the kernel when it is clear from con-
text.

1N (μ, γ) is the Gaussian pdf with mean μ and variance γ .

The GP prior with the exponential kernel in (6) defines an
infinitely mean-square differentiable process [14]. This makes
it appropriate for modeling drug response landscapes that are
considered both smooth and highly nonlinear [7], [18], [19].
Furthermore, the model is fully determined by the second-order
correlations between the drug responses that are parametrized
by the kernel in (6). Recently, under the simplified settings
of fixed drug dosages, it was shown that the response to a drug
mixture of these fixed dosages can be accurately predicted using
an Ising model constrained to fit the second-order moments of
pairwise drug interaction [20]. The fact that GP captures all the
aforementioned moments provides some evidence that it is a
rich enough statistical model to capture the nonlinearity of the
drug response landscape.

Note that the main goal of this paper is to personalize a drug
combination based on individual patient’s response to various
doses. Nevertheless, if prior knowledge about the response sur-
face is available (e.g., data collected from a cohort of patients),
this knowledge can be incorporated into the proposed framework
by appropriately specifying the prior mean of the GP given in
(4).

B. Posterior Inference

Given the likelihood (2) and the prior (5), we compute the
posterior over f at the observed points X by simply multiplying
the two Gaussians

P (f |y, ϑ) = N (K
(
K + σ2I

)−1 y,K − K
(
K + σ2I

)−1
K),

where ϑ = {θ, σ2}. Furthermore, we can also obtain the poste-
rior distribution over f at any given point x̃ in closed form

P (f |x̃,y, ϑ) =
∫

P (f |x̃, f , θ)P (f |y, ϑ)df (7)

= N (μϑ (x̃), σ2
ϑ (x̃)) (8)

where

μϑ (x̃) = k(x̃,X)
(
K + σ2I

)−1 y

σ2
ϑ (x̃) = k(x̃, x̃) − k(x̃,X)

(
K + σ2I

)−1 k(X, x̃) (9)

where k(x̃,X) is a row vector whose ith element is k(x̃,xi),
and k(X, x̃) = k(x̃,X)T .

C. Hyperparameter Marginalization Using Particle Filtering

The posterior over f in (9) depends on the hyperparameters
ϑ. If the probability distribution of the hyperparameters has a
sharp peak at its most likely value, i.e., P (ϑ|y) ≈ δ(ϑ − ϑml),
we obtain the marginal posterior over f as

p(f |x̃,y) =
∫

p(f |x̃,y, ϑ)p(ϑ|y)dϑ

≈ p(f |x̃,y, ϑml). (10)

A widely used method to set ϑ is by maximizing the marginal
likelihood of ϑ (or the so-called evidence)

E(ϑ) = p(y|ϑ) = N (0,Kθ + σ2I) (11)

where maximizing p(y|ϑ) is consistent with maximizing p(ϑ|y)
under a broad uniform prior on ϑ via Bayes’ rule.
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Although maximizing the evidence is computationally ap-
pealing, in practice, we will not have such a peaky posterior
on ϑ unless we have large amounts of data to support it. Point
estimates obtained by maximizing (11) ignore the uncertainty
in the hyperparameters, which might be significant in the scarce
data regime considered here. In addition, the optimization is
not convex and is likely to have multiple local maxima. To
circumvent this problem, we adopt a fully Bayesian inference
and marginalize out the hyperparameters using Monte Carlo
integration

p(f |x̃,y) =
∫

p(f |x̃,y, ϑ)p(ϑ|y)dϑ (12)

≈
∑

i

p(f |x̃,y, ϑi)E(ϑi). (13)

Note that the marginal posterior over f is a mixture of GPs.
We first draw samples of ϑ from the evidence and then sum up

all the conditional posteriors to obtain the marginal distribution.
However, we need to do this in every trial, which is computation-
ally expensive. Recent work developed an iterative algorithm
using Bayesian Monte Carlo under a GP model to marginalize
hyperparameters [21]. However, the approach uses a fixed
sample set of hyperparameters and only updates the weights of
the samples, which could suffer from the well-known progres-
sive degeneracy in samples. Here, we adopt a resample-move
particle filter proposed in [22], which effectively overcomes the
degeneracy in particles by adding a Markov Chain Monte Carlo
(MCMC) move at the last stage. The details are given below.

Let Dt denote the data collected up to time t, i.e., Dt =
{xi , yi}t

i=0 . Suppose the evidence p(ϑt |Dt) is available at time
t. We compute the marginal posterior mean and covariance at
time t from (12)

μt(x̃) =
∑

ϑt

p(ϑt |Dt)μϑt
(x̃)

σ2
t (x̃) =

∑

ϑt

p(ϑt |Dt)
(
σ2

ϑt
(x̃) + μ2

ϑt
(x̃)

)
− μ2

t (x̃) (14)

where the latter equation is based on the law of total variance
(variance decomposition formula).

1) Prediction: We first evaluate the prediction step as

p(ϑt+1 |Dt) =
∫

p(ϑt |Dt)p(ϑt+1 |ϑt)dϑt.

However, since there is no specific transition model in our setup,
we assume p(ϑt+1 |Dt) � p(ϑt |Dt).

2) Resampling: Using a new input/output pair {x, y}, we
update the evidence according to

p(ϑt+1 |Dt , {x, y}) ∝ p(y|ϑt+1 ,Dt ,x)p(ϑt+1 |Dt). (15)

The first term on the right is the importance weight

p(y|ϑt+1 ,Dt ,x) � p(y|ϑt,Dt ,x),

=
∫

p(f |x,Dt , ϑt)p(y|f,x)df.

Since the integrand is a product of two Gaussians, f |x,Dt , ϑt ∼
N (μϑt

(x), σ2
ϑt

(x)) and y|f,x ∼ N (f(x), σ2
t ), the importance

weight is simply given by

p(y|ϑt+1 ,Dt ,x) � N (μϑt
(x), σ2

ϑt
(x) + σ2

t ). (16)

Based on (16), we resample the particles.
3) MCMC Sampling: We use the Metropolis Hastings (MH)

algorithm for MCMC sampling. To carry out the MH sampling,
we first sample from a multivariate Gaussian centered on the cur-
rent particles ϑcp of the Markov chain, ϑ∗ ∼ N (ϑcp ,Γ), where
Γ is the diagonal matrix whose diagonal entries are the variance
of particles in the previous trial. We assume a noninformative
hyperprior p(ϑ), taken to be uniform over a fairly broad range
of values. Then, we compute α = q(ϑ∗)

q(ϑt )
, with q(ϑ) = p(ϑ|Dt).

With probability min(1, α), we accept the proposal: ϑt+1 = ϑ∗;
otherwise, we set ϑt+1 = ϑcp .

4) Update Posterior Moments: Once we have the new set
of particles for hyperparameters at time t + 1, we update the
posterior mean and variance according to (14).

D. Expected Improvement for Drug Combinations Selection

Having defined a statistical model and developed the Bayesian
framework for modeling the response landscape, we describe
our closed-loop procedure for efficient selection of experiments.
In particular, we employ an active learning framework typically
referred to as Bayesian optimization. The algorithm selects ex-
periments which maximize a popular criterion in Bayesian op-
timization literature, MEI [15]. The MEI criterion selects the
input drug combination candidate that yields the most informa-
tion about the optimal value of the response surface given the
collected data Dt . The expected improvement (EI) is given by,

EI(x̃) = Ef x̃ |Dt
[max(f(x̃) − f ∗, 0)]

=
∫ ∞

f ∗
(f(x̃) − f ∗)N (f(x̃)|μx̃ , σ2

x̃)df(x̃)

= (μ(x̃) − f ∗)Φ
(

μ(x̃) − f ∗

σ(x̃)

)
+ σ(x̃)φ

(
μ(x̃) − f ∗

σ(x̃)

)

(17)

where Φ is the cumulative density function of the standard nor-
mal distribution, φ is the probability density function (pdf) of
the standard normal distribution, and μ and σ are the poste-
rior mean and the standard deviation at any point x̃ in (9) (we
dropped ϑ for notational simplicity). Moreover, f ∗ denotes the
optimal value of the current posterior mean at observed points
(7). Finally, we select the next input maximizing the EI as

x∗ = arg max
x̃∈X

EI(x̃). (18)

The candidate set X determines possible values of drug combi-
nations x that we can choose from. If the candidates can take
unrestricted values, then the set X becomes Rn . On the other
hand, if the drug dosage levels are restricted to a grid of predeter-
mined drug dosage levels as in the model-free methods, then the
set X is a finite set of drug combinations. It should be stressed
that in the latter case, unlike the model-free search methods,
the search on the finite X is purely computational and does not
involve any biological experiments. Furthermore, it makes use
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of the smoothness conditions on the response landscape present
in biological systems and imposed by the GP model.

As seen from (18), the next drug combination to test is the
solution to a “computational” optimization problem involving
the maximization of the EI criterion. The EI objective presents
challenges that might limit the effectiveness of standard numer-
ical optimization algorithms: 1) in general, EI is not convex; and
2) EI might be high dimensional when a large number of poten-
tial drugs is being tested. As a result, we propose an alternate
optimization approach based on HMC sampling.

E. Optimization of EI Using HMC

From (17), it can be seen that EI(x̃) ≥ 0. As a result, it can
be treated as a pdf (up to a normalization constant) and sampled
using Monte Carlo techniques. Given that EI is peaky, as is
expected when dealing with highly nonlinear response surfaces,
the generated samples will be close to the EI maximizer (the
mode of the sampling pdf). If we let S = {x1 , . . . ,xMS

} be the
set of MS samples generated using the HMC, then the optimizer
(the next drug combination to test) is given by

x∗ = arg max
x̃∈S

EI(x̃). (19)

Note that EI is evaluated at each x ∈ S during the HMC sam-
pling and does not require any additional computations.

HMC is a Markov Chain Monte Carlo method which re-
lies on Hamiltonian dynamics to generate distant proposals
for the Metropolis algorithm, thus avoiding slow exploration
of the input space resulting from random-walk proposals. As
a results, the HMC sampler efficiently draws samples from
high-dimensional target distribution. We now briefly summa-
rize HMC sampling.

Having origins in physics, HMC integrates MCMC simula-
tions of the distribution of system states with a deterministic
description which represents total energy of the system as the
sum of potential energy and kinetic energy. Suppose there is
a frictionless puck sliding over a surface of target distribution.
The Hamiltonian of the system is the sum of potential energy
of the puck (determined by position of the puck) and the kinetic
energy of the puck (determined by momentum of the puck). In
non-physical MCMC applications, the position corresponds to
variables of interest—in our case, the drug combinations. The
potential energy is defined as minus log of target distribution

U(q) = − log p(q), q : position

where our target distribution from (17) is

p(q) = (μ(q) − f ∗)Φ
(

μ(q) − f ∗

σ(q)

)
+ σ(q)φ

(
μ(q) − f ∗

σ(q)

)
.

In addition to the position variables, we introduce auxiliary
momentum variables which are typically assumed to be multi-
variate (zero-mean) Gaussian. The corresponding kinetic energy
(minus log of the zero-mean multivariate Gaussian) is defined
as

K(p) =
pT M−1p

2
, p: momentum

where M is a symmetric positive definite mass matrix (to be
set). Consequently, the Hamiltonian can be written as

H(q,p) = U(q) + K(p).

The derivative of the Hamiltonian with respect to the fictitious
time t defines the dynamics

∂qi

∂t
=

∂H

∂pi
= [M−1p]i

∂pi

∂t
= −∂H

∂qi
= −∂U

∂qi
(20)

where it is straightforward to compute

−∂U

∂qi
= eU (qi )

[
μ′(qi)Φ

(
μ(qi) − f ∗

σ(qi)

)

+σ′(qi)φ
(

μ(qi) − f ∗

σ(qi)

)]
,

where μ′(qi) = ∂
∂qi

μ(qi) and σ′(qi) = ∂
∂qi

σ(qi).
In computer simulations, we can compute the Hamiltonian

dynamics only approximately by discretizing time using a small
step size (τ ). One of the widely used methods is the leapfrog
method, which iterates the following steps to walk around some
contours of the target distribution [23]:

pi

(
t +

τ

2

)
= pi(t) −

τ

2
∂U(q(t))

∂qi

qi(t + τ) = qi(t) + τ
pi(t + τ

2 )
Mii

pi(t + τ) = pi

(
t +

τ

2

)
− τ

2
∂U(q(t + τ))

∂qi
. (21)

The iterations start with a half step for p, following a full step
for q, and then proceed with another half step for p.

After L leapfrog steps, we accept/reject the proposed state in
a Metropolis step using the joint probability p(q,p), and then
add Gibbs moves so that we can effectively sample from isolated
modes. In practice, we need to tune the HMC sampler by setting
the mass matrix M in the expression for kinetic energy, the
discretization step size (τ ), and the leapfrog trajectory length
(L) properly.

Compared to widely used Monte Carlo sampling algorithms
(e.g., MH or Gibbs sampling) that are slow in exploring high-
dimensional spaces, HMC enables us to rapidly search the high-
dimensional dose space. Furthermore, most prior work in the
Bayesian optimization literature uses gradient-based optimiza-
tion methods to find the EI’s optimum, which could be trapped
in local optima when only a limited amount of data are available.
However, the proposed HMC sampler can move from one mode
to another under appropriate tuning of the parameters, making
it an effective way to optimize the nonconvex EI objective.

F. Complete Algorithm

Recall that our posterior over f is a mixture of GPs, which
makes it hard to draw samples from EI via the HMC framework.
For example, if we use 100 particles for ϑ, then we will have
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Fig. 1. Schematic of Bayesian active learning of drug combinations. The
sequential close-loop experiment consists of: 1) selecting an optimal drug com-
bination by maximizing expected improvement (left); and 2) measuring the
response yt to the selected combination xt (middle); updating the posterior
over the response function given all the data collected so far (right).

100 target distributions (EI with different ϑ) to draw samples
from.

To address this issue, we approximate the marginal poste-
rior by a single GP whose first two moments match those of
(12) [24]. Such an approximation is justified by the fact that if
the approximating distribution is Gaussian, then its Kullback–
Leibler distance from the marginal posterior distribution is min-
imized when its first and second moments match those of the
marginal posterior distribution [25]. Thus, we use the approxi-
mate posterior at each time t given by

p(f |x̃,Dt) ≈ N (μt(x̃), σ2
t (x̃)) (22)

and then search the optimal combination that maximizes EI un-
der the approximation by HMC sampling. Note that the approx-
imate posterior is not the same as fixing the hyperparameters
to certain values and using a Gaussian marginal posterior as in
(10). The former takes into account hyperparameter uncertainty
(via particle filtering), while the latter ignores the uncertainty.
The benefit of hierarchical model and fully Bayesian inference
is illustrated in Section III.

The complete proposed algorithm for sequential active learn-
ing for drug combinations is summarized below.

In Bayesian optimization and active learning literature, the
stopping criterion is typically determined by resource limita-
tions. However, the algorithm can also be stopped when the
posterior variance at the optimal input is below a certain thresh-
old or if the change in the optimum value from one iteration to
the other is below a given threshold.

III. RESULTS

A. Drosophila Dataset (In Vivo)

We ran three different algorithms on a factorial dataset, pub-
lished in [1], of scalar fitness scores, called z-scores (summariz-

ing maximal heart rate, exercise capacity, and survival of aged
Drosophila flies) in response to 81 different combinations of
four drugs (with three doses for each drug including zero dose).

The goal was to find the three most effective drug combina-
tions among the 81 options using as few experimental trials as
possible.

Fig. 2(A) shows the average (computed over 100 repetitions)
of the estimated z-scores as a function of the number of trials.
The SS-TD algorithm considered in [1] (here shown in pink)
required 27 trials to find the top three combinations (24 trials
for SS). Note that since the SS-TD algorithm does not consider
any measurement noise, there is no randomness in that method
and therefore no need to repeat it multiple times to quantify
the performance. The info-max (in black) method, proposed
in [13], required 27 trials on average to achieve the same goal.
By attempting to learn the whole response function rather than
focusing on the optima, the info-max method is wasting experi-
ments and hence does not improve over SS-TD. When applying
the modified Gur-game algorithm [11] to this dataset, it required
on average 23 trials to find the top three combinations. However,
it did not always succeed. We found that its success rate2 was
typically 0.8 (in contrast, the proposed algorithm always found
the top three combinations).

On the other hand, our proposed method using 100 particles
(in red solid, labeled as MEIfb) required only 14 trials to iden-
tify the top three drug combinations. Note that since there are
only 81 possible combinations, there was no need to perform
the HMC sampling to optimize the MEI criterion; instead, we
computed the criterion on the 81 input points and selected the in-
put corresponding to the highest value. To further demonstrate
the benefits of including the hyperparameter uncertainties in
the MEI criterion, we also demonstrate the performance of the
MEI approach that estimates the hyperparameters using max-
imum marginal likelihood (shown in red dotted trace, labeled
as MEIeb). This technique on average required 22 trials on to
achieve the same goal. Note that we used seven randomly drawn
inputs for the info-max method and MEIeb to set the initial hy-
perparameter values, and then proceeded with the simulated
experiments. Previous approaches include initial preacquisition
of points in a Latin hypercube design as many points as ten times
the dimensionality of the input space [16], [17]. However, since
we have only 80 measurements (at the fixed input points) in the
Drosophila dataset, we used randomly chosen (approximately)
10% of the total datapoints for the initial points. For this reason,
the trial number starts with eight for these two methods.

B. Antiviral Drug Combinations for HSV-1 (In Vivo)

We also tested the performance of our algorithm when ap-
plied to finding the best drug combination for curing Herpes
simplex virus type 1. The dataset was originally published
in [4], where six drugs were considered with two different
dose level for each drug. However, the dataset given in [4, Ta-
ble 1] shows only 32 different fractional factorial combinations

2Success rate is defined as the probability of finding the top three combina-
tions from 100 independent repetitions.
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Fig. 2. (A) Performance test on the Drosophila fully factorial dataset. (B) Performance test on six antiviral drugs for Herpes simplex virus type 1 (HSV-1) dataset.
(C) Simulations using six drugs on the human Apoptosis networks. (See the text).

(excluding zero doses) with their corresponding biological mea-
surements. Therefore, we restrict the search space to the 32 given
combinations.

Fig. 2(B) shows the average number of trials needed to find
the optimal combination using the proposed method (using 100
particles), the info-max method, and the modified Gur game.
The proposed method required approximately 15% less trials
than the info-max method required. The modified Gur-game
algorithm, on the other hand, required 18.6 trials on average
to obtain the optimal combination with a low success rate of
0.51 (as before, the proposed method always found the optimal
combination).

C. Simulations on the Apoptosis Network (In Silico)

Finally, we conducted a computational study of multiple in-
terventions on the human Apoptosis network that governs the
process of programmed cell death. The Apoptosis network has
important applications to the design of therapies for complex
diseases such as cancer and Alzheimer. We used the compu-
tational model developed in [8] based on the Apoptosis net-
work “hsa04210” of the KEG database. This network has 11
input nodes and a single output node that determines cell’s
life or death. The dynamics in this network is governed by
the Hill equation leading to a highly nonlinear input/output
relationship [26].

With the goal of inducing cell death, we investigated the de-
sign of optimal drug interventions on (randomly selected) 6
input nodes. We compared the performance of the proposed
algorithm with that of the modified Gur-game algorithm for a
continuous dose space between 0 and 1. As required by the
modified Gur-game algorithm, we discretized the drug dosage
evenly to four levels: 0, 0.3, 0.6, and 0.9 (resulting in 4096
possible combinations). For the info-max method, we used the
same number of points defined on the input space for the sake

of computational tractability. The proposed algorithm used 100
particles for estimating the hyperparameters in each trial and
drew 100 candidate samples from the HMC sampler with a
leapfrog trajectory of length L = 10, step size τ = 0.02, and di-
agonal mass matrix M = 36I (these were heuristically chosen;
see [23] for details on how to tune the HMC sampler). We com-
puted the EI criterion at the 100 candidate drug combinations,
and then chose the one corresponding to the highest value as the
next input.

In Fig. 2(C) (left), we showed the normalized output values3

as a function of the number of trials. The two random instantia-
tion of the Apoptosis network are denoted as Network I and Net-
work II. In Network I, the modified Gur-game (blue) approach
produced drug combinations that were 40% less effective than
those produced by the proposed method. In fact, due to requir-
ing a discrete drug-dose space, the Gur-game’s search space
does not even include the particular combination that elicited
the highest response. On the other hand, while not requiring
a discrete drug-dose space, the info-max method (black) also
failed to find the combination for the highest response. This can
be attributed to its criterion targeting the reduction of the poste-
rior variance of the entire response surface rather than focusing
on the optimum (the true objective in drug combination design).
In Network II, the drug combination produced by the Gur game
is slightly better than that produced for Network I (although it
took more experiments to achieve it). The proposed algorithm
performs consistently well on both networks. To get a better idea
of how this algorithms will perform in practice, Fig. 2(C) (right)
shows the average normalized output responses predicted by the
three methods for 20 instantiations of the Apoptosis network.
While the average normalized output values of both modified

3The normalization is done by dividing the response due to a drug combination
designed by each method by the highest response among 100 repetitions (due
to the complexity of the Apoptosis network a closed form for the maximum is
not known).
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Gur game and info-max algorithms were below 0.5, the average
output value of the proposed method was approximately 0.8
even with a small number of trials such as 50. We also tested the
genetic algorithm on the Apoptosis network (results reported
in [13]). The genetic algorithm (for a fixed number of gener-
ations) performs significantly worse than random sampling as
well as the info-max algorithm under the presence of noise.

D. Discussion

By employing a fully Bayesian hierarchical drug response
model, we reduce the drug combination design problem with ex-
ponentially many possibilities into a relatively low dimensional
hyperparameter inference problem (typically � 10, in our case
only 3). To make the algorithm computationally tractable to
run in practical medical settings, we employ the following al-
gorithmic modification: 1) we employ a particle filter to take
into account the uncertainty in the hyperparameters; and 2)
we use an HMC method to rapidly optimize the EI criterion
over the high-dimensional drug-dose space, effectively avoid-
ing getting stuck in local optima. This allows the proposed algo-
rithm to rapidly and steadily converge to optimal combinations
(as demonstrated by extensive simulations) and produce confi-
dence intervals around the produced solutions. In comparison,
as shown in the simulations, the state-of-the-art Gur-game algo-
rithm does not produce as effective combinations and typically
oscillates significantly due to the random walk it performs while
exploring the drug space. These random oscillations make it dif-
ficult to judge when enough experiments have been performed
or how far from the optimum are the produced combinations.

While there are no theoretical guarantees on the convergence
of the proposed algorithm, its observed rapid convergence can
be attributed to the approximate inference it is performing: as
the number of data points grows, the posterior of the response
surface near the maximum value becomes narrower and our
estimate of the maximum converges to the global optimum.

IV. CONCLUSION

Bayesian inference is a powerful statistical framework that
remains largely unexploited in designing drug combinations.
Here, we develop a Bayesian active learning framework which
finds optimal drug combinations by using the expected improve-
ment criterion to guide closed-loop experiments. Our approach
allows us to handle measurement noise and exploit the smooth-
ness of the drug response surface without discretizing the drug
dosage space that might introduce a systematic bias in the drug
combination solution. Test results on two real datasets and on
a simulated human Apoptosis network show that our approach
significantly reduces the number of required drug trials com-
pared to the prior state-of-the-art methods.
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