Approximate Computing: An Emerging Paradigm For Energy-Efficient Design
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Abstract— Approximate computing has recently emerged as a promising approach to energy-efficient design of digital systems. Approximate computing relies on the ability of many systems and applications to tolerate some loss of quality or optimality in the computed result. By relaxing the need for fully precise or completely deterministic operations, approximate computing techniques allow substantially improved energy efficiency. This paper reviews recent progress in the area, including design of approximate arithmetic blocks, pertinent error and quality measures, and algorithm-level techniques for approximate computing.
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I. IMPRECISION TOLERANCE AND ENERGY REDUCTION

Energy-efficiency has become the paramount concern in design of computing systems. At the same time, as the computing systems become increasingly embedded and mobile, computational tasks include a growing set of applications that involve media processing (audio, video, graphics, and image), recognition, and data mining. A common characteristic of the above class of applications is that often a perfect result is not necessary and an approximate or less-than-optimal result is sufficient. It is a familiar feature of image processing, for example, that a range of image sharpness/resolution is acceptable. In data mining, simply a good output of, say, a search result, is hard to distinguish from the best result. Such applications are imprecision-tolerant.

There may be multiple sources of imprecision-tolerance [1]: (1) perceptual limitations: these are determined by the ability of the human brain to ‘fill in’ missing information and filter out high-frequency patterns; (2) redundant input data: this redundancy means that an algorithm can be lossy and still be adequate; and (3) noisy inputs.

The primary purpose of this paper is to review the recent developments in the area of approximate computing (AC). The term spans a wide set of research activities ranging from programming languages [2] to transistor level [3]. The common underlying thread in these disparate efforts is the search for solutions that allow computing systems to trade quality for energy reduction. Approximate computing, hence, employs deterministic designs that produce imprecise results.

II. OVERVIEW OF ERROR-RESILIENT PARADIGMS

A. Approximate Computing

Here we distinguish the work on approximate computing from related but conceptually distinct efforts in probabilistic/stochastic computing. The distinctive feature of AC is that it does not involve assumptions on the stochastic nature of any underlying processes implementing the system. It does, however, often utilize statistical properties of data and algorithms to trade quality for energy reduction. Approximate computing, hence, employs deterministic designs that produce imprecise results.

B. Stochastic/Probabilistic Computing

Stochastic computing (SC) is a different paradigm that uses random binary bit streams for computation. SC was first introduced in the 1960s for logic circuit design [4, 5], but its origin can be traced back to von Neumann’s seminal work on probabilistic logic [6]. In SC, real numbers are represented by random binary bit streams that are usually implemented in series and in time. Information is carried on the statistics of the binary streams. von Neumann’s gate multiplexing technique is a special type of SC, in which redundant binary signals are implemented in parallel and in space. Both forms of SC have been the focus of recent studies [7 - 15]. SC offers advantages such as hardware simplicity and fault tolerance [8]. Its promise in data processing has been shown in several applications including neural computation [8], stochastic decoding [9, 10], fault-tolerance and image processing [11], spectral transforms [12], linear finite state machines [13] and reliability analysis [14, 15]. The notions of stochastic computation have been extended to the regime of error-resilient designs at the system, architecture and application levels [16, 17, 18]. A recent review on SC is given in [19].

A related body of work has been called probabilistic computing. This approach proposes exploiting intrinsic probabilistic behavior of the underlying circuit fabric, most explicitly, the stochastic behavior of a binary switch under the influence of thermal noise. Based on this principle, in [20, 21], probabilistic CMOS (PCMOS) family of circuits is proposed. An introduction to the philosophy of probabilistic computing is given in [22].
III. APPROXIMATE ARITHMETIC CIRCUITS

A. Approximate Full Adders

In several approximate implementations, multiple-bit adders are divided into two modules: the (accurate) upper part of more significant bits and the (approximate) lower part of less significant bits. For each lower bit, a single-bit approximate adder implements a modified, thus inexact function of the addition. This is often accomplished by simplifying a full adder design at the circuit level, equivalent to a process that alters some entries in the truth table of a full adder at the functional level.

1) Approximate mirror adders (AMAs): A mirror adder (MA) is a common yet efficient adder design. Five approximate MAs (AMAs) have been obtained from a logic reduction at the transistor level, i.e., by removing some transistors to attain a lower power dissipation and circuit complexity [3]. A faster charging/discharging of the node capacitance in an AMA also incurs a shorter delay. Hence, the AMAs tradeoff accuracy for energy, area and performance.

2) Approximate XOR/XNOR-based adders (AXAs): The AXAs are based on a 10-transistor adder using XOR/XNOR gates with multiplexers implemented by pass transistors. The three AXAs in [23] show attractive operational profiles in performance, hardware efficiency and power-delay product (PDP), while with a high accuracy (AXA3 in Fig.1). Although the use of pass transistors causes a reduced noise margin, the AXAs are useful when a lower accuracy can be tolerated, with significant improvements in other design metrics.
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Fig. 1. Approximate XNOR-based Adder 3 (AXA3) with 8 transistors [23].

3) Lower-part-OR adder (LOA): In the LOA [24], an OR gate is used to estimate the sum of each bit at the approximate lower part, while an AND gate is used to generate the carry-in for the accurate upper part when both inputs to the most significant bit adder in the lower part are ‘1.’ The LOA achieves an approximate but efficient operation by ignoring most carries in the less-significant lower part of an adder.

B. Multiple-Bit Approximate Adders

Current microprocessors use one of the fast parallel adders such as the carry look-ahead (CLA). The performance of parallel adders, however, is bounded by a logarithmic delay, that is, the critical path delay is asymptotically proportional to \( \log(n) \) in an \( n \)-bit adder [25, 26]. Sub-logarithmic delays can however be achieved by the so-called speculative adders.

1) Speculative and variable latency adders: A speculative adder exploits the fact that the typical carry propagation chain is significantly shorter than the worst-case carry chain by using a limited number of previous input bits to calculate the sum (e.g. look-ahead \( k \) bits) [25]. If \( k \) is the square root (or independent) of \( n \), the delay of this adder is reduced to the order of half of the logarithmic delay (or asymptotic constant). In [26], this design is treated in more detail as an almost correct adder (ACA) and developed into a variable latency speculative adder (VLSA) with error detection and recovery.

2) Error tolerant adders: A series of the so-called error tolerant adders (ETAs) are proposed in [27-30]. ETAII truncates the carry propagation chain by dividing the adder into several sub-adders; its accuracy is improved in ETAIIM by connecting carry chains in a few most significant sub-adders [27]. ETAIV further enhances the design by using an alternating carry select process in the sub-adder chain [29].

3) Speculative carry select and accuracy-configurable adders: The speculative adder in [31] employs carry chain truncation and carry select addition as a basis in a reliable variable latency carry select adder (VLCSA). The accuracy-configurable adder (ACA) enables an adaptive operation, either approximate or accurate, configurable at runtime [32].

4) Dithering adder: The result produced by the ETA adder is a bound on the accurate result. Depending on the fixed carry-in value, an upper or lower bound can be produced. That led to the idea of a dithering adder (Fig. 2), useful in accumulation, in which subsequent additions produce opposite-direction bounds such that the final result has a smaller overall error variance (Fig. 3) [33].


Fig. 2. Dithering adder produces alternating upper or lower bounds on the accurate sum, resulting in reduced error variance in accumulation [33].


Fig. 3. At the same energy: bounding (left) and dithering (right) adders.
C. Approximate Multipliers

In contrast to the study of adders, the design of approximate multipliers has received relatively little attention. In [25, 34] approximate multipliers are considered by using the speculative adders to compute the sum of partial products; however, the straightforward application of approximate adders in a multiplier may not be efficient in terms of trading off accuracy for savings in energy and area. For an approximate multiplier, a key design aspect is to reduce the critical path of adding the partial products. Since multiplication is usually implemented by a cascaded array of adders, some less significant bits in the partial products are simply omitted in [24] and [35] (with some error compensation mechanisms), and thus some adders can be removed in the array for a faster operation. In [36], a simplified 2×2 multiplier is used as the building block in a larger multiplier for an efficient computation. An efficient design using input pre-processing and additional error compensation is proposed for reducing the critical path delay in a multiplier [37].

D. Approximate Logic Synthesis

Approximate logic synthesis has been considered for the design of low-overhead error-detection circuits [38]. In [33], approximate adders are synthesized for optimizing the quality-energy tradeoff. For a given function, a two-level synthesis approach is used in [39] to reduce circuit area for an error rate threshold. In [40], a multi-level logic minimization algorithm is developed to simplify the design and minimize the area of approximate circuits. Automated synthesis of approximate circuits is recently discussed in [41] for large and complex circuits under error constraints.

IV. METRICS FOR APPROXIMATE COMPUTING

A. Error Rate/Frequency and Error Significance/Magnitude

In light of the advances in approximate computing, performance metrics are needed to evaluate the efficacy of approximate designs. Due to the deterministic nature of approximate circuits, the traditional metric of reliability, defined as the probability of system survival, is not appropriate for use in evaluating the quality of a design. To address this, several metrics have been used for quantifying errors in approximate designs. Error rate (ER) is the fraction of incorrect outputs out of a total number of inputs in an approximate circuit [42]; it is sometimes referred to as error frequency [33]. Error significance (ES) refers to the degree of error severity due to the approximate operation of a circuit [42]. ES has been considered as the numerical deviation of an incorrect output from a correct one [39], the Hamming distance of the two vectors [32], and the maximum error magnitude of circuit outputs [33]. The product of ER and ES is used in [40] and [43] as a composite quality metric for approximate designs. Other common metrics include the relative error, average error and error distribution.

B. Error Distance for Approximate Adders

Recently, the above metrics have been generalized to a new figure of merit, error distance (ED), for assessing the quality of approximate adders [44]. For an approximate design, ED is defined as the arithmetic distance between an inexact output and the correct output for a given input. For example, the two erroneous values ‘01’ and ‘00’ have an ED of 1 and 2 with respect to the correct number ‘10’. The mean error distance (MED) (or mean absolute error in [45]) considers the averaging effect of multiple inputs, while the normalized error distance (NED) is the normalization of MED for multiple-bit adders. The MED is useful in measuring the implementation accuracy of a multiple-bit adder, while the NED is a nearly invariant metric, that is, independent of the size of an adder, so it is useful when characterizing the reliability of a specific design. Moreover, the product of power and NED can be utilized for evaluating the tradeoff between power consumption and precision in an approximate design (Fig. 4). To emphasize the significance of a particular metric (such as the power or precision), a different measure with more weight on this metric can be used for a better assessment of a design according to the specific requirement of an application. These metrics are also applicable to probabilistic adders such as those in [46, 47, 48], and provide effective alternatives to an application-specific metric such as the peak signal-to-noise ratio (PSNR).

Fig. 4. Power and precision tradeoffs as given by the power consumption per bit and the NED of a full adder design [44]. The product of power per bit and NED is shown by a dashed curve. A better design with a more efficient power and precision tradeoff is along the direction pointed by the arrow.

V. ALGORITHM-LEVEL APPROXIMATE COMPUTING TECHNIQUES

Significant potential exists in using the techniques of approximate computing at the algorithm level.

A. Approximate Computing and Incremental Refinement

The notion of approximate signal processing was developed in [49, 50]. The authors introduce a central concept of incremental refinement, which is the property of certain algorithms, such that the iterations of an algorithm can be terminated earlier to save energy in exchange for incrementally lower quality. The principle is demonstrated on the FFT-based maximum-likelihood detection algorithm [49, 50]. It was further shown in [51-54] that several signal processing algorithms – that include filtering, frequency domain transforms and classification – can be modified to exhibit the incremental refinement property and allow favorable energy-quality trade-offs, i.e. the ones that permit energy savings in exchange for small quality degradation.
Similar principles are applied in [55] to trading energy and result optimality in an implementation of a widely used machine learning algorithm of support vector machines (SVMs). It is found that the number of support vectors correlates well with the quality of the algorithm while also impacting the algorithm’s energy consumption. Reducing the number of support vectors reduces the number of dot product computations per classification while the dimensionality of the support vectors determines the number of multiply-accumulate operations per dot product. An approximate output can be computed by ordering the dimensions (features) in terms of their importance, computing the dot product in that order and stopping the computation at the proper point.

B. Dynamic Bit-Width Adaptation

For many computing and signal processing applications, one of the most powerful and easily available knobs for controlling the energy-quality trade-off is changing the operand bit-width. Dynamic, run-time adaptation of effective bit-width is thus an effective tool of approximate computing. For example, in [56] it is used for dynamic adaptation of energy costs in the discrete-cosine transform (DCT) algorithm. By exploiting the properties of the algorithm, namely, the fact that high-frequency DCT coefficients are typically small after quantization and do not impact the image quality as much as the low-frequency coefficients, lower bit-width can be used for operations on high frequency coefficients. That allows significant, e.g. 60%, power savings at the cost of only a slight, 3dB of PSNR, degradation in image quality.

C. Energy Reduction via Voltage Overscaling

In a conventional design methodology, driven by static timing analysis, timing correctness of all operations is guaranteed by construction. The design methodology guarantees that every circuit path regardless of its likelihood of excitation must meet timing. When \( V_{DD} \) is scaled even slightly, large timing errors occur and rapidly degrade the output signal quality. This rapid quality loss under voltage scaling significantly reduces the potential for energy reduction. However, because voltage scaling is the most effective way to reduce digital circuit energy consumption, many techniques of approximate computing seek ways to over-scale voltage below a circuit’s safe lower voltage. They differ in how they deal with the fact that the voltage is not sufficient to guarantee timing correctness on all paths.

One possible strategy is to introduce correction mechanisms such that the system is able to tolerate timing errors induced by voltage-overscaling (VOS). In [57-60], this approach is developed under the name algorithmic noise tolerance, specifically targeting DSP-type circuits, such as filters. The energy reduction is enabled by using lower voltage on a main computing block and employing a simpler error correcting block that runs at a higher voltage and is thus, error-free, to improve the results impacted by timing errors of the main block. For instance, in [57] the simpler block is a linear forward predictor that estimates the current sample of the filter output based on its past samples.

Another class of approaches focuses on modifying the base implementation of a DSP algorithm to be more VOS-friendly. This can be done at several levels of design hierarchy. The principle behind most efforts is to identify computations that need to be protected and those that can tolerate some errors.

In [61], the idea of identifying hardware building blocks that demonstrate more graceful degradation under voltage overscaling is pursued. The work studies several commonly-encountered algorithms used in multimedia, recognition, and mining to identify their underlying computational kernels as meta-functions. For each such application, it is found that there exists a computational kernel where the algorithm spends up to 95% of its computation time, and therefore consumes the corresponding amount of energy. The following meta-functions (computational kernels) were identified: (1) for the motion estimation, it is the L1-norm, or the sum of absolute differences computation, (2) for support vector machine classification algorithm it is the dot product, and (3) for the mining algorithm of K-means clustering, it is a L1-norm or L2-norm computation. Importantly, all identified meta-functions use the accumulator which becomes the first block to experience time-starvation under voltage over-scaling. By making the accumulator more VOS-friendly, using dynamic segmentation and delay budgeting of chained units, the quality-energy trade-offs are improved for each of the above meta-functions.

Even in the same block not all computations may be equally important for the final output. In [62], the significant/insignificant computations of the sum of absolute difference algorithm, which is a part of a video motion estimation block, are identified directly based on their PSNR impact. The significant computations are then protected under VOS, by allowing them two clock cycles for completion, while the insignificant computations are allowed to produce an occasional error. A delay predictor block is used to predict the input patterns with a higher probability of launching critical paths.

It is also crucial to control sources of errors that have the potential to be spread and amplified within the flow of the algorithm [63]. For example, the 2-D inverse discrete cosine transform (IDCT) algorithm has two nearly identical sequentially executed matrix-multiplication steps. A timing error in step 1 will generate multiple output errors in the second step because each element is used in multiple computations of step 2. Therefore, it is important to prevent errors in the early steps under scaled \( V_{DD} \). This can be achieved by allocating extra timing margins to critical steps. If the overall latency for the design needs to remain constant, an important element of protecting the early algorithm steps is a re-allocation strategy that shifts timing budgets between steps.

Different strategies are possible for dealing with errors that result from overscaling. In some designs, the results produced by blocks subject to timing errors are not directly accepted. Rather, computation is terminated early and intermediate results impacted by timing errors are ignored entirely [64, 65]. From the point of view of gate-level design, such techniques still guarantee timing correctness of all digital operations. Alternatively, a design may directly accept the results of erroneous computation, providing, of course, that the magnitude of error is carefully controlled [63]. This timing error acceptance strategy gives up on guaranteeing the worst-case timing correctness but aims to keep global signal quality from severe degradation. A significant reduction of quality...
VI. SUMMARY

In this paper, recent progress on approximate computing is reviewed, with a focus on approximate circuit design, pertinent error metrics, and algorithm-level techniques. As an emerging paradigm, approximate computing shows great promise for implementing energy-efficient and error-tolerant systems.
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