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Technology-Driven Processor Trends
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Cell Architecture is ...

64b Power Architecture™

commentais 1O -

Incl. coherence/memory

compatible with 32/64b Power Arch. Applications and OS’s
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Cell Architecture is ... 64b Power Architecture™

Plus
Memory
Flow Control (MFC)
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Cell Architecture is ... 64b Power Architecture ™+ MFC

Plus
Synergistic
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Synergistic Processor Element (SPE) Organization
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Cell Processor vs. Traditional General Purpose Processor
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Cell/SPE Architecture Attributes

- Global coherent shared memory

- Local store

- Unified register file

- Asynchronous load/store to local store ( dma-list-put/get )
- Implementation detail: 16 (128B) outstanding shared

memory loads & stores per SPE ...

- Details ... branch hint, wait, ...

- Tradeoffs
- Finite local store size

- State heavy
- Local store alias
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Image/Signal Processing on the Cell Broadband Engine
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More Generic Workloads on Cell D.A. Bader et al. | Parallel Computing 33 (2007) 720-740

a Comparison of List ranking on Cell with other Single Processors
for list of size 8 million nodes

Breadth-First Search

Villa, Scarpazza, Petrini, Peinador ¢ .
IPDPS 2007 _ || - wansom
9% [ Wobdorest, 1 thread ) 121
- E_gﬂzlﬁégre)oig:%ﬁgEng_m: N \qg;
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Cell Intel_x86 Intel_i686 Intel_ia64 SunUS_IIl Intel_WC
b T Sort:Gedik, Bordawekar, Yu (IBM)
M apre duce Table 3: Out-of-core sort performance (in secs)
Sangkaralingam, De Kruijf, Oct. 2007 # || 16 SPEs [ 3.2GHz Xeon | 3.2GHz Xeon | PPE
items || hitonic quick quick 2-core | quick
Application Name | Application Type |  Lines of Code Speedup vs. Corel BIPS M T 0.0008 01313 0.008580 | 0.4333
MapReduce| Serial| 1-SPE | §-SPEs | 8-SPEIdeal | 1-SPE | 8-SPEs | 8-SPE Ideal I T 00930 03701 020578 | 0.0072
histogram partition-dominated | 345 26 | 016 | 015 |24 156 [ 151 |44 I 1 0.0569 07000 000199 | T.O572
kameans parition-dominated | 324 318 1091 | 300|692 208 1735|1701 S 0137 T 0805168 | 4.0746
linearRegression | map-dominated | 279 141034 259 267 147 {1132 [ 1170 6N 0317 RRLHE) 1863350 | 84577
wordCount partition-dominated | 226 241087 |09 {1026 152 |1 | 1864 M 07461 71751 3863405 [ 18.38%2
NASEP map-dominated | 264 12 | 108 | 862 | 862 200 | 1593 | 1595 6IN I 17703 148731 7.946356 | 38.7473
distributedSort | sort-domimated | 171 93 [ 041 1076|548 128|238 1705 28N 4.0001 30.0881 16.165578 | 79.9971
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NOTES ON PROGRAMMING CELL

Doing it “by hand”
- DMA-list-get/put
- Importance of shared memory ( L2 in SPE )
- Synchronization ( wake up on lost reservation )

- OpenMP Compilers
- I-side
- D-side

- Cray vector machine
- Tasks on shared memory
- Many different incarnations
- Of growing importance in newer versions of OpenMP

- Local store to local store transfers

- OpenCL and CUDA
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CELL Security

- Open architecture

- Some implementation details not disclosed ( e.g. key storage and testing )
- Formal verification

- Fundamental decision not to trust the hypervisor

- SPE Isolate-load

- Bootstrapping and how it was hacked
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Sortbenchmark.org

Top Results

Daytona

Indy

2016, 44.8 TB/min
Tencent Sort
100 TB in 134 Seconds
512 nodes x (2 OpenPOWER 10-core POWERS 2.926 GHz,
512 GB memory, 4x Huawei ES3600P V3 1.2TB NVMe SSD,
100Gb Mellanox ConnectX4-EN)
Jie Jiang, Lixiong Zheng, Junfeng Pu,
Xiong Cheng, Chongging Zhao
Tencent Corporation
Mirk R. Nutter, Jeremy D. Schaub

2016, 60.7 TB/min

Tencent Sort
100 TB in 98.8 Seconds
512 nodes x (2 OpenPOWER 10-core POWERS 2.926 GHz,
512 GB memory, 4x Huawei ES3600P V3 1.2TB NVMe SSD,
100Gb Mellanox ConnectX4-EN)
Jie Jiang, Lixiong Zheng, Junfeng Pu,
Xiong Cheng, Chongging Zhao
Tencent Corporation

Mirk R. Nutter, Jeremy D. Schaub

2016, $1.44 / TB
NADSort
100 TB for $144
394 Alibaba Cloud ECS ecs.n1.large nodes x
(Haswell E5-2680 v3, 8 GB memory,
40GB Ultra Cloud Disk, 4x 135GB SSD Cloud Disk)
Qian Wang, Rong Gu, Yihua Huang
Nanjing University
Reynold Xin
Databricks Inc.
Wei Wu, Jun Song, Junluan Xia
Alibaba Group Inc.

2016, $1.44 / TB

NADSort
100 TB for $144
394 Alibaba Cloud ECS ecs.n1.large nodes x
(Haswell E5-2680 v3, 8 GB memory,
40GB Ultra Cloud Disk, 4x 135GB SSD Cloud Disk)
Qian Wang, Rong Gu, Yihua Huang
Nanjing University
Reynold Xin
Databricks Inc.
Wei Wu, Jun Song, Junluan Xia
Alibaba Group Inc.

2016, 37 TB
Tencent Sort

512 nodes x (2 OpenPOWER 10-core POWERS 2.926 GHz,
512 GB memory, 4x Huawei ES3600P V3 1.2TB NVMe SSD,

100Gb Mellanox ConnectX4-EN)

Jie Jiang, Lixiong Zheng, Junfeng Pu,
Xiong Cheng, Chongging Zhao
Tencent Corporation
Mark R. Nutter, Jeremy D. Schaub

2016, 55 TB

Tencent Sort

512 nodes x (2 OpenPOWER 10-core POWERS 2.926 GHz,
512 GB memory, 4x Huawei ES3600P V3 1.2TB NVMe SSD,

100Gb Mellanox ConnectX4-EN)

Jie Jiang, Lixiong Zheng, Junfeng Pu,
Xiong Cheng, Chongging Zhao
Tencent Corporation
Mark R. Nutter, Jeremy D. Schaub

2-way tie:
2019, 163 KJoules
TaichiSort
61 K records sorted / joule
Intel i7-9700, 32GB RAM, Nsort, Ubuntu 16.04.3 LTS,
2 Intel DC 3600 series PCle NVMe SSD (1.2 TB), 1 Intel DC 3600 series PCle NVMe
SSD (2.0 TB)
Ming Liu, Kaiyuan Zhang, Arvind Krishnamurthy
University of Washington
Simon Peter
University of Texas at Austin

2013, 168 KJoules
NTOSort
59 K records sorted / joule
Intel i7-3770K, 16GB RAM, Nsort, Windows 8,
16 Samsung 840 Pro 256GB SSDs, 1 Samsung 840 Pro 128GB SSD
Andreas Ebert
Microsoft

2019, 89 KJoules

KioxiaSort

112 K records sorted / joule

Intel i9-9900K, 64GB RAM, Ubuntu 19.04 Server,
8 CFD CSSD-M2B1TPG3VNF (1TB), 1 Toshiba XG5-P KXG50PNV2T04 (2TB)
Shintaro Sano, Tomoya Suzuki
Kioxia Corporation
Zaid Mahmoud
Princess Sumaya University for Technology

Notes:
Conventional wisdom: 1/O limited

Conventional server
2POWERS CPU
16x DDR3 DIMM
4x NVMe (Gen3 x4)
100Gb Ethernet

100TB on ~500 servers in 100sec
~2GB/s server

Could easily build server @10x I/O
COMPUTE limited!
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A 64-GB Sort at 28 GB/s on a 4-GPU POWERY9 Node for
Uniformly-Distributed 16-Byte Records with 8-Byte Keys

Gordon C. Fossum!, Ting Wang? and H. Peter Hofstee!-

2x100Gb/s

... 1, Texas, USA
TR hai, China
‘etherlands
DDR4 » POWER9 ——| POWER9 »  DDR4 »m.com, hofstee@us.ibm.com
170 GB/s 64 GB/s 170 GB/s
S P B o | 64GB Sort (“Newell”) 1 GPU 2 GPU 4 GPU
V100 V100 |( V100 { V100 | V100 |: V100 Local Read (Estimate) 1.92s 0.96s 0.48s
4x(25+25) GB/s 4x(25+25) GB/s Partitioner (Measured) 1.71s 0.90s 0.85s
NUMA Write (Estimate) 1.92s 0.96s 0.57-0.80s
Partitioner Write (Measured) 1.95s 1.03s 1.16s
Local (Read-) Write (Estimate) 1.92s 0.96s 0.57s
Final Sort (Measured) 3.42s 1.79s 0.91s
Total Sort (Measured) 5.91s 5 178 2.26s
Throughput (Estimate) 17GB/s 33GB/s 67GB/s
Throughput (Measured) 11GB/s 17GB/s 28GB/s




Another Example: Big Data Queries

A lot of information is captured for a lot of your interactions online
Typically stored in per-column (double) compressed files ( ORC/Parquet/ ... )
Typical server today can process only at a few GB/s, even for simple queries
Example problems

Decompression — Would like to do 100GB/s but typical rate 1s few 100MB/s/core

Deserialization — In-memory formats differ from on-storage formats, conversion can be costly

© 2006 IBM Corporation
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FPGA
(4,00+GB/s HBM)

800Gb/s
(x2)
Option

FPGA
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Flip-Flops
1K(0.1%)
37K 4.7%)
79K (10.0%)
116K (14.7%)

8(1.2%)
I"One 18kb BRAM is counted as a half of one 36kb BRAM.

50(7.0%)
238(33.0%)
288(40.0%)

BRAMs!

LUTs
1.1K(0.3%)
56K (14.2%)
82K (20.8%)
138K (35.0%)

CAPI2 interface

Recycle buffer
Total
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C
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