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ABSTRACT

Stack Overflow is a highly successful question-answering website
in the programming community, which not only provide quick so-
lutions to programmers’ questions but also is considered as a large
repository of valuable software engineering knowledge. However,
despite having a very engaged and active user community, Stack
Overflow currently has more than 300K unanswered questions. In
this paper, we perform an initial investigation to understand why
these questions remain unanswered by applying a combination of
statistical and data mining techniques. Our preliminary results indi-
cate that although there are some topics that were never answered,
most questions remained unanswered because they apparently are
of little interest to the user community.

Categories and Subject Descriptors

D.2.7 [Software Engineering]: Distribution, Maintenance, and
Enhancement

General Terms
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1. INTRODUCTION

Recently, the community question-answering site has become
a popular media for information exchange. These sites leverage
the knowledge and expertise of users to provide answers that may
have a long lasting value. Stack Overflow is such a leading
question-answering site in programming community, where devel-
opers can ask and answer programming related questions. As of
July 2012, Stack Overflow had 3.45 million questions with a mean
arrival rate of 5.6K questions per day. Among them, more than
90% of the questions have at least one answer within a median
time of 12 minutes [1]. However, while the proportion of unan-
swered questions is small (approximately 10%), that still leaves a
substantial number of unanswered questions (approximately 300K
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Table 1: Proportion of Unanswered Questions by Year

Year AQ UQ [%]
2008 61,480 100 0.16
2009 350,310 2,799  0.79
2010 698,386 17,481 2.44
2011 1,176,422 102,207 7.99
2012 866,980 173,413 16.67

questions). Furthermore, the proportion of unanswered questions
has been increasing every year (see Table 1).

Programmers generally post questions to Stack Overflow when
they are stuck on some points and have possibly no coworkers to
help. The hope is that they will get a quick solution or suggestion
from some fellow expert for the given problem. Therefore, it can
be very frustrating and impede their normal development progress
if they do not get an answer for their question. Given that all ques-
tions are meant to be objective and factually answerable in Stack
Overflow, we believe it is important to investigate why such a large
volume of questions remains unanswered.

The closest research work related to our study is [2], where Asad-
uzzaman et al. manually analyzed 100 questions from each year
of 2008-2011 (400 in total) of Stack Overflow to investigate the
reasons of unanswered questions. They found that, among sev-
eral other reasons, failure to find experts, and small and vague
questions are the most frequent reasons that a question remained
unanswered. However, since they did not investigate whether these
kinds of questions are also found in the answered questions cate-
gory, it was very difficult to understand the reasons of unanswered
questions. Furthermore, 100 questions each year is not statistically
sufficient to detect small effects [5].

Investigating a large volume of data presents a significant chal-
lenge because a meaningful manual investigation is literally impos-
sible. Therefore, an automated analysis to understand the reasons
of unanswered questions is highly desirable. In this paper, as a
first step toward understanding the reasons of unanswered ques-
tions automatically, we apply a combination of statistical and data
mining techniques on a large dataset of Stack Overflow. To this
end, we first encode each question with a set of attributes, which
we call a feature vector. We then delineate which attributes are
more important than the others in differentiating answered ques-
tions (AQ) from unanswered questions (UQ) and justify our find-
ings by predicting UQs from a sample question set using the se-
lected attributes. Finally, we investigate the topics that have not
been answered yet to get an overview about how frequently such
topics occur. To the best of our knowledge, our study is the first to
characterize the unanswered questions automatically.



2. DATASET DESCRIPTION

A user can perform a wide variety of functions on Stack Over-
flow. Among them, the most basic functions are asking and answer-
ing questions. Both the questions and answers can be upvoted or
downvoted by other users. The difference between these up votes
and down votes for a given question/answer are actually used to de-
termine the importance (score = upvotes — downuvotes) of that
question/answer. Furthermore, users can mark questions as their
favorites. The questioner can also select an answer as the accepted
answer, which indicates that it is the best answer for the given ques-
tion.

Stack Overflow also has a reputation system to encourage users
to produce high-quality content and to be engaged with the site.
Whenever users provide a meaningful answer that is upvoted by
other users or accepted by the questioners, they gain some repu-
tation. On the other hand, users can lose their reputation if any
of their provided questions/answers are downvoted or marked as
spam. The reputation score of a user represents how useful he/she
is for the community and determines his/her privileges on the site.

We have used the complete trace of all the aforementioned ac-
tions on the Stack Overflow website between its inception on July
31, 2008 and July 31, 2012 provided in [3]. The dataset contains
descriptions of different posts (3,453,742 questions, 6,858,133 an-
swers, and 13,252,467 comments), 1,295,620 users, votes, and so
on. However, we excluded all the questions that are: i) closed by
Stack Overflow, or 2) posted in the last two days of the database.
Since we are investigating why a question remained unanswered,
we assumed the questions posted in the last two days may not have
gotten enough time for an answer. We have chosen two days as a
threshold because Stack Overflow does not permit a questioner to
spend bounty points until two days have passed. We feel that this is
more important than the fact that a question is answered, typically,
within a median time of 12 minutes [1].

3. ENCODING QUESTION CHARACTER-
ISTICS

In order to study the characteristics of unanswered questions,
we encode each question into a feature vector, which consists of
a set of attributes. Overall we explore three different classes of
attributes. This section introduces each attribute and the rationale
of choosing that attribute.

Structural Attributes: We first explore the attributes that are
related to the question itself and that may affect the possibility of
getting an answer. For example, tags are used to categorize ques-
tions so that one can find his/her questions of interest easily. A
user can also set a tag-based notification, i.e., whenever a question
is posted associated with a tag that he/she is interested in, the user
will be notified. Therefore, appropriate tagging of questions may
increase the possibility of getting an answer. Similarly, some busy
users may be reluctant to answer very long or vague questions. We
select four features in this class:

e a; : Number of Tags (1 to 5)
e as : Length of Questions
e a3 : Presence of Code (Yes/No)

e a4 : External Link (Yes/No)

Quality Attributes: While the aforementioned attributes give us
some idea about the structure of the question, there are a rich set of
dynamic attributes that can give useful hints about the quality of the
question. For example, we can assume that the higher the number
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of views, scores, and number of favorites of a question is, the more
important the question is to the community. We select four features
in this category.

. : Number of views

as

° : Score

ag

° : Number of favorites

ar

° : Number of comments

as

Questioner Attributes: The history of a user who asked a par-
ticular question may provide useful information as to whether a
question will be answered. It is highly likely that a person with
deep knowledge about some area will ask high quality question.
We select four attributes about the questioner.

e a9 : Reputation
e a0 : Number of answered questions in the past
e a1 : Number of unanswered questions in the past

e a2 : Percentages of questions got answers in the past

4. CHARACTERISTICS OF UNANSWERED
QUESTIONS

This section presents our methodologies and results towards un-
derstanding the characteristics of UQ.

4.1 Range, Central Tendency, and Standard
Deviation

In order to investigate the characteristics of AQ and UQ, first
we measure the ranges, central tendencies, and standard deviations
of the relevant attributes for both AQ and UQ separately. The re-
sults presented in Table 2 show that the range of each attribute for
AQ subsumes that of UQ. This is expected because of the large
proportions of AQ compared to UQ. However, we observe that the
mean value of most quality attributes (views, score, favorites) and
questioner’s reputation for AQ are clearly greater than that of UQ,
which indicate that UQ are relatively less interesting than AQ. On
the other hand, mean size of UQ is greater than that of AQ. Since
attributes as and a4 are nominal data we excluded them from this
type of measurement.

4.2 Frequency Distribution

Although the aforementioned basic statistics provide a very good
idea about which attributes are more useful than others in differen-
tiating AQ from UQ, it is difficult to conclude anything because the
data is highly skewed. Therefore, we investigated the frequency
distributions of the promising attributes (from the previous section)
to understand them in more detail. We intuitively chose an ap-
propriate interval length for each attribute to count the number of
questions. It should be noted that the total number of AQs is almost
10 times greater than that of UQs in the dataset, which is equivalent
to one vertical scale in the graph. Therefore, if the frequency of AQ
is only 1 scale higher than that of UQ at any given point, the prob-
ability of getting either AQ or UQ at that point is literally the same.
From Figure 1, now it becomes evident that number of views, and
number of favorites are clearly greater for AQ than UQ. The ques-
tion scores also follow the same trend. Although some questions
were answered with negative scores, as the score increases the pro-
portion of AQ also increases. In fact, we have found only 89 UQs
in total having a score larger than 10. These findings indicate that



Table 2: Range, Central Tendency, and Standard Deviation

Attributes Answered Questions Unanswered Questions
Min Max Mean Median Std. Dev. | Min Max Mean Median Std. Dev.
Number of Tags (a1) 1 5 2.95 3 0.68 1 5 291 3 0.73
Length of Questions (a2) 5 48,258 1,079 711 1,389 19 35,588 1,300 780 1,845
Number of Views (as) 1 1,051,784 789 228 3,441 2 58,573 141 83 316
Score (ag) -132 2,499 1.62 1 7.02 | -14 264 0.27 0 1.03
Number of Favorites (a7) 0 5,894 2.17 0 13.13 0 20 0.9 0 0.64
Number of Comments (ag) 0 109 2.72 0 2.36 0 38 2.82 5 2.22
Questioner Reputation (ag) 1 465,166 1,886 338 7,005 1 223,117 579 46 2,586
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Figure 1: Frequency Distribution of Question Length, Number
of Views, Score, and Number of Favorites

almost all the questions that are interesting to the community get
answers. Finally, we observe that although the mean length of UQ
is reasonably greater than that of AQ (from the previous section),
the probability of getting an AQ and UQ at any given length is the
same since AQ always maintained 1 scale difference from UQ. We
have also investigated the frequency distributions of a1, a3, and a4
in AQ and UQ but found no systematic differences.

4.3 Ranking Features

In the previous section, we showed that there are certain at-
tributes (as, ag, a7, ag), whose values are different for AQ and UQ.
This finding indicates that these attributes may be the key in pre-
dicting whether a question will be answered or not. However, we
do not know yet which attributes are more important than others in
differentiating AQ and UQ. Therefore, a ranking of these attributes
would be very helpful to select the fop n attributes for the prediction
task, where the value of n will be selected by the system according
to the required precision level. Reducing the number of these at-
tributes is important because learning the appropriate values from
millions of questions in such a high dimensional space is computa-
tionally very expensive. We use two popular statistical measures:
information gain and information gain ratio based ranking algo-
rithms to rank our attributes.

4.3.1 Information Gain

In information theory, the information gain of a random variable
is the change in information entropy from a prior state to a state
that takes the variable as given. Therefore, the information gain of
a particular attribute in classifying if a question is AQ or UQ is:

InfoGain(C,a;) = H(C) — H(C|a;) (1)
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4.3.3 Data Balancing

A major problem in most data mining applications is unbalanced
data because machine learning algorithms can be biased towards
the majority class due to over-prevalence. In our study, we also
observe that our dataset is highly unbalanced. There are 90% of
total questions in the answered category, whereas it is only 10% in
the unanswered category. Therefore, we first need to balance the
dataset.

Oversampling the minor category or undersampling the major
category are the two common ways of balancing dataset. How-
ever, both methods have some drawbacks. Oversampling intro-
duces a bias towards the minor category, whereas undersampling
may exclude useful corner cases. Therefore, we have used a se-
lective sampling method, which is best suited for our approach. In
order to selectively sample our dataset, we have considered only
those questions in the AQ category if (i) there are more than three
answers to the question, and (ii) there is an accepted answer. Fur-
thermore, we have also excluded all the questions from both cate-
gories (AQ and UQ) where the questioner user id is not available.
This sampling process gives us 329,840 questions in AQ (55%) and
272,719 questions in UQ (45%) category, which is a fairly balanced
dataset. Since the number of answers to a question is not a consid-
ered attribute in our study and more answers implies better question
quality, this sampling process also give us high quality data for the
learning and ranking purposes.

4.3.4 Result

We use the Weka [4] implementation of Information Gain Rank-
ing and Gain Ratio Ranking algorithm with default settings to rank
the attributes defined in Section 3. Table 3 presents the detailed
ranking results with their corresponding scores. From the both
rankings, we see that the number of views, question scores, and
questioner reputation are the most dominant attributes in deciding
whether a question is AQ or UQ. Although there are some differ-
ences between two rankings, attributes in Top 7 are the same.



Table 3: Feature Ranks

Rank Info. Gain Info. Gain Raio
Attribute Score | Attribute Score

1 Views (as) 0.364 | (as) 0.136
2 | Score (ag) 0.339 (a7) 0.101
3 | User Reputation (ag) 0.271 | (as) 0.071
4 | Favorites (a7) 0.142 | (a9) 0.051
5 | Percentages (a12) 0.109 | (a12) 0.028
6 | Unanswered Questions (a11) 0.056 | (a11) 0.021
7 | Question Length (a2) 0.021 | (a2) 0.006
8 | Answered Questions (a10) 0.015 | (a4) 0.006
9 | Has Code (a3) 0.003 | (a10) 0.004
10 | Has Link (a4) 0.003 | (as) 0.004
11 | Comment Count (asg) 0.002 | (as) 0.001
12 | Tags (a1) 0.001 | (a1) 0.001

Table 4: Prediction Accuracy using the Top 6 from the Ranking

Classifiers AQ uQ Overall
Precision Recall|Precision Recall|F-Measure
J48 Decision Tree| 0.92 0.89 0.88 0.91 0.90
KNN 0.78 0.91 0.87 0.81 0.81
Naive Bayes 0.98 0.56 0.65 0.98 0.74
Random Forest 0.96 0.77 0.78 0.96 0.85

4.4 Validating the Importance of Features

For validating the effectiveness of our ranking to reduce irrel-
evant features, in this section, we build several prediction models
using the top 6 attributes from Table 3 to predict whether a question
is AQ or UQ. We first use the Weka implementations of the C4.5
decision tree learner (known as J48) to build the prediction model
because it also uses information gain as a splitting criteria. We use
10-fold cross validation to evaluate our prediction model based on
two metrics, precision and recall. The results show that decision
tree can predict the UQ with a precision of 0.88 and recall of 0.91,
both of which are highly accurate. The weighted precision and re-
call for both AQ and UQ are 0.9 and 0.89 respectively. We also
built another prediction model using all 12 attributes and got the
precision of 0.89 and recall of 0.91 in identifying UQ. Therefore,
the results show that using the top 6 attributes from the rankings,
we only lose precision of 0.01 and lose nothing in recall.

One can argue that decision tree works well since it uses the same
metric that we have used for ranking attributes. Therefore, we have
built three other popular classifiers, K-Nearest Neighbor (KNN),
Naive Bayes, and Random Forest to predict the UQ and AQ. Table
4 shows the detailed result. The overall high precision, recall, and
F-measure for both KNN and Random Forest justify that the top 6
attributes in Table 3 are important to distinguish the UQ.

4.5 Unanswered Topics

From the previous sections, we observe that the quality attributes
are the most significant factors in deciding whether a question would
be answered or not. However, to see if there are any uncommon
topics and how often they are asked, we investigated the topics that
were never answered. Since, manually investigating the topic of
each question is practically impossible, we considered the question
tags as the representatives of question topics. Then we searched the
distinct tags that are present in UQ but not in AQ, and counted the
number of questions associated with those topics. We have found
274 unanswered topics. However, most of the topics appeared in a
single question. As a result, we have found only 378 questions in
total associated with those topics, which is almost negligible com-
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Table 5: Unanswered Topics

Tag Name Freq. Tag Name Fregq.
jquery-jtable 8 jmyron 4
lineseries 5 purepdf 4
avplayerlayer 4 glog 3
ace-datatable 4 scroll-paging 3
fxcomposer 4 timeglider 3

pared to the large number of unanswered questions. Table 5 shows
the top 10 unanswered topics with their frequencies.

Stack Overflow has more than 30,000 tags, which cover a diverse
variety of topics, from very general to very specific, in the software
development domain. Among them, we have found only 274 topics
that were not answered. This finding indicates that there is at least
an expert for 99% of the topics. However, it is possible that there
are not sufficient experts to answer all the questions of a particular
general topic (e.g. java). But it should be also noted that ques-
tioners often tag questions covering general to specific topics (e.g.,
tags of a question are java, swing, and jtable). Therefore, the small
number of unanswered tags suggests that the possibility of getting
such a huge number of unanswered questions for lack of experts is
literally very small.

5. CONCLUSION

We performed an automated analysis to understand the reasons
why questions remained unanswered in the Stack Overflow
site. From our preliminary results, we have not found any notice-
able relationships between structural attributes and possibility of
getting answers. A brief analysis of unanswered topics also indi-
cates that the possibility of getting a huge number of unanswered
questions for lack of experts is small. However, we have found that
the quality attributes such as number of views, favorites, scores, and
questioners’ reputation are useful in predicting whether a question
will be answered or not. Therefore, it seems that the unanswered
questions are of little interest to the user community.

An important future direction of our work is to provide feedback
to questioners about the possibility of getting answers at the time
of question posting. However, most of the important attributes (e.g.
view count, score, favorite count) identified in this study are not
available at the time of posting. In the future, we would like to
take more structural properties (e.g. each term in questions) into
account to distinguish UQ from AQ. We also will explore statistical
topic modeling techniques (e.g., LDA) instead of tags to uncover
latent information related to unanswered questions.
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