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1 INTRODUCTION

HE importance of exception handling is well-recognized
by system designers and software engineers. Exception
handing is very often the most important part of the system
because it deals with abnormal situations. The goal of
exception handling mechanisms is to make programs
robust and reliable. However, for a variety of reasons, not
the least among which is the fact that more than half of the
code is often devoted to exception detection and handling,
many failures are caused by incomplete or incorrect
handling of these abnormal situations. Analysis of accidents
in computer controlled systems has shown that very often
their causes tend to be in improper dealing with exceptional
situations (see, for example, [1], [2]). The requirements for
correct system behavior during exception handling are in
some sense even higher than for the system operating in a
normal mode. Even the programs that are generally
considered to be highly robust, such as operating systems,
can be significantly error prone, as discussed in the paper
by Koopman and DeVale. The implication is that exception
handling needs are more pervasive than what many people
may think, and that little can be assumed to work correctly.
In the 1970s, research on exception handling was
conducted mainly in the context of language design. Now
the situation is different: exception handling issues are
being studied and researched in the context of a variety of
disciplines, such as system structuring, fault-tolerant
computing, dependability, system specification, software
engineering, object-oriented systems, programming lan-
guage design, real-time systems, CSCW, process and
workflow systems, etc. Many of these disciplines have
faced unique requirements in developing exception hand-
ling models.

Different application-domains, programming languages,
and computation models have generally led to variants of
exception handling models and mechanisms, making it
difficult at times to transfer knowledge from one domain to
another. Researchers working in different areas very often
have no opportunity to exchange their ideas and results.
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There is hardly any conference or journal in which topics
related to exception handling are not discussed. However,
the research efforts tend to be scattered and not recognized
by a wide audience as an important direction on its own. In
a way, this research is considered to be subsidiary to that on
languages, system structuring, dependability, and system
specification. This special issue has been motivated by the
need to bring together the important strands of research
and practice in various disciplines.

We started our work on this issue nearly two years ago.
We received 39 submissions by February 1999. After an
extensive review process, involving help from more than
110 reviewers, we selected nine high quality papers to
appear in this special issue. These papers represent the
important research directions and issues in exception
handling in a broad range of disciplines, such as operating
systems, programming languages, workflow systems,
spreadsheet programs, requirements specifications, etc.
The uniqueness of this special issue is reflected by this
broad range of areas of computer science covered by the
papers in this special issue. We did not make any attempts
to impose a unified understanding or terminology, and this
issue, obviously, shows different perspectives on exception
handling problems in the various disciplines. We hope that
the main objective of this special issue of bringing together
the important strands of research and practice in regard to
exception handling in various disciplines of computer
science has been achieved, and that it will help in
developing a common understanding and cross fertilization
in this research.

2 THE ARTICLES

This special issue is published in two parts. The first part
includes papers which focus on traditional issues related to
programming languages, program design testing, OS level
issues, and empirical studies.

In the paper "Advanced Exception Handling Mechan-
isms," Peter Buhr and Russell Mok address issues related to
exception handling in concurrent programming languages
supporting coroutines and tasks. This paper examines
interactions between exception handling mechanisms and
other language mechanisms in concurrent systems. Tradi-
tionally, exception handling mechanisms in sequential
programming languages have been based on control flow
models, such as termination, resumption, replacement, etc.
Buhr and Mok examine both termination as well as
resumption models in the context of uC++ language. They
present a unified framework for supporting both these
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models. They show how exception handlers can be
partitioned to support both these models.

The paper by Philip Koopman and John DeVale, "The
Exception Handling Effectiveness of POSIX Operating
Systems," will be of interest to readers involved in studying,
developing and using operating systems. The Ballista
testing system has been developed and used by the authors
to analyze the behavior of 15 widely used POSIX imple-
mentations in situations when exceptional input parameter
values are passed in POSIX function and system calls. It has
been found that these implementations correctly report an
error code in only 55—76 percent of such exceptional calls.
The paper thoroughly analyzes different types of excep-
tional system behavior and the prevalent sources of
robustness failures caused by them. One of the highly
commendable Ballista characteristics is its openness: there is
a site on which one can test any of these implementations
via the Internet. The paper discusses one of the first results
of the extensive testing of several off-the-shelf implementa-
tions of an operating system which demonstrates to which
extent one can rely on such systems and emphasizes again
the significance of rigorous exceptional system behavior
specification.

Saurabh Sinha and Mary Jean Harrold in "Analysis and
Testing of Programs with Exception-Handling Constructs”
are concerned about the use of analysis techniques such as
control flow, data flow, and control dependence in Java and
C++ programs where the effects of exception occurrences
and exception handling must be accounted for. Since these
analysis techniques are used in a large variety of software
engineering tasks, there is a need to find representations for
programs where explicit exceptions are raised and handled,
and then to define algorithms that use these representations
to perform these kinds of analyses. To support the need for
such work, the authors have included the results of three
empirical studies to illustrate the frequency of exception use
in a set of Java programs, the relatively low frequency in
which type inferencing is needed for throw statements, and
the effects of exceptions on control dependence analysis.

"Exception Handling in Java—Meaning and Compiler
Correctness," by Egon Boerger and Wolfram Schulte
describes a rigorous framework for language and platform
independent design and analysis of exception handling
mechanisms and their implementations. They model the
Java exception mechanism and a stripped down version of
the Java Virtual Machine (JVM) as Abstract State Machines.
The two models are related to each other by a functional
description of the compilation from Java exception handling
to JVM code. They then show that the design of these pieces
of Java/JVM is semantically correct. They view exception
handling as a runtime problem, and as such, needs different
techniques to show semantic correctness. The authors’ use
of these techniques also supports the claim that practi-
tioners can document their designs and justify that design’s
appropriateness in a rigorous way.

Roy Maxion and Robert Olszewski in their paper,
"Eliminating Exception-Handling Errors with Dependabil-
ity Cases: A Comparative, Empirical Study," report a well
thought-out experiment—testing the hypothesis that

robustness for exception failures can be improved
through the use of various coverage enhancing techniques:
N-version programming, group collaboration, and depend-
ability cases. The results demonstrate that although all
techniques show improvements over control conditions in
increasing robustness to exception failures, dependability
cases proved the most efficient in balancing cost and
effectiveness (the authors carefully discuss assumptions
and conditions under which the experiments are run and
this conclusion is drawn). The concept of dependability
cases, introduced by the authors, relies on a methodology
based on structural taxonomy and memory aids for helping
software designers to improve exception handling cover-
age. The results obtained are amazing and worrying at the
same time: even though a simple, non-real-world task was
used, a huge number of mistakes and exceptions were
found. This can be seen as another warning against
expecting anything better in the real world without taking
measures to improve exception handling.
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