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Abstract—It is well-known that TCP connections perform links from multiple femto-cells; this motivates the mutiith
poorly over wireless links due to channel fading. To combatttis, model in figure 1.
techniques have been proposed where channel quality feedta
is sent to the source, and the source utilizes coding technigs A. State of the art: a matter of time-scales

to adapt to the channel state. However, the round-trip time- .
scales quite often are mismatched to the channel-change tém To combat the adverse nature of the wireless network, mul-

scale, thus rendering these techniques to be ineffective itis tiple solutions have been proposed, all involving a separat
regime. In this paper, we propose a source coding technique of time-scales between the rate of channel variation and the
that when combined with a queueing strategy at the wireless TCP congestion window evolution. One can break the TCP

router, eliminates the need for channel quality feedback tahe tion bet ired d bile into tw
source. We show that either in a multi-path environment (e.g connection between a wired server and a mobiie Into two

the mobile is multi-homed to different wireless networks) @ Components: wired and wireless [4]. However, this approach
in the presence of multiple TCP connections sharing the same needs a proxy at the wireless base-station, and breaks TCP
wireless spectrum (where bandwidth can be opportunisticd4 end-to-end semantics.
shared between different mobile users), the proposed schem g, ¢4nirast, one could protect TCP (without proxying at
enables statistical muIanexmg of resources, and thus icreases the wireless router) from channel-level variations by ahii¢
TCP throughput dramatically. .
physical layer schemes. Of these, the commonly deployed
I. INTRODUCTION solution in UMTS/WiMax systems involves channel coding,
adaptive modulation and/or automatic repeat request (ARQ
TCP was designed and optimized with the assumpti@n hybrid ARQ) deployed in a lower layer protocol to deal
that the networks that it was supposed to operate over havign packet drops resulting from channel variations that ar
highly reliable node-to-node links such that dropped ptckeat a much faster rate than the end-to-end TCP round-trip time
due to bad links are highly unlikely. It was this trait of(RTT). However, these schemes could lead to variationsdn th
the wired network that TCP utilized to build a congestiorate provided to the TCP connections, and can lead to sub-
control mechanism; a dropped packet is interpreted by T@Btimal TCP performance [9]. Papers such as [12] improve
as a buffer overflow due to a congestion somewhere in tiep performance over downlink wireless networks through
network. dynamically adjusting PHY layer parameters optimized for
However, a typical wireless link is designed with BERTCP. However, such strategies require measurements both at
on the order ofl0~°, which translates into a packet dropthe transport layer like TCP sending rate as well as physical
probability of 5-10% for a 1KB packet; the drop probabilitjayer information like channel quality.
can be much worse if the wireless channel is in deep, severéThe alternate solution (see [6], [26], [25]) is to code the
fade. If plain TCP is used over the wireless links withoulata stream at a specific forward error coding rate at the
any modifications, this considerably reduces the averagpplication layer so that the decoded TCP data stream can
congestion window size and prevents it from enlarging teithstand drops due to bad wireless channels. In [26], the
any significant portion of the ideal size, the bandwidthagtel authors use Reed-Solomon coding at a fixed rate to encode a
product, resulting in a low utilization rate [15], [17], [3]  stream of TCP packets in order to deal with random losses.
This paper addresses the problem of low TCP throughgut [25], the authors use network coding combined with an
in the simple topology of TCP senders connected via wirelil®CK scheme found in [24] and TCP-Vegas like throughput
network to intermediate wireless routers and TCP receivereeasurements to adapt TCP over wireless links. However,
connected by a wireless channel to one or more of thesech an approach requires the variation in channel drop rate
intermediate routers (see figure 1). An example scenat®mbe quasi-static relative to the time-scale of feedingkbac
would be a cellular access network (such as UMTS/WiMaxhis channel drop rate information to the source so that the
where the cellular base station is connected to the wiredding rate can be adjusted.
backbone, and only the link between the base station and the =
mobile user is wireless. In addition, although multi-hoginB- Motivation
is not currently implemented in UMTS networks, with the 1) Channel variation and RTT have same time-scale:
introduction of femto-cells, it is conceivable that in a gam In reality, however, there exist scenarios where the packet
scenario with a number of femto-cells, the mobile user mayop rate can change at the time scale of round-trip time
be able to receive downlink data simultaneously on multiptef the TCP connection. For example, consider a mobile user



delivery, which can cause congestion window collapse dven i
the network has plenty of capacity [28]. [20] gets around thi
problem by delaying and reordering received packets before
they are passed up to the TCP layer on the receive side. [29]
uses duplicate selective ACKs (DSACK) and dynamically
Fig. 1. N TCP-RLC connections (green) made over a well-provisioneghanges the duplicate ACK threshold to address the out-of-
wired network and a wireless router (red) and one connechitack) made order problem.
over M paths. One can exploit multi-flow or multi-path diversityitecrease By using random linear coding, our proposed TCP modi-
throughput. .l ' .

fications can be naturally extended to multiple paths and we

traveling at 2-5km/h using the current UMTS network (carriéNi" show that coding +“T_CP enables th”e network to k_)ehave
frequency~ 2GHz in the U.S.) to download a file stored afS though packets are “virtually shared” among the differen
a distant end of the Internet. This user’'s wireless ChaHMSe-st.anons W|thouF the ”?e‘?' for a back-haul t_)etween
coherence time is roughly around 20-50ms [21], a numb@? various base—stgtmns. This in-turn Igads to m_ultlp@x
well within the range of RTT for the Internet. (Coherencgams' Further, coding + TCP can easily deal with out-of-

time is roughly a measure of how long a wireless chann@fder delivery of packets.
stays constant, and therefore a rough measure of how fastg¢heother related work

packet drop rate (_:hanges.) . I\ietwork coding: Recently, inspired by [1], [16] and others,

In such scenarios, multiple ARQ requests and IInkfle\_’ﬂetwork coding schemes have been used in the context of
ACKs and NACKS are unhelpful — they cause retransmissigf} |ess networks in order to improve throughput. [10] and
Qelays and timeouts that may aqlversely affect the RTT. 23] use network coding at intermediate nodes and exploit
timation and the retransmission time-out (RTO) mechams e shared wireless spectrum to improve TCP throughput. In
and_therefore _throughput. Moreover, forward error coioect approach, we use random linear coding (RLC) [18] at the
c_odmg at a fixed rate (at th_e Tcp §our_ce) IS not helpﬂéhd nodes to improve TCP throughput, and the intermediate
since the drop rate at the wireless link is not quasi-statig, 1o qoes not perform any coding operations. The concept
relative to the feedback time scale. If the drop rate chan using random linear coding for TCP over wired networks
every RTT, the information about the drop rate will not reac as appeared recently [8]; however, our work here is for

Fhe TCP, sender in time to be useful since by the time ﬂh brid network with the goal of improving TCP throughput
information reaches the sender, the drop rate would hayg,. time-varying wireless channels

changed. Thus, this mobile user’s wireless downlink chhnn]ecp window’ statistics under AQM: Lastly, we note that
W.OUId be useless to track from the p_erspective of Improvinga e exists a considerable body of literature [14], [27]
his TCP throughput; the channel quality feedback reaches modeling the TCP window process in the presence of

source too late, anq is usgless by thel time the source get%gﬂve queue management (AQM) systems, especially random
In summary, coding at fixed rate will not work when the,,y detection (RED) [11]. [27] presents a weak limit of
wireless channel variation and RTT have the same time-scg|&, ‘window size process by proving a weak convergence
2) Multiple path statistical multiplexingThere has been of triangular arrays; some of the mathematical model and
much research into multipath TCP connections. The obvioggatment in our paper is based on their work. [2] presents
advantage of multipath TCP is that it can balance the load gnfiuid limit of the TCP window process, as the number
the multiple paths such that paths experiencing tempgrardt concurrent flows sharing a link goes to infinity, and the
high capacity can carry more packets than paths experi@ncifythors show that the deterministic limiting system presid

low capacity. Furthemultiple TCP connections can be usefuj good approximation for the average queue size and total
for load balancing among multiple wireless interfacesor  throughput.

instance, in a situation where a mobile node is connected to a\one of the previous works mentioned above treats the

3G network base-stations as well as a femto-cell basestatisjtyation when the loss rate can not be tracked due mismatch
In this scenario, one would want to gatétistical multiplexing  petween the channel change time-scale and the RTT time-
gain among the two wireless interfaces, as it is likely thakale. Our work shows throughput gains that can be achieved
the wireless fading state between the two interfaces WHY, exploiting multi-user or multi-path diversity when TC# i
differ (e.g., when the 3G interface has a “bad” channel, th@ mbined with an ACK scheme similar to the one in [25]

femto-cell interface could have a “good” channel). Howeveind priority queueing strategy found in [7], plus RLC [18].
to exploit this, a naive implementation would require that

packets stored at the 3G base-station be transferred to theMain contributions

other base-station (femto) through a wired back-haul.iGlea In this work, we employ (i) rateless coding, (ii) priority-

time-scales of RTT over the back-haul and channel variatipased queueing at wireless routers and (i) multi-pathingu

would render this impractical. to demonstrate that throughput can be increased signifjcant
A second issue one faces when running a TCP connectfon TCP over downlink wireless networks even when channel

over multiple paths is the problem of out-of-order packetariations are on the same time-scale as RTT. In thetkey




theoretical result underlying our proposed architectunews description of the protocol itself in other subsections.
full statistical multiplexing gain from multi-path TCP. &wv
in single-path routing TCP throughput in wireless acces8. Network topology

networks can still be increased due to statistical multipig We consider two network topologies. The first topology we
gain from multiple flows sharing the same wireless router. consider is a set oV > 1 TCP connections made through a
Specifically, our theoretical treatment shows that we cajingle wireless routeR. The connections are made over links
achieve TCP throughput 0® (pwinC), © (IE (/P C’), where only but the last link to the destinations is wired. We
and © (E[P]C) in single flow, multiple flow and multiple assume that the wireless routgris the point of congestion.
path cases, respectively, in the absence of channel qualitye router R receives packets on its wireline interface
feedback from the destination to the sender. Herg,,, and transmits packets across a noisy wireless channel to
E[1/P] and E [P] are the worst-case, inverse mean, medgstinationD;, i = 1,..., N. We will consider slotted time,
probability of successful packet transmission for the timavith each unit time-slot corresponding to an RTT-interval.
varying wireless channel? is the capacity of the wireless For the purpose of analysis, all connections made thrd@igh
router. This in turn implies that the statistical multipley have the same RTT. In each RTT-interval the wireless router
gain between (coding- multi-path TCP) and (multiple- can transmitVC packets across the wireless channels, where
single-path TCP) is of the order & (E [P] /pmin), where C'is the nominal capacity per RTT slot per connection of
there are many path available with roughly comparabiBe wireless channel corresponding to the modulation and
statistics. channel coding used. In other words, if the wireless channel
Further, our modifications to TCP present an orderwigxperiences no error, theNC' packets can be transmitted
gain over the performance of plain TCP, which@g1), in successfully from the wireless router in an RTT slot. For the
the presence of random packet loss for wired-wireless Hybfurpose of analysis, we assume that the wireless router has
networks, where the random packet loss rates change at febuffer space for storing packets from one RTT slot to

RTT time scale and cannot be tracked. another; the router’s buffer is limited to what is needed for
packet processing only. However, in the simulations, waxrel
Il. ANALYTICAL MODEL & RESULTS this and allow buffers for storage (roughly one RTT worth
A. Overview of packets).

Our modified TCP protocol, dubbed TCP-RLC, operates The second rietwork topology we consider i.n this paper is
via performing random linear coding (RLC) over a block oft TCP connection made_ovM = 1 paths going throggh
data packets; the block size is equal to the TCP congestf&ﬁ’t_erRl""’ Ry, each with capacitC’ (black connection
window size, and both the coded and data packets are tra'ﬁ'sf'gure 1)'_ As before well-pr_owsmned wired network is
mitted by the router at the wired-wireless network bounda _sumed with the paths having the same RTT, and the
for downlink transmission. When the receiver gets the reless_routers do nOt store packets from one RTT slot to
data and coded packets, the receiver attempts to recohstfmf)ther in the analytical model.
the lost data packets from the supce_ssfully received d a \nireless downlink channel
and coded packets. Before transmission, the sender marks
a packet either high priority or low priority. The number of We model packet drops in the wireless channel between
low priority packets transmitted is some fixed muitipi-e’of a wireless router and a TCP destination as a Simple i.i.d.
the number of high priority packets transmitted; the numb®gcket drop process whose parameter remains constant for
of high priority packets transmitted in any round-trip tim@aChRTT'intervaJ This is similar to the block-noise model
is equal to the congestion window size maintained by tf@mmon in wireless communication literature. We index RTT
source. We refer to as the redundancy rate. intervals with¢. Within each RTT-intervat, the probability

The wireless router uses a priority transmission rule wheffgat a packet transmitted over the air for destinati¢or path
high priority packets are transmitted before any low ptjori ¢ in the multi-path context) is successfully received isegiv
packets. In this paper, we assume that the wired network Bpi(t) € {P1 = Pmin, P2, ..., Pjm| = Pmax}. IN €ach
enough spare capacity to handle the additional low prioritime slot, P(pi(t) = px) = px. Thus, the channel packet-
packets. This assumption is a typical feature of the hybriglivery-probability parameter itself changes with tintleig
wired/wireless network, as the Internet is over-provision corresponds to changing fading state over time), and at any
with excess capacity to stay ahead of the current traffiéne the actual packet delivery probability depends on the
demand and to anticipate for the future increase. In adgitignstantaneous value of this (random, time-varying) patame
the wireless link is typically the bottleneck in the hybrid ) )
network architecture because wireless spectrum is expené:i)' TCP window dynamics
and is used near full capacity to maximize profit for the The TCP sourcé maintains a congestion window of size
network operators. Wi (t) for the ¢-th RTT interval. The congestion window is

We will describe the model necessary for our analysis ai units of packets; packets are assumed to be of fixed size.
present our analytical results first. We will then give a bridn each RTT slot, sourcé wantsW;(¢) data packets to be



transferred to sink. We model the additive increase, multi- Before the packets are sent out on a path, they are marked
plicative decrease (AIMD) evolution of the TCP congestionither high or low priority. The number of high priority
window as follows: packets sent out in any given RTT slot is equal to the path
congestion windowu; (t). For each high priority packet sent
Wi(t +1) out, the path controller obtains packets from the service
= Lsuccesgnin {Wi(t) + 1, Winax} + Larop[Wi(t)/2]  queues and marks them low priority and sends them out.
When a single path is used, the source controller is the
ne path controller an@’ () = w; (¢); in addition, data and
coded packets are marked high and low priority, respegtivel

where the random variabl]asuccesél when all data packets lo
transmitted in thet-th RTT interval for destination have
been successfully recovered at the destinatilm;pél -
1successtakes the valud when either (i) the receiver cannotG. Wireless router

recover one or more data packets corrupted by the packep priority rule is implemented at the route? to handle
drop process or (ii) a packet is marked by the router dige streams of high and low priority packets — we assume that
to the presence of aactive queue managdhQM). Wi.x  the high priority packets are transmitted first by the router
represents the limitation placed on the congestion windgwer example, in the single flow modeN(= 1, M = 1), the
size due to limited buffer at the TCP receiver. We will negle¢emainder of the nominal channel capadity C' — W (t), is
TCP timeouts in our analysis to simplify our model angised to transmit low priority packets #ath RTT slot, where
analysis. W (t) is the number of high priority packets transmitted by
the source. Further, we assume that at any RTT interval a
sufficient number of auxiliary low priority packets are aja

We will assume that sourdetakesIV;(t) data packets and gyailable at the routeR. Thus, the wireline linkS; — R is
generatesIV;(t) coded packets in-th RTT slot as follows: considered to be over-provisioned to accommodate sufficien
let each packetrir,k = 1,2,...,W;(t) be represented nymper of low priority packets for the worst channel error
as an element of some finite field;; choose elements parameter. See the overview section I1-A for our justificati
a;; € Fy uniformly at random and generate a codegf this assumption.
packety;; = kaziit) aikgri for j =1,2,...,rW;(t). Here,  We also make the assumption that the routemaintains
7> (1 = Pmin)/Pmin SO thatp,,i, (W (t) +rW(t)) > W(t). a pair of queues for each TCP connection made through
The receiver can decode, with very high probability, anghat router, i.e.R maintains2 x N queues. While such
dropped data packets if sufficient number of innovative dod@ number that scales with the number of flows would be
and data packets are received, as the field size from whigfohibitive for routers in the Internet core, we argue that i

E. Random linear coding

the coding coefficients are drawn increases. is reasonable for wireless downlink routers, as these reute
Accordingly, in the rest of the work, we will make theserve relatively small number of mobile users in the same
following assumption as a simplification. cell. In addition, per flow queue maintenance is already done

Assumption 1:SupposdV data packets are used to geneiin cellular architectures for reasons of scheduling, etee(
ate coded packets via RLC. ¢f coded packets are receiveds).
by the TCP destination, then upt@ missing data packets Although we assumed no buffer in the analytical mode, we
out of thelV data packets can be recovered. allow one FIFO queue for high priority packets and one LIFO
Hence, if the number of missing data packets fréfh queue for low priority packets for each flow. The capacity of
exceedsG in an RTT slot, the congestion window will these buffers has no bearing on the performance as long as
halve. For detailed exposition on RLC and justification ahe LIFO queue can hold one RTT worth of packets and
assumption 1, see [19]. FIFO queue is large enough for packet processing and can

F. Priority transmission and multiple paths smooth out jitters in delay.

When multiple paths are used, the source TCP-RLC prd- Analytical results
tocol is made of two types of controllers. The first is the The proofs to the theorems in this section are in [22];
source controller; this is where the congestion window artbwever, we provide plausible explanations to convince the
hence coding block sizéV (¢) is maintained. The sourcereaders for the single flow and multi-path cases. For the
controller then passes the data and coded packets to the pptirpose of analysis, we assume that the wireless router
controllers. has the ability to mark packets either 1 or 0 according to

Each path controller maintains a path congestion windaseme probabilistic functiorf (see [11] for a similar marking
wy(t) for pathl. Before a packet is transmitted on pdtn  mechanism). That is, a packet is marked 1 with probability
RTT slott, it is appended with a block numbgi(t) and the f; f depends on such parameters(@sthe sum of window
block size that equals, (¢). The evolution ofw;(t) is similar sizes (multiple flow case), etc. For simulations and prattic
to W(t): wi(t + 1) = lsyccesgnin{w;(t) + 1, Wiax} + implementations, this assumption is not needed. When the
Lrail [wi(t)/2] where lsuccess= 1 if w;(t) packets are suc- sink receives a packet marked 1, it alerts the source to eeduc
cessfully received in RTT slat 1t = 1 — Isyccess the congestion window size via a message piggy backed on



c we can show a solution exists) and where

il o
e none RTT I(a) = 6 low 11'(6 .
PuC|— e (a) _Oorr<1%x<oo{ a —log M'(©)} 1)
Time in RTT™ and M/(@) = [e@(lfP)} . x
cwnd wireless link cap. 4) Qualitative explanation - multiple path§he path con-

Fig. 2. Evolution of the congestion window for single flow godeach path geSt!on window evolves the same way E,is in single flow case,
in multi path. Congestion window size varies frgm,i,C 0 0.5pminC;  Varying betweerp;C' and0.5p,C. (See figure 2.) However,
Egvr;iveerrolp rgg&gﬁstpécgsgﬁets éﬁ z?rflfttj)?]d jcl;g?sb S?Sr?raﬁgl(mdi)gith in each RTT slot, the number of packets successfully redeive
packets arrﬁling on other path)s/, for the totalpgj‘f‘i1 p(t,7)C to incrrt)ease by the sink on a?th IS t'henp(t7 Z)C’ and summing over all
throughput. paths, we ged_.”, p(t,7)C = E[P] MC. If the packets are
coded across paths, we can have the normalized congestion
an ACK packet. Note that probabilistic marking relatedfto window W (t)/M reach E[P]C. However, to reach this
is different from priority marking. number, we might need a large number of paths. However, we
1) Single flow: When we have a single TCP-RLC con-show in simulations, we can increase throughput dramétical
nection through a wireless router with capadity we have even with 2—3 paths in certain situations.
the following results; we us& [IW(¢)] to denote the mean Note that coding across paths is what allows us to in-
window size. For technical reasons, the single-flow anglysirease throughput. If we were to encode packets on a given

requires thaip; > 0.5. path separately from packets on other paths (i.e. having
Theorem 1:There exists a marking function such thaf\/ separate single path TCP connections), the throughput
E[W(t)] > 0.75p1C — 1 asC' — oc. B we would achieve is of the orde® (MpyinC), whereas

2) Qualitative explanation - single flowThe reason we the statistical multiplexing gain due to coding across path
can only guarantee such bound is that as soon as tRsults in a throughput & (ME[P]C), thus resulting in an
congestion window size increases beygnd’, the wireless improvement factor oE[P]/p.i, When there are many path
channel may become bad temporarily to be unable to supp@vailable with roughly comparable statistics.
p1C packets per RTT. For example, suppdgét) = p;C+1; 5) Multiple flows: When we haveN TCP-RLC flows
then, onlyC — p; C — 1 redundant packets will be transmittedyoing through a single wireless router, and when the router
by the router. If the wireless channel success probabilinas the channel information so that it may control the
is p1 in RTT slot t and assuming exactly;C packets number of low priority packets for each flow based on
are successfully received by the sink, then the number @fannel information, we have the following result that says
successfully received packets will be less tli#iit) and the we can achieve throughput of the order(E[1/P]" C).
congestion window will be halved in RTT slot+ 1. (See we assume that all flows have the same channel statistic;
flgurg_z.) Due to our assumpt|0r_1 that the wireless chqn_r}gkt) € {P1 = Prmins s P11 = Prmax} With P (p;(t) = py,) =
conditions change every RTT, this temporary bad conditigy) for all flowsi = 1,..., N and for allt.
happen frequently enough &5— oo to preventW(¢) from  Theorem 3:There exists constants > 0 and p and a
enlarging it beyong, C. suitable marking function such that for any> 1,

3) Multiple paths: When the source is able to manage
M multiple paths, we have the following result that says EW ()] > [a™'E[1/P]7(C —1log(C/2)/p — 1)]
we can achieve (normalized per-path) throughput of the x (1 —2e7' —206)
order © (E [P]C) for large M. We assume that all paths

have the same channel characteristic, pg(t) € {p; = aSC = o° N "
Pruiny -+ D|11| = Pmax } With P (p,,(£) = p) = p. for all paths Note that the bound is intuitve when you consider

n—1. . M and for allt. that the sum of all capacity demands in RTT slgt
L SN Wi(t)/pi(t), must be less than or equal f§C. (In

Theorem 2:For anyp > 1 and M. Then, )
order for W(t) data packets to be transferred to the sink

E [W(t)] > max {0.75p1MC/p2 —1, over that wireless channel whose packet delivery proligbili
0.75E [P] MC is p(t), the wireless router has to transmit roughly total of
in {T [1-3061—2(e"" +62)], W (t)/p(t) packets (data+coded).) If the router intelligently

, P . controls the number of redundant packets transmitted beer t
s [1 —31p -2 (e + 52)] }} air for each flow based on the channel quality information
pi(t), we can get close to ordeE[1/P]” ' C per flow.

whered, d; — 0 as¢’ — oo and where Since redundant (low priority) packets are stored in LIFO

B € [p1MC/p* E[P] MC/p? queues, determining which redundant packet to transmit is
simple — transmit the head LIFO packet as this packet is
is the solution to the equality 1/5 = the most relevant one to the current RTT time slot. Lastly,

exp (=MU'(1 — pB'/MC)) (for M, C large enough, one can show that ordé@[1/P] " C is the throughput one



can achieve if the channel quality information is instantlis also equal tawnd;. In each RTT slot, if the sink on path

available at the source. 1 receivescwnd; packets (either high or low priorityyuwnd;
increases by one; els@nd; reduces by half. Note that single
Il. TCP-RLC PrOTOCOL path is just a special case of multiple paths; and the vasabl
We break the description of our proposed protocol intgvnd andcwnd,; are the same. (In the single-path case, the
three subsections. role played by the separate path controllers is subsumed int
A. Source architecture the source controller.)

There are two levels of ACK's; one level for source

1) ACK and pseudo ACK:TCP-RLC uses two types L i
of ACK's: ACK, as used in the plain TCP and pseud(():ontroller(source level ACK, consisting of ACK and p-ACK)

ACK, which we describe here. Plain ACK's cumulativel and the other for path controllers (path level ACK). Notettha

X . Yi path level ACK is a new ACK introduced for multi-path
acknowledge the reception of all packets with frame numb P — there is no equivalent in the single-path case,(8nd
smaller than or equal to the ACK. q gee-p '

. . .. the three types of ACKs described here is abstracted into a
In our context, a lost data packet can be “made up bysalln le indicator function for success/drop in the anal{see
future coded packet, and we would like the sliding congesti g b

window to slide forward and have delay-bandwidth produ(gectlon !I-D). S.OWC? cont.roller level ACK's affectund’ and

: : .~ Mmoves the coding window; path controller level ACK’s affect
worth of packets in transit. Thus, we use a strategy smﬂgqumd.,s and moves the block numbers
to that in [25], where degrees of freedom are ACKed. In~ '
our context, we refer to this as a pseudo ACK, which simply pestination architecture

ACKs any out of order data packet or coded packet that helps , o . .
in decoding the smallest-index missing packet (e.g., if the Upon reception of a packet, the destination examines if it

sink has received packets 1, 2, 3, and 7, the smallest-ind&he next expected (i.e., smallest-index missing) packit
missing packet is 4). Note that with regular TCP, out-ofesrd 'S the destination sends an ACK cumulatively acknowledgin

packets would trigger duplicates ACK’s that would lead to &l Packets upto and including the just received packet. If
loss of throughput. not, the destination sees if the packet is an innovative gtack

2) sliding congestion windowThe source maintains athat can be used to decode the next expected. (A packet is

congestion windowiV, which is the same as the size cninnovative if it is linearly independent of all packets raesl

the coding block for TCP-RLC. All packets transmitted argC far: 1-€. it can help in decoding the next expected packet.
marked either high or low priority; the source allows ofily For a complete definition of innovative packets, see [19] and

high priority packets to be in transit. Each time a high ptjor [13].) In case the. packet is helpful, the destination sends
packet is transmitted, it transmitslow priority packets as a pseudo ACK W'Fh next expected packet number + tota}l
well. number of innovative packets accumulated that can help in

The source maintains variables, last-ACK and SN. ABeCqug the next expected packet. If the packet do_es not
packets with frame numbers lower than last-ACK are a €lp in decodmg the next expected packet, the destination
sumed to have been successfully received. SN is the fraﬁ?@ds a duplicate ACK.
number of the starting packet in the coding block currentle/,
being transmitted. If pseudo ACK or ACK arrives “acknowl-
edging” the reception of SN, a new Coding block is encodedwe illustrate the additive increase, mUltiplicative dese
and readied for transmission, with the coding block sizadgei component of TCP-RLC and the pseudo ACK'’s using three
W + 1 packets. This is because acknowledgment of pacl@famples. The examples are for when a TCP connection uses
number SN implies a RTT has been elapsed, which is enowgyfingle path, and the data and coded packets are marked high
time for W packets to have been successfully received agfid low priority, respectively. Although the TCP sourcesuse
decoded by the sink. retransmission time-outs for when there is no response from
3) Multiple paths: When multiple paths are used, thdhe sink for long period of time, we do not show this in our
marking of packets is done by the paths independently. ER¥gmples.
path is maintained by a path controller and the controller 1) Additive increase: In figure 3(a), the packets P1-
maintains a congestion windowwnd;; another top-level P4 are encoded together. P2-P4 are dropped due to
controller maintainswnd, which is used as the size of the bad wireless channel; however, the sink has received
coding block. After the packets are encoded, they are passed enough coded packets to recover them. As the sink
to path controllers (thus, coded packets are “mixed” across receives these coded packets, it sends out a pseudo

lllustrative example

paths, which in-turn leads to statistical multiplexing eas ACK for each one. This enables the source to move
paths). Each path marks packets either high or low pridnity. the congestion window forward, keeping the “pipe”

each RTT slot, the number of high priority packets in transit ~ between the source and the sink full.

is equal tocwnd;. The number of low priority packets (coded 2) Multiplicative decrease (bad wireless channel): In fig-
packets) per path is equalto cwnd;. Each packet going out ure 3(b), too many packets are dropped due to bad
on a path contains the block number and block size, which  channel to recover P1-P4. When packets P5-P7 arrive
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at the sink, duplicate ACK’s are sent out and the sour& Multiple path
will cut the congestion window.

3) Multiplicative decrease (congestion at wireless rguter In our simulations, all paths have the same bimodal chan-
In figure 3(c), the router is busy transmitting dat&i€l profile and have the same capacity. We vapigttom 0.1
(high priority) packets, and no or very few coded (lowio 0.5 in increments of 0.1 and sgt = 0.1 andp, = 0.9.
priority) packets will be transmitted. Hence, not enoughhus, E [P] varied from 0.91 to 0.95. This corresponds to
packets are received to recover any lost packets in Ffie scenario where the downlink channel can be controlled
P4. to provide good capacity most of the time (90% of the time),

but bad channel conditions can occur frequently enough to
IV. SIMULATION RESULTS destroy TCP throughput (10% of the time). Note that using
We simulate three types of networks: 1) single flow witffixed coding rate adjusted for the average channel quality
single path from the source to the destination, 2) single flowould not work for this scenario; coding is not needed most
but with multiple paths, where we exploit path diversitydanof the time, and is useless when needed. We varied the
3) multiple flows going through one wireless router, wher@umber of paths from 1 to 8. We set the total capacity to
we exploit user diversity. In all our simulations, the rando 1Mbps; so that per path capacity is 1Mhp&/where M is
coefficients used to encode each packet are drawn fronthg number of paths in our simulation.
field of size 8191; thus, for coding block size of smaller than The average throughputs we obtained are shown in figure
~ 500, the probability of two coded packets in the samé(b) as a function of the number of paths. As the number
coding block not being “independent” were negligible. Wef paths increases, the average throughput increasesdewar
fixed the size of all packets to 256 bytes. Each flow hdd[P]CM (CM is fixed) in a concave manner, indicating
two buffers allocated at the router each of the size equaltttat going from one path to two paths gives much gain in
the transmission rate times the RTT. We have used bimodatoughput, especially whep,.;,, is small. The throughput
channel profilelT = {(pmin, Pmin), (Pmax: Pmax) }- Pmax iS  should reach 700Kbps (fdE [P] = 0.91) to 730Kbps (for
set to 1 in all our simulations. Each time the wireless channg|[P] = 0.95).
changed, it stayed constant for some random time according
to the uniform distribution with parameters 100ms to 200ms;
on average, the channels stayed constant for 150ms. For ¢heMultiple TCP flows
single flow cases (single path and multipath), we fixed the
sum of all link delays so that the total link delay is 150ms. This scenario corresponds to the case where multiple TCP
Time-out clock is set to expire after 8measured RTT. RTT flows are sharing one bottleneck wireless router, with the
was measured using IIR filtering: measured RTT =0.6ld  bottleneck router being just one hop before the destination
measured RTT + 0.% new measured RTT. The redundancyn this simulations, we have 30 flows, and we assume
factor » was such thafl + r)/pmin = 2, with r being an that the channel quality information (the packet delivery
integer. We assume perfect uplink channel from the mobilpsobability) is available to the router. The router thensuse
to the wireless routers for the end-to-end TCP ACK's. that information to control how many coded packets are sent
_ for each flow. For this simulations, we usgdvarying from
A. Single path TCP flow 0.5 to 0.9 in increments of 0.1 and st = 0.25 and
In this case, we varieg,,;, from 0.5 to 0.9 in increments p, = 0.75. Flows had different total link delays; the link
of 0.1 and setpin = Pmax = 0.5. C was varied from delays were picked randomly from a uniform distribution
500Kbps to 2Mbps in the increments of 500Kbps. The avaewith parameters 100ms to 200ms and fixed for the duration
age throughputs (total number of bits transferred/siniat of the simulation. The average throughputs we obtained are
time) we obtained are shown in figure 4(a) as a function shown in figure 4(c). The simulated throughput is between
Pmin- 70-80% of the expected throughput.
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V. CONCLUSION [12]

We proposed modifications to the TCP controller to adapt
it to the hybrid downlink networks. The throughputs obtaine[13]
via our modifications were shown to be proportional tﬁ4]
E[1/P]"' and E[P] in multi-flow and multi-path scenar-

ios,

respectively, without the source tracking the channel

quality information. Further, our analysis shows a stiatibt (15]
multiplexing gain between (coding multi-path TCP) and

(multiple-single-path TCP) of the order &f (E [P] /pmin) ,

[16]

where there are many path available with roughly comparable

statistics.

[17]
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