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Abstract— We consider the problem of aggregating data at a A naive approach to addressing the problem of communi-
mobile fusion center (fusor) (eg. a PDA or a cellular phone) cating with an “unknown” sink (the mobile fusor) is through
moving within a spatial region over which a wireless sensor ,44ing. While flooding ensures that the mobile fusor reegiv

network (eg., fixed motes) has been deployed. Each sensor eod . . . .
generates packets destined to the fusor, and our objectives ito the information regardless of its position, the data rage ¢an

develop strategies that can route the packets to the mobilaigor. b€ supported is very poor. To see this, consider the follgwin
For an arbitrary (possibly random) fusor mobility pattern  “back-of-the-envelope” calculation.

over any connected subset of the sensor deployment area, we ] . .
first derive upper bounds on the aggregation data rate (i.e.the Example 1 Consider a wireless sensor network witmodes

uniform rate region from each sensor node to the mobile fusg; randomly placed over a unit area, with each node having a
where we allow all sensor nodes to have complete knowledge ofwireless radio of range:(n) (i.e., the node can communicate
the mability pattern of the fusor. with all neighbors that are within a distance ofn)).

We then consider aggregation data rates that can be achieved N it i diatelv foll that th b th
when the mobility pattern of the fusor is unknown to the senso ow, it immediately Tollows that there can be no more than

nodes. Surprisingly, we show that for a class of mobility paems 1/ (77 (")) smultanequs transmissions at any time (because
(random mobility over connected-compositions of convex s of each radio transmission “covers” an area ofr?(n)). On

the deployment region, e.g. random walks over piece-wisenar the other hand, to flood a single packet from a fixed node
sets), we can construct “universal” mobility-oblivious routing {5 31| other nodes in the network. there needs to be at-least
strategies that achieve aggregation data rates that are ofhe 1/ 9 ¢ L this | 'b th ket has t
same order as the (mobility-aware) upper bound. mr=(n)) transmissions (this is because the packet has to
“cover” the entire area in order to reach all the nodes). Tkes
. INTRODUCTION two observations imply that for all nodes to support a data

- 1
Networks of sensor devices, which have the capabilities rc')a‘,te of A(n) each, we need to_saﬂsﬁ;(n) S .
Observe that this data rate is extremely low — for instance,

collecting, (wirelessly) forwarding and aggregatin . . . . . ;

9 (. _y) . g4 ggregating () Y\nth point-to-point routing with known source and destionat

data are of increasing importance in a wide range of appl(')-cations we know from [3] thath = 00/vn) is

cations. In this paper, we consider the problem of aggnegati chievabie which is a mucr[l I]ar or rgtg = Q1/vn)

data at amobile fusordevice, such as a handheld PDA whicf? ’ 9 :

can communicate with nearby sensor nodes located over sgmewviain Contributions

geogra_phu_: region. - . The above discussion motivates the main questions we
Applications involving such mobile fusors over a sensoy

) . &idress in this paper:
field are many-fold. For example, a foreman moving aroun hat is the “best” do if all q ib|
on a civil construction site can use a hand-held device ) Whatis the “best” we can do if all sensor nodes possibly

determine the location/completion status of various dbjand knowthe location and mobility pattern of the fusor?
construction material (e.g., piping spools or structutakek (b) More importantly, can we construct oblivious routing

components) which are sensor-node tagged [1]. Such just-in schemes that do nqt have any knowlt_edge of the location
time (JIT) management — which asks for small waiting or of trle fusc:r, and still manage to achleye data rates t.hat
inspection times — on job sites can help to raise produgtivit &€ "close” to the upper bounds? For instance, flooding
levels [2]. In this scenario, from the networking standpoin is an obll_V|0us scheme — however, the data rate with this
“status” data needs to be routed from sensor nodes to the Satégy Is very poor.

foreman’s handheld. However, the critical problem herda t ~ The results that we present in this paper are listed below.
sensor nodes do not a-priori know the location of the foremar{i) We first develop an upper bound in this paper for arbitrary
In a military context, a mobile soldier would need sensaada mobility patterns. This uses cut-set ideas (i.e., the arhoun
from fixed (say, randomly air-dropped) sensor devices dver t of data “flux” that can enter any sétin the network) to
battlefield. Again, as in the construction example, thetioca construct the bound.

of the soldier may not be necessarily known to the sensi) For fusors with good mobility patterns (which include
nodes. mobility along lines, over convex sets, and connected-



asO(1/y/nlogn). Other related work in the context of static
networks with different channel models and routing strigteg
include [4]-[8].
In the context of mobile nodes, [9], [10] have shown that
a throughput capacity 0®(1) can be supported, by using
mobility of nodes intelligently to minimize interferencaiel
to packet transmissions, however, at the cost of a largey.dela
The results in [3] and [9] have motivated a large body of
work that has studied the trade-off between throughput and
delay, both in the context of static and mobile networks f11]
[18]. However, to the best of our knowledge, we are not aware
of throughput or delay results (either bounds or constvacti
strategies) that address routing toward a single mobilesnod
that moves only over a restricted region of the domain in a
Fig. 1. Two stage oblivious routing. A mobile fusor node mo@rer a large wireless network.
restricted setS to which packets have to be obliviously routed. The paths |n the following sections, we provide the needed definitions
of different packets are chosen independently. Note theinbawo stages is 9 summarize our main results. In Section I, we formally
critical to ensure that the second hop is uniformly random. . .
describe the models, and define the problem. We then present
the main results in Section II-D. Next, in Section Ill, we
» . ) present an upper bound on the aggregation data rate at the
compositions of convex sets, and is formally defined IRisor. Then, we proceed to present an algorithm (Sectiof)IV-

Se(_:ti_on II-B, see also Figures 3 a_nd 4), we construct § section 1V, and show that the algorithm is (order) optimal
oblivious routing strategy that achieves aggregation dgfg, finally conclude in Section VI

rates which are of the same order as the (mobility-aware)

upper bound. Il. SETUP AND PROBLEM STATEMENT

The main idea in our routing strategy is for each packét Network topology

from a sensor node (source) to be “spread” only over e are givem sensor nodes randomly placed over an unit
some restricted part the network, such that this set “cutgrea. For concreteness we assume that the unit area is a torus
the mobile fusor's path. This is done by routing alonge. a unit square with pair of opposite sides identified. The
lines to a randomly chosen destination — but along twp 5xis of the unit torus constitutes one edge of the square,
random stages (see Figure 1). Two stage routing ensugg) they-axis of the unit torus corresponds to the orthogonal
that the second stageis “random enough” over the girection (see Figure 3).

network (note that the first stage path is correlated for all Each sensor node is capable of wireless transmission. We
outgoing packets from the sensor source). Our sche®€syme that a node can communicate with any other node
ensures that a “sufficient” number of second-stage linggthin its transmission range(n). The following is a well-
crossany good mobility pattern (and hence, the unknowgnown property for such network, which follows from an

path of the fusor). Thus, by using appropriadingat gpplication of Chernoff’s bound and Union bound.

the sensor source, we ensure that the fusor can recover ) )
the packets from all nodes. Property 1 Givenn nodes thrown uniformly at random on the

unit torus, we partition the unit torus by a grid of equal size
B. Related Work square tiles, with each square partition (henceforth nefdr
There has been much interest in the throughput-capadidyas acell) having area4 log(n)/n. Then, each cell in the
and delay of large wireless networks. Gupta and Kumar [B}rus has at least one node with high probabfityfurther,
introduced (random) large-scale wireless network modmis feach cell contains no more thalt log(n) node w.h.p.
studying throughput scaling inastatig: setting..They ctersd Given the Property 1, it can be shown that the network is
n randomly placed nodes over a region of unit area, each WEBnnected w.h.p. if(n) = 5\/W- Eurther each node
a wireless communication radius that scaled © (/') s not connected to more thar)0log(n) nodes w.h.p. The
and, each node has an associated randomly chosen destinatigults of this paper will qualitatively remain the sameas|
(i.e., random source-destination pairs). They showedfthat as Property 1 (and hence its implication) are satisfied.
large values ofr, each source destination pair can support a However, for ease of explanation, in the rest of this paper,
data rate (through a multi-hop relaying strategy) thatesalwe will restrict our analysis to the random uniform node
L _ o . 3 placement on the torus with(n) = 5y/log(n)/n. Let G =
that there.exists & constantand inegerNauch s (n) - en(m) for (V> E) denote the graph formed by theseensor nodes, with

n > N. (i) f(n) = o(g(n)) means thalim,_... f(n)/g(n) = 0. (i) V representing vertices anl representing edges.

f(n) = Qg(n)) means thatg(n) = O(f(n)), V) f(n) = w(g(n)) _ o ) )

means thatg(n) = o(f(n)). (v) f(n) = ©(g(n)) means thatf(n) = 2|n this paper, with high probability (w.h.p.) refers to a pability at least
O(g(n)); g(n) = O(f(n)). 1 —1/n2, unless specified otherwise.




e ° collection of sensor nodes that have aggregated at a sensor
B node.

R R Usually, S is a small subset of/ (this is the case when

’ / / "‘ it is more realistic and question becomes interesting).dden

/ IR § Yo sensor nodes need to route their dat& tso as to be collected

\ P Vo by the fusor. For routing data, nodes need to transmit data
N i 7-; i to its neighbor so as to spread it via multi-hopping. The
e ® mobie transmission is done over a common wireless channel. For
: successful transmission, we consider the following walhkn

disk model or Protocol model introduced by Gupta and Kumar

. ° ° ;‘-‘ . [3].
fixed sensor node Definition 1 (Protocol model) A transmission from nodgto
nodej is successful if and only if the following conditions are
satisfied: (1) distance betweérand j is no more tham(n),
and (2) any other simultaneously transmitting nodes at
least distancer(n) away from nodg. When transmission is
successfuli can transmit unit amount of data to node

Fig. 2. A mobile fusor node moves over a restricted$eff the fixed sensor
nodesV'.

B. Model for Traffic, Communication and Mobile Fusor  In this paper, we will use(n) = ©(y/logn/n), which is

Traffic Model: All sensor nodes generate new data at rakhe radius of connectivity when nodes are thrown at random.

. ) : n immediate implication of this model is that each node can
A(n). The data is generated according to an mdepende{}n . .
ransmit or receive data from other sensor nddesmost at

exogenous prociess, Wh,'Ch 1S assumed to be Poisson (howet eer’unit rate. A useful definition about the capacity fis

it can be any 'friendly’ arrival process such as a renewal
A given below.

process with finite second moment).

The data generated by nodes is to be collected by a molilefinition 2 (Cut capacity) Given a set of nodes C V,
fusor. Data that is collected or absorbed by the mobile fusdefine the cut-capacity &f as the maximal sum rate at which
disappears from the network (i.e. departure of data in tiedes inS can exchange (transmit or receive) data with nodes
standard queueing terminology). in S¢ (i.e. nodes not inS). Denote this by(5).

Mobility Model: We consider a discrete-time setup (i.e., tim9Ve state the following result that relates the cut-capamity
is partitioned into time-slots). At each time-slot, the riteb _ .- " : g P

. : with its perimeter.
fusor can communicate with exactly one sensor node. Thus,
we denote the position of the mobile fusor by the index dfemma 1 Consider setS with perimeterp(S). Then, under
the sensor node it can communicate with. We assume thia¢ Protocol model withr(n) = ©(y/logn/n), we have
the mobility pattern of the mobile fusion center (fusor) is m
described by a random walk (RW) over a subsel’oflenoted p(S)=0 <p(S)1 / > .
by S (see Figure 2). We will assume th&tis a connected logn
subset (where two nodes are connected with they are within Proof: We need to use the following two facts that are
distanceO(4/logn/n). direct implication of Protocol model: (1) two nodes that are

The RW is arbitrary over the set and assumed to have afarther than3r(n) cannot communicate with each other, (2)
stationary distribution given by = (7 (i));cs on S. The fusor among nodes within distanegn), transmission can happen
changes its location along the edgegbéccording to the RW at rateO(1).
at discrete time (in this paper, time will be measured insunit Now to prove the above claim, lay down a square @itl-
of the steps of this RW). Lep(S) denote the perimetérof 1 of side2r(n). Now, make a copy of this grid, call ®&rid-
setS. 2, shift this grid byr(n) to the left andr(n) downwards.

Communication ModelThe mobile fusor can upload dataNow, any set with perimetes(S) cuts at mosO(p(S)/r(n))
from the sensor node (i.e., extract data) at its currentimeca squares ofGrid-1 as well as these many squares @fid-
at a rateR(n). Throughout the paper, we assume tRgh) = 2 for the following simple geometric reason: to cut more
w(1), that is it scales so thak(n) — oco. The precise scaling than 9 square cells of sid@r(n) by any connected curve,
of R(n) will affect A\(n) as we shall see later in the papeithe length of the curve must be at leasgh). It is not hard
The rate required for fusor-to-sensor communication i©iig to see that number of nodes that areSnand S¢ that can
than that of sensor-to-sensor communication, as the fuser kommunicate under Protocol model with raditg:) must
to collect (at each time-slot) all the packets from a largeelong to the square cells @rid-1 and Grid-2 which are

intersected by perimeter &f. Thus, the total area in which

SPrecisely, the perimeter of sét is the length of the shortest connected
piece-wise linear closed curve (i.e. loop) that is maderm-Begments joining  “However, recall that the sensor node can communicate withntbbile
vertices ofS and geographically enclosing all the points$f fusor at a higher rate oR(n).
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Fig. 3. Example of a good pickup set. The ratio of the perimétethe Fig. 4. Example of a good pickup set. The ratio of the perimétethe
larger projectiomrmax{¢;(7)(n), ¢y(7)(n)} for a good pickup setis@(1) larger projectionmax{¢; (7 )(n), £y (7 )(n)} for a good pickup set is &(1)
quantity. quantity.

the nodes that can exchange data betwgeand S¢ belong
is at mostO(p(S)r(n)). By the Protocol model, the data rate
per aread(r?(n)) is unit. That is, the total rate at which data
transfer can happen betweéhand 5S¢ is bounded above by
O(p(S)/r(n)). Forr(n) = ©(y/logn/n) as selected earlier,
we have this a®)(p(S)+/n/logn). This completes the proof
of Lemma 1. ]
Finally, we define a notion of equivalence of sets in terms
of capacity.

y axis

4
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Definition 3 (Good pickup set) A set.S of nodes visited by
mobile fusor is calledjoodpickup set if there exists a collec-

tion of cells, sayl = {Tl,Tg, N _}, such that the following Fig. 5. Example of a bad pickup set. Consider the “top” linelaigth

-, e ©(1) (equivalently,©(y/n/log(n)) cells). Then, we can have/n/log(n)
conditions are satisfied: downward “teeth” to the comb, each &f(1) length. This implies that the

(i) Connectedness conditionThe cells of7 form a single projectipn on each of th_e axes is@(1) quantit_y. However, the Iength of
connected _component. Here, we call cells and T; rnealp))g:'lsr.neter of the set ®(y/n/log(n)). We disallow such shapes in our
connected if they are neighbors of each other.

(ii) Inclusion condition: Sensor node € S if v € T;, for
someT; € 7T, ] _ _

(iii) Projection condition: Let ¢,(7) be the length of the mobll_e fusor disappears frqm the r_letwork (i.e. departure of
projection of 7 on thex axis, and/,(T) be the length data in the standard queueing terminology). _
of the projection of7 on they axis. Define/(T) = The primary goal in this paper is to identify the maximal

max{l,(T),¢,(T)}. Then,((T) = O(p(S)). supportable ratg\\(n) (for all sensors) that can be supported
by the network infrastructure and the mobile fusor so that ne

Theinclusion conditiorsimply states that the s@t consists napsorbed (or undeparted) data in the network remaine finit

of cells which constitute the nodes i . with probability 1. We henceforth refer to this as tiseability
The projection conditiorstates that the perimeter of the setgndition.

S is of the same order as the longer projection of theZsen
the coordinate axes. For instance, a collection of nodewald. Main Results

a line segment, a “smooth curve,” a "thin” and "long” set or The main result of the paper is about characterization of

a convex set such as a circle or ellipse are good pickup s ? maximal rate\(n) at which data can be transmitted $o
a

(see Figures 3 and 4). A set such as a comb (see Flgurei n oblivious manneri.e. when sensor nodes do not know

r‘t%te location/values of5, w. Specifically, our interest is in a
routing strategy that is oblivious. The precise definitisras

C. Problem Statement follows.

Each sensor node generates new data at xatg. The Definition 4 (Oblivious routing) A routing scheme is said to
data is generated according to an independent exogenbasoblivious if sensor nodes that lie in the s&t do not
process, which is assumed to be Poisson (however, canhiawe any knowledge of the location (either current position
any 'friendly’ arrival process). The data that is absorbgd tor statistical distribution) of the fusor.

x axis

which has a large perimeter compared to its projection is
a good pickup set.



The precise results are stated below. for rendering the system stable.

N _ Now, consider a sef consisting of a collection of say some
Upper bound. The following is a straight forward upper , , square cells (each cell has si IF/ Tog(n)) on a horizontal
bound on(n). line. Then the number of nodes ifi is ©(M logn). Then,

Theorem 2 For any setS such that|S| < n/2, p(S) = ©(M). The scheme of Theorem 3 will imply that we
can support rate
A(n) =0 pLs)
To support rate\(n) while keeping system stable, we need n n

Hence, we require that

R(n) = Q(nA(n)) = Q(p(S)) = M) = Q(|S]/logn).

R(n) = Q(nA(n)).

Further, there exists se&t supporting the maximal rat&(n) =

O(p(S)/n), for which it is required that This completes the proof of Theorem 2.
R(n) = Q(p(S)) = Q(|S]/ logn) IV. LOWERBOUND: PROOF OFTHEOREM 3
for rendering the system stable. To establish the proof of Theorem 3, we first present an

o algorithm which we show will achieve the ratén) claimed
We note that the upper bound places no restriction on the fu$9 Theorem 3.

location knowledge at sensor nodes. In other words, allsens _

nodes can know the location/values §ifr of the fusor. A. Algorithm

- . , The algorithm has the following partfl) Routing of data
Lower bound. The more surprising result is the followmgby nodes(2) Scheduling of transmission, and (3) Pick up of

matching (in order) lower bound via a simple oblivious ragti data by mobile fusor. These parts are described separately a
scheme. Thus, our scheme is order optimal both in termoﬁlows '

of maximal supportable\(n) and R(n) requirement in an

obliviousmanner. Routing. Each node generates data at ragtg(n) =
(1/+/nlogn) according to a Poisson process. Let the node
in cell, sayCy. The node sends packet as follows: first
it picks two cellsCy, and Cy independently and uniformly

Theorem 3 There exists a (randomized) oblivious routing ang
fusor pick-up scheme so that e

A(n) = Q <@) : at random from all possibl®(n/log(n)) cells. Then, the

n packet is first sent fromCy to C; along the straight line

and joining Cy and C; via hopping along the cells joining them.
R(n) = 0(|S|/logn), After reaching cellCy, route the packet fromd’; to Cs in the

same manner along the straight fingsee Figure 1). During
if S'is a good pickup set withr such thatr; = © (ﬁ) More routing, if a packet passes through a cell which contains a
generally, R(n) = O( nodewv € S, then nodev stores a copy of this packet in its
FCFS queue. When packet reaches the €gllthe packet is
[1l. UPPERBOUND: PROOF OFTHEOREM 2 destroyed (however its copy is stored in nodes S that were

The proof of upper bound follows using simple argument8 the packet's path).
For data generated by nodes outsigleit must enter sety Scheduling. A non-trivial task involved along with routing

from 5°. Now the number of nodes outsid i.e. |5¢| |s.at packets in the network is that of scheduling packet trans-

!eastn/2. Hence, the data rate that needs estérom outside missions at cells while observing the Protocol model. There

is ©(nA(n)) for any supportablé\(n). are many ways in which this is usually dealt with [3], [13].

_ By definition, the maximal rate at which data can erfler \ye consider the following well-known TDMA protocol. Since

is p(:5). Hence, the above discussion immediately imply theffansmission of a node from a cell interferes with nodes in
nA(n) = O(p(S9)). O(1) cells, transmission of cells can be scheduled so that each

cell gets©(1) fraction of the time to transmit. Further, the

time allocated to a cell is uniformly divided among all of its

nodes. Thus, each node géi$l/log(n)) fraction of the time

) is sufficient.

1
log n(min; 7;)

Equivalently, maximal supportablg(n) = O(p(S)/n).
Further, it immediately follows that we requirB(n) =
Q(nA(n)). This is because in each time-slot, the sensor nodgs; ansmit.

generate data (on average) at a total rat®pfA(n)). Onthe  1hg ahove description of scheduling is sufficient for estab-

other-hand, the fusor can pick up data at each time-slot afi&ing the rate feasibility. However, when packets are xdi

rate of (at most)R(n). _ , size and we wish to have constant delay on average per hop
We next show that there exists sefwith |S| < n/2) such
that for supporting this maximal ratg(n), we require 5Strictly speaking, we route to nodes in the network, notscefowever,
for ease of notation and discussion, we will say that we réuite cell Cy if
R(n) = Q(p(S)) we are route a packet to any nodes C .



for packets, a sophisticated scheduling is required fokgiac packet fromCy to Cy. In a similar fashion, the second stage
transmissions at the nodes. Such a scheme was used in [¥plves selection of another randomly chosen &gl and
An analogous scheme can be used in our context as well. Ygating the packet from cell’; to Cs.

refer reader to Section V and Appendix for further details. Property 2 Under the two stage routing for each packet, the

Pick up. The mobile fusor, when present at nade S, picks straight route length joining centers @fy, C; and Cy, Cs is
up the head-of-lingz(n) packets from the FCFS queue at nod®(1) with probability at least0.9. Since each route length is
i. The fusor makes sure that it does not pick up the saratmosty/2, we have that a packet trave®3(1) distance on
packet multiple times. We assume a simple (low-overheaalyerage during the two-stage routing.

mechanism in place to ensure this, which can be done in many. Property 2 implies that packet mak@ss\/m)

ways (for example, a handshaking mechanism at the begm‘%’ps on average during the routing in two stages since each

of each time-slot where list of packet IDs can be sent . o ———
the sensor node to the fusor, based on which packets catW B makes the packet travel a distam¢e) = 6(y/logn/n).
selected for upload to the fusor) Oow each node generates packets at raign) =
P ' O(1/y/nlogn). Since each packet makeg./n/logn) hops
B. Analysis on average and there are nodes, we require that in unit-

Our objective is to show that the effective rate achievéline the total number of hops (over all flows) made is

by the above scheme @& (@) We note that under the ©(#r(7)y/n/logn), which is ©(n/logn). By Property 1,
" each cell ha®d(logn) nodes. Subsequently, the symmetry

of the routing strategy implies that the hops are distrithute
niformly (in order). There are tot&(n/logn) cells. Hence,

above described scheme, the generation fafg) of each
node remains the same irrespective of #hieHowever, the

effective rate(i.e. number of packets reaching successfull e have a requirement o®(1) hops on average per cell

depends on the propertle_zs 5 . - By selection of an appropriat®(1) scaling constant, this
Determining this effective rate is sufficient to show that ou . )
means that we can support the routing algorithm for a rate of

scheme achieves the desired data rate. This is becausesourc — . - .
can do appropriate coding in the following sense. Suppo’é (n) = ©(1/v/nlogn). This proves the feasibility of routing

sources find that only a fractiom of their packets reach the >c"eMe-

mobile fusor successfully. As we shall soon see, the prdibabi (ii) Effective Rate toS: Given the feasibility of routing, we
of each packet reaching is identical and independent ungixt compute the effective rate at which data enters thé set
our scheme. Hence, the network can be seen as an erag#€all that in our scheme, if a packet traverses througl$ set
channel between each source and the mobile fusor with @ data is picked up by (one or more) nodes in$et
probability of erasure being—p. Using appropriate codes for i

an erasure channel such as MDS codes [19] or low-complexifgMma 4 For a good setS, under the two stage routing, a
LDPC [20] codes can yield that the source can effectiveRACket enters a node ifi with probability at least(p(S5)).

transmit data at ratg. We refer reader to Section V for some  pygof: From Definition 3 of a good pickup sé&, there
additional related discussion. Hence, in what follows w# wiexists a collection of celfs7 such that these cells (and their
be interested in determining effective rate at which packgbdes) are insides; ¢(7) = O(p(S)). (-(T) < 1/6 and
reach from source to destination. €.(T) > £,(T). That is, the whole sef” can be covered
in a square of sidé /6.

Given7, we can now draw a connected cu¢hat passes

Effective rate computation. The computation of effective rate

is divided into three parts. h h cells of 7 and it oct is, £,(C)
S . . , . rough cells of7 and its projection onz axis, ¢, =
(i) First, we establish that the routing scheme is feasitde, A(p(S)) and £,(C) < £,(T). Let C, and C, denote the

the network load induced by the routing scheme can l'js?alrt point and the end point ¢f respectively (see Figure 6).

supported by thé)(1) bandwidth that is available at eaChNow cover the curve within a square ba%y of side at most

cell. . . . .
(i) Second, we compute the effective rate at which data egr(p(S)), which has side smaller thayi6 by above discussion.

ters the sef which satisfies the hypothesis of Theorem ince t_orus does not_ have edge effects, we can shift _(trtamsla
. of origin) the coordinates such that the center®f is the
under the above described scheme.

. . f torus.
iii) Third, we show that under the hypothesis of Theorem iame as ceqter 0 . . .
(i) yp Now consider two thin horizontal strigt,, Sty each of

the fusor can be pick up data at sufficient rate to render., . . ! :
the system stable. height1/12 and width of unit lengthSt,, at vertical distance

1/12 from the top of Bx above it andSt,; at vertical distance
(i) Feasibility of Routing Under the routing scheme described /12 from bottom of Bz below it. Now for any point” € St,,,
above, each node generates data at@je.(n)). Thus, each connect it with the end points of, i.e. Cs; and C. and
cell generates data at ra@(u,(n)logn) given Property 1.

As described in Section IV-A, each packet is routed in two 8In this proof, for ease of discussion (and without loss ofegahty),
stages. The first stage consists of the selection of a rand@mme e that(7) < 1/6, and thatés(T)(n) 2 &(T)(n). For. if

A : Rm)(n) > 1/6, we can always work with a connected subsetZofwhich
cell ¢y uniformly from all ©(n/log(n)) cells and routing has a projection that is. 1/6.




The remaining task is to show that it can be picked up by the

,,,,,,,,,,,,,,,,,,,, S RRRECEEEEEEE | mobile fusor at an appropriate rate from the nodes'in
SN 11z To this end, we compute the effective rate at which data is
112 A coming in a cell ofS. Then we show that mobile fusor, under
A the hypothesis of Theorem 3 can pick up data at rate higher
T . . T
= than this effective rate. This will complete the proof of the

desired claim.
Consider a cell that contains a node $h Under the two
stage routing scheme, we now compute the effective rate at
' - (M) — which data is passing through this cell. From the computatio
112 done to establish feasibility of the routing scheme, it can b
seen that the net data comes into a cell at rafe¢). Now,
% - W\\\\W under stationary distributiom such thatr; = ©(1/|S]), the
mobile fusor spend®(logn/|S|) fraction of time in each cell.
If we now chooseR(n) = Q(|S]/logn), then the fusor will
Fig. 6. lllustration of the construction of the regio$iT,,4(P) used in PIiCK up data from each cell at effective rate of

Lemma 4. log n |S|
et = (5 10g) =20

extend these lines till they cross the stifs; completely In this case, each cell is served at required rate and hence we
Call the region inSt; between these two lines’ intersection agave a stable system. This completes the proof of Theorem 3.
Stuq(P). From geometry, it is not hard to see that the area of V. DISCUSSION CODING & SCHEDULING

Stua(P) = ©(p(5)) for any pointP. Next, we will use this  Here we present some more details related to the coding
to determine the probability of packet enteriigas©(p(5)).  and scheduling schemes that were mention in the description
To this end, note that selectirfg, andC, for second stage of gplivious scheme described in Section IV.
is same as choosing two point8, @ uniformly at random in  Fjrst, coding. As remarked earlier, coding is required be-
the torus and then Selecting the Cef]]’§ and Cg, WhereP, Q cause a packet sent by each source read‘]dand sub-
belong toC; andCs respectively. Going with this probabilisticsequenﬂy is picked up by mobile fusor) with probability
interpretation, if we choos# in St, and@ in St.qa(P), then , independently. Thus, the effective ‘channel’ between the
the line joining them will intersect the curv@ since under source and mobile fusor can be seen as an erasure channel with
our routing scheme, we are routing along the shortest paifasure probability — p (erasures happening independently).
joining C1 and C3; by construction the shortest path musgych a channel has been well-studied and many codes with
cross theC. If the line cutsC, then it must cut a cell of excellent performance are known. Specifically, it has been
T. That is, the packet traveling along that line must eter shown that by using codes like appropriate LDPC codes
Thus, the probability of entering' is at least the probability [20] (and it recent modifications like [21], [22]), with blkc
that first pointP is in St, and@ is in St.q(P). This isO(1) |ength of some largeV, the source and mobile fusor can
times ©(p(S)), which is ©(p(5)). This completes the proof communicate at rate—c y, wheres y < exp(—a.N) for some
of Lemma. B positive constantv. The coding and decoding is extremely
Given Lemma 4, clearly the probability of each packefimple (roughly® (N log(V)) operations). For this reason, by
reaching$ is at leastO(p(S)). Since each node generategomputing the value of implies the rate as stated in Section

data at ratqu(n), we have effective rate given as IV. We also refer to recent work by [23] on the use of coding
(S) in the context of the throughput-delay trade-off for ad hoc

Neff = O (n)p(S)) = © (221 _

eft = O0u-(n)p(5)) = © (2oL ) networks

Now, scheduling. This essentially deals with the question
By Lemma 1, we know that(S) = O(p(S)+/log n/n). From ©Of which packet to transmit when a cell gets a transmission-

this and above equality, we have opportur_lity. The discgssion_ |n Sectior_1 IV establishes that
there exists (such as Time-Division-Multiple-Access (TBW
eff = Q(p(S)/n). (1) scheduling schemes under which the routing scheme is sup-

portable. However, if one wishes to minimize (in order) the

Now, by Theorem 2, we know thalgff can not be larger than 56106 delay experienced by packets, we need more clever

O(p(5)/n). Thus, we have schemes. Such schemes were designed in [14]. We describe
Aeff = O(p(S)/n). (2) an adaptation of such a scheme in the Appendix.

VI. CONCLUSION

(i) Pickup Rate of FusarThe above two steps establish that In this paper, we have studied the problem of aggregating
the data can be pushed in the $ett desired effective rate. data at a mobile fusor moving within a restricted geographic




region over which a wireless sensor network has been de- o ! ® 3 o | ®

ployed, and where each sensor node generates packetsedesti@ ! L (o)

to the fusor. | T”’.’T’@T’.’”
First, we have characterized the maximum data rate th&(e) i ()4 ‘ (e

can supported from the sensor nodes to the fusor. For arr”r””f*”f@”
arbitrary fusor mobility pattern over any connected suluset !
the sensor deployment area, we have derived an upper bo
on the aggregation data rate that can be supported at the fusp@ 3 o(o
where we allow all sensor nodes to have complete knowledge

of the mobility pattern of the fusor.
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Next, .We have Qeveloped an oblivious routing Strategy basﬁg. 7. The torus on the left which has 16 cells and each cell contifesast one node.
on mu|t|-hop routlng over two random segments, Usmg thite circled node in each cell acts as a relay. The correspgrglieuing network of 16

strategy, we have shown that for a class of mobility patterr§§

Il-nodes (servers), with each server corresponding llancthe wireless network, is
own on the right [14].

we can achieve (order) optimal aggregation data rates.
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cell nodes for the transmissions corresponding to firstestagccording to our scheduling policy, the scheduled departur
routing. The scheduling for second stage will follow in théime can be no earlier thafuc], whereas the actual arrival
same fashion (with a little difference described at the end) time isap. Hence for this scheduling policy to be feasible, it
In the first stage, each node generates data for all dfher s sufficient to show thatp < [ac| for every packet at each
cells with rate©(u..(n)/IN). Also as each cell has preciselyserver. Letd anddp be the departure times of a packet from
©(logn) nodes, we have that between any two cells, dataseme server inVc and Np respectively. Since the departure
generated at rat®(log nu,-(n) /N). Thus, we have effectively time at a server is the arrival time at the next server on the
N2 routes, with each having rat®(lognu,(n)/N). Since packet's route, it is sufficient to show thdp < [dc] for
the original process is Poisson and the «@]l selection is each packet in every busy cycle of each serve\ia. In
at random, we have that the arrival process for each routenbat follows, we show that for all packets in any busy cycle
Poisson as well. As argued before, the network is stable, iod any server, the departures iKp occur at or before the
each cell node can serve all arriving data (with appropriatiepartures inV¢.
choice of constants im,.(n)). Now, if we had a contlnuousslremrna 5 ([14]) Let a packet depart in\ from some

time network and service discipline being Pre-emptive La . : .
in-First-Out, denoted as LIFO (PL), then since each packet o' at timedc and inVp at time dp, thendp < [dc .

has deterministic service time (unit normalized timeJsltite Proof: Fix a server and a particular busy cycle &%
gueue-size distribution at each node would have been ptoduet it consist of packets numberdd. ..,k with arrivals at
form” with average queue-size beidy1) due to the stability timesa; < ... < a) and departures at timek, ..., d. Let
condition of the network. But this network is discrete anthe arrival times of these packets Mp be A4,,..., A, and
hence we need a different policy which is described next. Fdepartures be at timeB,, ..., Dy. By assuming thatd; <
this, we need some definitions. [a;] for i = 1,...,k, we need to show thab; < [d;] for
Queuing network\N¢: Consider a continuous-time open netéi = 1,..., k.

work, with the same topology, routing policy, exogenous Clearly this holds fork = 1 sinceD; = [A;] +1 <
arrival process and service requirement for packets, dsofha[a;] +1 = [d1]. Now suppose it holds for all busy cycles of
Np. The only difference is thalc operates in continuouslengthk and consider any busy cycle #f+ 1 packets.

time unlike Ap, in which though the arrival process is If [a1] < [a2], then because of the LIFO policy iVp
continuous time, the service happens only at the discretesti based on times,;, we haveD; = [a1] +1 < [a1] +k+1 =
We have Preemptive LIFO (PL) queue management at edeh |. The last equality holds since iV, the PL service
server inN¢ (see [24] for more details). As argued abovepolicy dictates that the first packet of the busy cycle is #s |
this network has all the desirable properties: product fortn depart. Also, the remaining packets would have departure
distribution,O(1) average queue-size at each node and herigees as if they are from a busy cycle of length

O(1) average delay at each node for a packet and Poissotherwise if [a1] = [a2] then the LIFO policy inNp
departure process. Next, will use the simulation of suchbeased on arrival times; results inD, = [a1]+k+1 = [d1]

network to induce schedule fdv'p. and the packets numberéd. .., k depart exactly as if they
Packet Scheduling inNp using NVc: We cannot use the PL belong to a busy cycle of length This completes the proof
policy of NV¢ directly in AV'p because of the following reasonsby induction. [ |

1) Due to the discrete time nature of the netwavk, a Lemmas and the already discussed propert¥/efestablishes
packet that is generated at timebecomes eligible for that the average delay per hop for a packetidl). Each
service (i.e. next hop transmission) only at tirft@. packet travels at mosP(vN) = O(y/n/logn) hops. Thus,

2) A complete packet has to be transmitted in a time-sidfie average delay i©(y/n/logn).

i.e. fractions of the packets cannot be transmitted. ThisFinally, scheduling for second stage routing at each node is

allowed. packets, after they reach their resp. @@, wait in a special

qaueue till they come out in th&/c network corresponding

Jo the first stage routing. Then, they are injected back in the
etwork for second stage routing. This will make sure that th

arrival process for second stage routing is also Poisson and

hence same scheme will work.

To address these problems fbf,, we present a centralize
scheduling policy derived from emulating in parallel, th
continuous-time networkVc with PL queue management a
each server. The exogenous arrivals in hafs and AVp are
the same. Let a packet arrive N> at some server at timex
and inNp at the same server at tinag,. Then it is served in
Np using a LIFO policy with the arrival time considered to
be [ac]| instead ofap.

Clearly such a scheduling policy can be implemented if and
only if each packet arrives before its scheduled depariome t

"This is due to results on product form solutions for quasersible
queuing networks. See book by Kelly [24] for details.



