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Abstract 
While previous research has focused on deterministic 

testing of bridging faults, this paper studies pseudo-random 
testing of bridging faults and describes a means for 
achieving high fault coverage in a built-in self-test (BIST) 
environment. Bridging faults are generally more random 
pattern testable than 
shown to illustrate tha 
less random pattem tes 
method for identifying these random-pattem-resistant 
bridging faults is described. State-of-the-art test point 
insertion techniques, are based on the stuck-at fault 
model, are inadequa ta is presented which indicates 
that even after inserting test points that result in 100% 
single stuck-ut fault coverage, many bridging faults are 
still not detected. A test point insertion procedure that 
targets both single stuck-at faults and non-feedback 
bridging faults is presented. It is shown that by 
considering both types of faults when selecting the 
location for test points, higher fault coverage can be 
obtained with little or no increase in overhead. Thus, the 
test point insertion procedure described here is a low-cost 
way to improve the quality of built-in self-test. 

1. Introduction 
A common physical defect in MOS technologies is a 

short between two signal lines which results in a bridging 
fault [Shen 851, [Ferguson 881. Detecting bridging faults 
during the test process is very important for achieving 
high quality levels. Bridging faults can be detected with 
either IDDQ testing [Levi 811, [Acken 831, or 
conventional voltage testing [Mei 741. 

IDDQ testing involves monitoring the quiescent power 
supply current in CMOS circuits. If two shorted nodes are 
dmen to opposite values, an increase in the static current 
results. If this increase in the static current can be 
measured, then the corresponding bridging fault can be 
detected. There are several drawbacks to IDDQ testing: 
The chip must follow IDDQ design rules to have low 
quiescent current during measurement. Quiescent current 
measurements take longer than voltage measurements. 
Subthreshold (“leakage”) current can mask the effect of a 
bridging fault. As feature sizes continue to shrink, leakage 
current will increase making it increasingly difficult to 

Faults 

differentiate good and defective devices using IDDQ 
measurements [Williams 961. Projected data presented by 
Williams, et. at, in [Williams 961 is not encouraging for 
the future quality of IDDQ testing. This paper focuses on 
conventional voltage testing for bridging faults. 

for single stuck-at faults guarantee 
bridging faults (e.g., bridging faults 

between the inputs of an elementary gate [ 
do not guarantee detection of the vast major 
faults. It has been shown that a significant 

generally not detected by single stuck-at 
test sets [Millman 881, [Storey 901, [Butler 921, 
[Chess 941. Empirical data confirms the limits of single 
stuck-at testing [Pancholy 901, [Maxwell 911, [Storey 911, 
[Perry 921, [Gayle 931, [Ma 951. In order to achieve 
the quality levels now required for digital integrated 
circuits, research has been done on deterministic test 
pattern generation and fault simulation techniques that 
explicitly target bridging faults [Abramovici 851, 
[Acken 911, [Millman 911, [Lee 911, [Ferguson 911, 
[Hajj 921, [Greenstein 921, [Chess 93,941, [Rearick 931, 
[Maxwell 931. 

While previous research has focused on deterministic 
testing of bridging faults, this paper studies pseudo-random 
testing of bridging faults. Pseudo-random testing is an 
attractive approach because of its suitability for built-in 
self-test (BIST). A simple compact circuit such as a linear 
feedback shift register (LFSR) or cellular automaton (CA) 
can be used to generate the patterns thereby minimizing 
BIST overhead. Although bridging faults are generally 
more random pattern testable than stuck-at faults, 
examples are shown to illustrate that some bridging faults 
can be much less random pattern testable than stuck-at 
faults. A fast method for identifying these random-pattern- 
resistant bridging faults is described. It is shown that 
state-of-the-art test point insertion techniques, which are 
based on the stuck-at fault model, are inadequate. Data is 
presented which indicates that even after inserting test 
points that result in 100% single stuck-at fault coverage, 
many bridging faults are still not detected. A test point 
insertion procedure that targets both single stuck-at faults 
and non-feedback bridging faults is presented. It is shown 
that by considering both types of faults when selecting the 
location for test points, higher fault coverage can be 
obtained with little or no increase in overhead. 

* Nur A. Touba is now with the Department of Electrical and Computer Engineering, University of Texas, Austin, TX 

54 
1063-640497 $10.00 0 1997 IEEE 



The paper is organized as follows: In Sec. 2, the 
bridging fault model that is used in this paper is explained. 
In Sec. 3, a fast method for identifying random-pattern- 
resistant bridging faults is described. In Sec. 4, a test point 
insertion procedure which targets both single stuck-at and 
non-feedback bridging faults is presented. In Sec. 5 ,  
experimental results are shown for the test point insertion 
procedure. Section 6 is a conclusion. 

G1 Output 
0 
0 
1 
1 

2. Bridging Fault Models 

G2 Output Wired-and Wired-or G1 Dominan G2 Dominan 
0 0 0 0 0 
1 0 1 0 1 
0 0 1 1 0 
1 1 1 1 1 

Three gate-level bridging fault models are wired-and, 
wired-or, and dominant driver. These models are illustrated 
in Figure 1. In the wired-and (wired-or) model, if the 
output of either gate GI or gate G2 is a 0 (l), then the 
shorted node is a 0 (1). This situation occurs in CMOS 
when the n-network pull-down (p-network pull-up) is 
stronger than the p-network pull-up (n-network pull-down). 
In the dominant driver model, it is assumed that the output 
of gate GI is stronger than the output of gate G2, and 
hence the shorted output is always equal to the output of 
gate G1. This situation occurs in CMOS when gate G1 is 
scaled such that it has a larger load driving capability than 
gate G2. e I 

Bridging faults can be divided into two classes. 
Feedback bridging faults are those in which there is a path 
in the fault-free circuit from one of the shorted lines to the 
other thereby creating feedback in the faulty circuit. 
Non-feedback bridging faults are those for which no 
feedback is introduced when the two lines are shorted 
together. Feedback bridging faults may add state causing 
the circuit to no longer be combinational, and thus they are 
more complicated to simulate. Since feedback bridging 
faults have been found to be easier to detect than non- 
feedback bridging faults [Millman 881, this paper will 
consider only non-feedback bridging faults. However, the 
techniques described in this paper can be applied to feedback 
bridging faults in a straightforward manner. The only 
difference is the added simulation complexity. 

3. Random-Pattern-Resistant Bridging 
Faults 
Detection of the gate-level bridging faults described in 

the previous section can be related to single stuck-at fault 
detection using the theorems shown below [Williams 731. 
Note that in these theorems, “node” refers to primary 
inputs and gate outputs. Stems and fanout branches are not 
distinguished because a bridging fault will never cause a 
stem and its branches to have different values. Stuck-at 1 
and stuck-at 0 are abbreviated s-a-1 and s-a-0, respectively. 

Theorem 1: A test t detects a wired-AM> 
non-feedback bridging fault between node x and node y if 
and only if either t detects x s-a-0 and sets y = 0, or t detects 
y s-a-0 and sets x = 0. 

Theorem 2: A test t detects a wired-OR non-feedback 
bridging fault between node x and node y if and only if 
either t detects x s-a-1 and sets y = 1, or t detects y s-a-1 
and sets x = 1. 

Theorem 3: A test t detects a node x dominant non- 
feedback bridging fault between node x and node y if and 
only if either t detects y s-a-0 and sets x = 0, or t detects 
y s-a-1 and setsx = 1. 

The detection probability of a fault is equal to the 
number of input patterns that detect the fault divided by the 
total number of inputs patterns, 2”, where n is the number 
of primary inputs. Faults with very low detection 
probabilities are said to be rdm-pat tem-res ism ( . p . . )  
because they are hard to detect with random patterns 
[Eichelberger 831. The detection probability for bridging 
faults is generally higher than that for stuck-at faults 
because there are two possible sites from which the effects 
of the fault can be observed, whereas there is only one site 
from which the effects of a single stuck-at fault can be 
observed. However, examples will be shown to illustrate 
that the detection probability for some bridging faults can 
be much lower than that for any single stuck-at faults. 
3.1 Examples of Random-Pattern-Resistant 

Bridging Faults 
Figure 2 shows an example of a bridging fault whose 

detection probability is much lower than that for any single 
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stuck-at fault in the circuit. All of the stuck-at faults in 

n 

Figure 3 shows anather 
whose detection probability 

type of situation can occur 
ing fault share inputs. t is likely that lines 

Figure 3 .  Example of a Random-P 
Bridging Fault Between Correlated 

fault simulation of the bridging faults. One advantage of 
using gate-level bridging fault models is that a stuck-at 
fault simulator can be used for fault simulation of bridging 
faults as described by Abramovici and Menon 
[Abramovici 851. This is done by using the theorems 
listed above to relate bridging fault detection to stuck-at 
fault detection. Each time a stuck-at fault is detected, the 
theorems above are used to determine which bridging faults 



Table 1. Results for Fault Simulation of Bridging Faults 

Simulate Faults Between All Nodes 
Circuit Undetected Bridging Multiple of SSA 
Name Total Simulation Time 

s420 256 9 
s838 1527 5 
sl196 29 12 
s 1423.s 5 3 
C2670.s 2197 14 
C3540.s 21 1 19 
cs314.s 17 7 
C7552.s 3487 15 

Simulate Faults Between Nodes Detected I 5 Times 
Undetected Bridging Undetected Bridging Multiple of SSA 

Found Missed Simulation Time 
256 0 5 
1527 0 4 
29 0 5 
3 0 2 

2190 7 7 
186 25 9 
16 1 4 

3470 17 8 

nodes where single stuck-at faults were detected less than 5 
times by the 32,000 patterns. The fault simulation times 
are expressed as a multiple of the time required for single 
stuck-at fault simulation. The number of undetected 
non-feedback bridging faults that were found in each case is 
shown. 

4. Test Point Insertion for Bridging Faults 
Test point insertion involves adding control and 

observation points to the circuit-under-test in a way that 
the system function remains the same, but the testability is 
improved. An observation point is an additional primary 
output that is inserted in the circuit to increase the 
observability of nodes in the circuit. In the example in 
Fig.4, an observation point is inserted at the output of 
gate GI such that nodes are observable regardless of the 
logic value at node y. A control point is inserted in the 
circuit such that when it is activated, it fixes the logic 
value at a particular node to increase the controllability of 
some nodes in the circuit. In the example in Fig. 5, a 
control point is inserted to fix the logic value at the output 
of gate GI to a ‘1’ when the control point is activated. 
This is accomplished by placing an OR gate at the output 
of gate GZ. During system operation, the control points 
are not activated and thus don’t affect the system function. 
However, control points do add an extra level of logic to 
some paths in the circuit which can increase the delay 
through the circuit. 

1 Y -  * 
Observation 

Point 

Figure 4 .  Example of Observation Point 

Figure 5 .  Example of Control-1 Point 

Since test points add both area and performance 
overhead, it is important to try to minimize the number of 
test points that are inserted to achieve the desired fault 
coverage. This is accomplished by carefully selecting the 
location of each test point. There are two general 
approaches for test point placement. One approach is to 
select the location of the test points based on testability 
measures [Seiss 911, [Savaria 911, [Youssef 931, 
[Cheng 951. The other approach is to select the location 
of the test points based on data collected during simulation 
[Iyengar 891, [Touba 961, [Tamarapalli 961. All of these 
techniques target single stuck-at faults only. The focus of 
this paper is to target bridging faults. Because of the added 
complexity in controlling and added flexibility in observing 
bridging faults, the effectiveness of testability measures in 
predicting bridging fault testability is questionable. In this 
section, a simulation-based test point insertion technique 
will be described for both single stuck-at and bridging 
faults. 

The test point insertion technique described here uses 
the path tracing method introduced in [Touba96]. For 
each undetected stuck-at fault and bridging fault, a path 
tracing procedure is used to identify the set of test points 
that will enable the fault to be detected, i.e., the set of test 
point solutions for the fault. Given the set of test points 
solutions for each undetected fault, a minimal set of test 
points to achieve the desired fault coverage is selected using 
a set covering procedure. 
4.1 Computing Observation Point Solutions 

Given the set of pseudo-random patterns that are applied 
to the circuit during testing, the set of observation point 
solutions for each undetected bridging fault can be 
computed. Fault-free simulation is performed for each 
pseudo-random pattern, and a check is made to see if the 
pattern places opposite values on the two shorted nodes of 
an undetected bridging fault thereby provoking the fault. If 
the fault is provoked, then path tracing is performed to 
identify the set of nodes that the effect of the fault 
propagates to. An observation point placed at any of the 
nodes that the fault propagates to will enable the fault to be 
detected and thus is a solution for the fault. 
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Figure 6 .  Example: Observation Point at Node a or 
Node b is a Solution. 

An example is shown in Fig. 6. Fault-free sim 
is performed for a pattern that provokes the wired-or 
bridging fault, and path tracing is used to identify the 
propagation path for the fault. The fau 

G5, but is blocked at 
sn’t propagate to a p 
on point at node a or node b would 

enable the fault to be detected, so those two nodes form the 
set of observation point solutions for the fault for that 
pattern. The union of the set of observation point 
solutions for each pseudo-random pattern that provokes a 
particular fault gives the full set of observa 

simulation is performed for each pseudo-random pattern, 
and a check is made to see if a sensitized path exists from 
an undetected bridging fault site to a primary output. If so, 
backwards path tracing is then performed to identify the set 
of nodes S that have a sensitized path to the line of the 
bridging fault whose value needs to be complemented in 
order to provoke the bridging fault in the appropriate 
manner. A control point that complements the value at 
any of the nodes in S is a solution for the fault provided 
that it doesn’t block propagation of the fault to a primary 
output. 

An example is shown in Fig. 7. Fault-free simulation 
is performed for a pattern that sensitizes an undetected 
bridging fault at the output of gate 66 to a primary output. 
In order to provoke the wired-and bridging fault so that it 
causes a faulty value at the output of gate G6, the output 
of gate 6 6  needs to be complemented. Backward path 

- 
I -  -+-  

1_1 /” 
U 

Point Node c, 
de e i lution 

Because it Blocks Propagation to a Primary Output. 

tracing from the output of gate G6 is used to identify 
sensitized paths. Both inputs of gate G6 have a sensitized 
path to the output of gate G6. Neither of the inputs of 
gate G4 have a sensitize 
One of the inputs of gate G3 h 

t of gate G3. Inserting a control-1 poi 
e would complement the value at the 

G6 thereby provoking the faul 
tracing from node e identifies that it has a sensitized path to 
gate G9, so inserting a control-1 point at n 

effect of the fault from propagating 
erefore, only control-1 points at 
utions. The union of the set of control point 

random 
for the 

fault. 
A fast approximate procedure for path tracing is given 

in [Abramovici 841 and an exact method is given in 
[Menon 911. These papers describe path tracing from the 
primary outputs (called critical path tracing}, however the 
procedures can be easily generalized for path tracing from a 
fault site. 

for a particular fault for each 
ves the full set of control point s 

int solutions. 
If none of the patterns provoke nor propagate the fault, 
then multiple test points are requ 
be inserted to enable the fault 
observation point can be inserted 
the fault propagtes to. A set of control points and a set of 
observation points can be identified for the fault, and then 
one control point and one observation point can be inserted 
from each set to ensure that the fault is detected. 

4.4 §electing a §et of Test Points to Insert 
Once the set of test point solutions for each undetected 

single-stuck at fault and bridging fault has been computed, 
a set covering procedure can be used to select a minimal set 
of test points that will enable all of the 
detected. A matrix is constructed in which 

ds to a test point solution. For each undetected 
is added to the matrix in which an ‘X’ is placed 

in each column that corresponds to a test point solution for 
the fault. An example is shown in Fig. 8. 
corresponds to fault I for which the set of si 
solutions is an observation point at node w, a control-1 
point at node U, and a control-0 point at node v. 

0 - v  o w  0 - x  c 1 - U  CO-v CO-w c1-y c1-2 
Fault 
Fault 
Fault 
Fault 
Fault 
Figure 8 .  Example: Matrix of Test Point Solutions for 

Each Fault 

A set covering procedure [Christofedes 751 is used to 
select a minimal set of columns that has at least one ‘X’ in 
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Table 2 .  Results for Test Point Insertion in Benchmark Circuits 

each row. One ‘X’ in each row ensures that all of the 
faults will be detected. In the example in Fig. 8, one such 
solution is the third column (observation point at node x )  
and the fourth column (control-1 point at node U). The test 
points corresponding to the selected columns are inserted 
into the circuit. Once the test points have been inserted, 
the procedure described in [Touba 961 can be used to 
synthesize logic to drive the control points. 

5. Experimental Results 
The procedure described in this paper was used to insert 

test points in some of the ISCAS 85 [Brglez 851 and 
ISCAS 89 [Brglez 891 benchmark circuits that contain 
random-pattern-resistant bridging faults. LFSRs were used 
to apply 32,000 pseudo-random test patterns to each 
circuit. The test length of 32,000 pattern was chosen 
because it is sufficiently long to detect the random pattern 
testable faults in all the circuits and allows comparison 
with other published results. It was assumed that the 
flip-flops in the ISCAS 89 circuits were configured as part 
of the LFSR during testing so that the circuits are tested 
like combinational circuits. The number of stages in the 
LFSR for each circuit was equal to the number of primary 
inputs plus the number of flip-flops. Test points were 
inserted into each circuit so that all single stuck-at faults 
and all detectable wired-and, wired-or, and dominant driver 
non-feedback bridging faults were detected by the set of 
32,000 pseudo-random test patterns. The results are shown 
in Table 2. A “.s” at the end of a circuit name indicates 
that it was simplified by removing redundant logic. The 
number of undetected single stuck-at faults and 
non-feedback bridging faults before test point insertion and 
after test point insertion is shown. Two test point 
insertion procedures were used. The first targets single 
stuck-at faults only. The second targets both single 
stuck-at faults and non-feedback bridging faults. The 
number of control points (Num Con) and the number of 
observation points (Num Obs) that were inserted by each 
procedure is shown. 

The results indicate that circuits that are random pattern 
testable for single stuck-at faults are not necessarily random 
pattern testable for bridging faults. Current test point 

insertion procedures which consider only stuck-at faults 
may leave many bridging faults undetected. By considering 
both stuck-at faults and bridging faults, the test insertion 
procedure described in this paper enables a higher quality 
test with little or no increase in overhead. In many cases, 
only one additional observation point is sufficient. For 
circuit s838, the procedure selected a different location for 
the control point such that no additional overhead was 
required. 

6. Conclusions 
A low-cost technique for improving the quality of 

pseudo-random pattern testing was presented. A procedure 
was described for targeting both single stuck-at faults and 
non-feedback bridging faults during test point insertion. 
By considering both types of faults during test point 
insertion, the location of the test points can be chosen in a 
way that provides higher fault coverage with little or no 
additional overhead. 

While this paper considered only non-feedback bridging 
faults, the technique that was described can be applied to 
feedback bridging faults in a straightforward manner. The 
only difference is the added complexity for simulation. 
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