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RP-SYN: Synthesis of Random Pattern Testable
Circuits with Test Point Insertion

Nur A. Touba,Member, IEEE and Edward J. McCluskey.ife Fellow, IEEE

Abstract—An automated logic synthesis procedure, called RP- For some circuits, the test length required to achieve high fault
SYN, is described for synthesizing random pattern testable cir- coverage with random patterns is unacceptably long. What is

cuits. RP-SYN takes as an input a two-level description of a .qnqidered an acceptable test length depends on the particular
circuit and a constraint on the minimum fault detection prob- test environment

ability (threshold below which faults are considered random- .
pattern-resistant), and generates a multilevel implementaton ~ The random pattern test length needed to achieve a par-
which satisfies the constraint while minimizing the literal count. ticular fault coverage for a circuit depends on the detection

RP-SYN identifies random-pattern-resistant faults and eliminates probability of the faults in the circuit. Thaetection probability

them through testability-driven factoring combined with test . .
point insertion. By moving the task of test point insertion from the of a fault is equal to the number of input patterns that detect

back-end into the synthesis process, RP-SYN reduces design timene fault_ divided by the to_tal number of input patteras,
and enables better optimization of the resulting implementation. wheren is the number of primary inputs. Faults with very low

Results are shown for benchmark circuits which indicate that detection probabilities are said to bendom pattern resistant
RP-SYN can generally reduce the random pattern test length by 1) pecause they are hard to detect with random patterns
at least an order of magnitude with only a small area overhead. L .
[14]. A circuit that does not have any r.p.r. faultsrendom
Index Terms—Built-in self-test (BIST), computer-aided design, pattern testable
design for testability, fault coverage, integrated circuit testing, ~ Gjyen g circuit structure that has r.p.r. faults, there are two
logic optimization, logic synthesis, logic transformations, pseudo- . . . . ’
random testing, random pattern testability, test points. possible solutions. One is to modify the test pattern generator
so that it generates patterns that detect the r.p.r. faults, and
the other is to modify the circuit structure to increase the
. INTRODUCTION detection probability of the r.p.r. faults so that they are no
ONSIDERING testability requirements during synthesi®nger r.p.r. (i.e., “eliminate” the r.p.r. faults). The test pattern
(as opposed to the traditional approach of making bacgenerator can be modified by adding logic to weight the
end modifications after an implementation has already beeatterns [27], [30], [37]; correlate the patterns [26]; map the
generated), can reduce design time, design mistakes, and pesterns [7], [33], [34], [36]; or reseed the generator [18],
overhead. This paper describes an automated logic synth¢s8, [38]. For on-chip generation, these approaches generally
procedure, called RP-SYN, that considers random pattemaquire significantly more overhead than modifying the circuit
testability requirements during the synthesis process and gstructure itself. This paper focuses on techniques for modifying
erates optimized random pattern testable implementatiotige circuit structure to make it random pattern testable.
RP-SYN moves the task of test point insertion from the back- Two general techniques have been proposed for modifying
end into the synthesis process to enable better optimizatibe circuit structure to eliminate r.p.r. faults. The first is “post-
of the resulting implementation. RP-SYN is implemented igynthesis” test point insertion. The circuit is synthesized and
TOPS, Stanford CRC’s synthesis-for-test tool. then test points are inserted afterwards to eliminate the r.p.r.
Random pattern testing has a number of well-known advafaults. Since test points add area and performance overhead, it
tages: no deterministic test set generation cost, no test pattgrimportant to carefully select the location of each test point in
storage requirement, higher coverage of nontargeted faults, angler to use as few test points as possible. Test point placement
suitability for built-in self test (BIST). The obvious drawbackhas been an active area of research [6], [9], [20], [25], [29],
of random pattern testing is that longer test lengths are needgd], [35]. The second technique that has been proposed is to
consider random pattern testability during logic synthesis [8],
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Chatterjeeet al, [8] presented multilevel logic transforma-the r.p.r. faults. Once the r.p.r. faults have been eliminated,
tions which improve random pattern testability by introducingubsequent factoring can focus exclusively on other synthesis
XOR gates. They use statistical estimation of the fault deriteria such as area or delay. Moreover, when test points
tection probabilities as used in STAFAN [21] to form @are required, they are inserted during the synthesis process
cost function that estimates the impact of each candidated, thus, accounted for during the testability driven-factoring.
transformation on the sum of the detection probabilities of theéhis is a very important feature for reducing the amount
r.p.r. faults. The cost function guides the synthesis proceduk testability-driven factoring. If “post-synthesis” test point
to perform transformations that improve the random patteimsertion is used, as in the other techniques, then a lot of
testability. unnecessary testability-driven factoring may be performed

The synthesis methods in [8] and [10] use only testabilitgturing synthesis in an attempt to improve the random pat-
driven factoring without test point insertion. As a resultern testability when afterwards a test point ends up being
they are not always able to sufficiently reduce the randoused anyway thereby obviating the need for the inefficient
pattern test length. This is borne out both in practice arestability-driven factoring.
in theory. There are many cases where r.p.r. faults cannoResults are shown which indicate that the minimum fault
be eliminating by factoring alone. In fact, it can be proveretection probability can be significantly increased by adding
that many logic functions do not have random pattern testaljlst a few test points during synthesis. Thus, RP-SYN can be
implementations. A simple example is a decoder where for anged to synthesize circuits which require much shorter random
implementation the probability of detecting a stuck-at-zero (pattern test lengths without substantial overhead.

a-0) fault on an output i8~", wheren is the number of inputs.  This work is organized as follows: Section Il explains
In the case where a logic function does not have a random psme basic definitions and terminology used in this paper. In
tern testable implementation, it is necessary to add test poirfiection 1ll, a technique that utilizes properties of algebraic fac-
The synthesis procedure described in this paper, RP-SYiNrization to efficiently compute fault detection probabilities is
combines both random pattern testability-driven factoring amscribed. In Section IV, random pattern testability preserving
test point insertion to solve this problem (preliminary resultsansformations are defined and their relationship to testability
were presented in [32]). Instead of synthesizing the circuit apgeserving and test-set preserving transformations is shown.
then adding test points afterwards to sufficiently reduce the Section V, the RP-SYN procedure is outlined step by step.
random pattern test length, RP-SYN inserts test points durilig Section VI, the task of inserting test points during the
the synthesis process in a way that enhances testability-drivagytmthesis process in described in detail. In Section VII, results
factoring and minimizes overhead. for benchmark circuits are shown and discussed. Section VIII
RP-SYN takes as an input a two-level representation isfa summary and conclusion.
a circuit and a constraint on the minimum fault detection
probability and generates a multilevel implementation that Il. BASIC DEFINITIONS AND TERMINOLOGY
satisfies the constraint while minimizing the literal count The following terminology is used in this paper: lieral
and the number of test points. The minimum fault detection .

- : . . IS a Boolean variable or its complement.cAilbeis a set of
probability constraint essentially defines a threshold bel . . .
: . . . Jiterals interpreted here as a product of literalscadveris a set
which a fault is considered r.p.r. The central strategy is

identify any r.p.r. faults in the two-level starting point, an(?q: cubes interpreted here as a sum-of-products expression. An

, : o .. algebraic expressiors a cover in which no one cube contains
;hoin grs]gitfllleg]igrzllti:nﬁigsa}r?); frl:én Irn atre :‘gﬁlstg {aau?;.:tgr:; ghother (e.g.w+ab s not an algebraic expressio) is an
alonz then test points are inserted du.rliar.1 . the s nt)rllesis ro(?;élgsebraic productif 7 and G are algebraic expressions with
. ' POINs 9 yn Proces input variables in common; otherwisg'( is a Boolean
in a way that minimizes the number of test points that are

. L foduct. For exampléw +2)(y+ 2) = wy+wz+zy+xz is
s s o e ot asoanl lgbric PO, b1+ )= 1 4 1< -
logic transformations (defined in Section V) can then proce hd (= +y)(y +2) = @y + 22+ yz are Boolean produqts
since such transformations will not introduce new r.p.r. fault Q] I F = QD + R where F, Q’.D’ and & are algebraic
Thus, the initial selection of algebraic factors has as.it.s .prima Xpressmn; an@D is an algebraic product, the@ and D

! R e algebraic factorsof F' [4]. Boolean factors are much
goal the ellmlnatlon_ of r.p.r. faults, and then once all the LPLore computationally expensive to identify than algebraic
faults h‘?"e been e_hmmateq, subsequent fac_tor_s_are Choser}a%?ors and, thus, algebraic factorization is commonly used
the basis of reducing the literal count or optimizing for otheih multilevel synthesis
synthesis criteria (e.g., delay or power). '

Whereas the procedures in [8] and [10] estimate fault detec-
tion probabilities when making decisions during the synthesis
process, RP-SYN uses an efficient technique (described ifThe operations in RP-SYN involve identifying r.p.r. faults
Section Ill) that exploits properties of algebraic factoring tand finding factors that eliminate these faults. This requires
compute the exact fault detection probabilities. An importacbmputing fault detection probabilities which is an NP-hard
advantage of this approach is that the amount of testabilifgroblem [24]. Many methods exist for trading off accuracy to
driven factoring (as opposed to area-driven or delay-driveaduce computation time. However, during logic synthesis, the
factoring) is reduced to only that which is required to eliminatetructure of the circuit is constantly changing which presents

Ill. COMPUTING FAULT DETECTION PROBABILITIES
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additional difficulty. To cope with this problem, RP-SYN relies

on the following property of algebraic factorization.
Definition 1: Thedetecting sefor a fault is the set of input

patterns that detect the fault.
Definition 2: Two faults areequivalentif they have the

same deteCting set. Z1 = Ao,1003 B'167.1013 Ca6,7.10,13
Property 1: Each stuck-at fault in a multilevel circuit de- * Catias Dainis Bagns

rived through algebraic factorization of a two-level circuit + Coauts Dadnis oo

is equivalent to some set of stuck-at faults in the original

two-level circuit [17]. Fig. 1. Example of multilevel circuit represented in ENF.
This property provides some important advantages in com-

puting fault detection probabilities. Cube calculus operations

can be used to find the detecting set (represented as a cof@FPuted by treating each PO as a single-output, two-level
of each fault in the initial two-level circuit. These detectinfrcu't and performing the calculations described above. Then

sets can then be used to compute the detection probability_%rfeach fault at a Pl that can be detected at more than one PO,

any fault in any multilevel circuit derived through algebraid'S complete detecting set is formed by taking the union of its

factorization. Thus, the key feature is that the detecting sets ftECtiNg sets at each PO. The detecting sets are represented
the initial two-level circuit need only be computedice and S COVers, so the union is formed by simply logically ORing

then they can be used to compute fault detection probabilitii§ COVers together.

during any stage of the factoring process. This technique will
be explained in detail.

.
Zy= A'og,12 Bagz + A,z Fss.12

B. Mapping Faults in Multilevel Circuit
to Faults in Two-Level Circuit

A. Computing Detecting Sets in a Two-Level Circuit As was stated in Property 1, given a stuck-at fault in a

The detecting set for a fault is computed by findingféngdty multilevel circuit derived through algebraic factorization of a
logic function(logic function of the circuit in the presence oftwo-level circuit, there exists a set of stuck-at faults in the
the fault) and comparing it to tHault-free logic functior{logic  two-level circuit that is equivalent. One way to determine
function of the circuit without any faults). The detecting sethis “mapping” of faults in the multilevel circuit (“multilevel
is equal to the set of input vectors for which the faulty logifaults”) to faults in the two-level circuit (“two-level faults”) is
function differs from the fault-free logic function. to use a multilevel circuit representation called drivalent

Given the coverC corresponding to a single-output two-normal form (ENF)which is described in [1] (see also [13]).
level circuit (i.e., each cube i@ corresponds to an AND gateThe ENF of a circuit is a two-level representation in which
in the circuit), a cover for the detecting set of each fault ieach literal in the sum-of-products (SOP) expressions for each
the circuit can be computed using cube calculus operatio® is annotated by its path through the circuit. It is best
Each fault in a two-level circuit, with the exception of theexplained by looking at an example. In Fig. 1, a multilevel
faults at the primary inputs (PI's) and primary output (PO), isircuit is shown along with its ENF representation. The gates
equivalent to an input of an AND gate being stuck-at-one (s-are numbered in topological order, and the ENF is constructed
1) or the output of an AND gate being s-a-0 and, hence, caudssvisiting each gate in ascending order and replacing the
a faulty logic function in which a cube i’ either expands gate with a SOP expression for the gate output in terms of
or is removed. The faulty logic function for a s-a-1 fault athe SOP expressions that exist for each of its inputs. When
the input of an AND gate can be found by expanding thferming the SOP expression for each gate output, De Morgan’s
corresponding cube i€ by removing the literal that is s-a-1.laws and distributivity are used without making any Boolean
The detecting set is given by the intersection of the expandedtiuctions such a&: + o' = 1), (a + a = a),(a-a = a), Or
cube with the complement of the covéf since this gives the (a-a = 0), and the gate number is appended to the annotation
input vectors for which the faulty logic function differs fromlist for each literal. For example, in the circuit in Fig. 1, the
the fault-free logic function. The faulty logic function for aSOP expression at the output of gate 8(f% + Fs), and
s-a-0 fault at the output of an AND gate can be computed the output of gate 11 it i6C11 D11 Es11 + Cr11D11Fs,11)-
by removing the corresponding culakin the coverC. Let When all of the gates have been visited, a SOP expression
(C — d)' denote the complement of the cover formed®y with annotated literals will exist for each primary output; this
minus the removed cubé then the detecting set is given byconstitutes the ENF of the multilevel circuit. In this paper,
the intersection of the removed culkewith (C — d)’. For two syntactical additions are made to the ENF notation to
a s-a-1 (s-a-0) fault at primary input, the detecting set is simplify later definitions: PI's are numbered (using numbers
given by the intersection of (z) with dC/dx (wheredC/dz lower than any gate number) and inserted at the beginning of
denotes the Boolean difference of the coewith respect to the annotation list for each ENF literal, and a prime sign is
input z). For the s-a-1 (s-a-0) fault at the PO, the detectingaced on a gate number if a logic inversion occurs in the
set is simplyC'(C). gate.

For a multioutput two-level circuit where no AND gate fans Each ENF literal has the fori» where the annotated lig?
out to more than one PO, the detecting set for each faultspecifies a path through the multilevel circuit. If a stuck-at fault
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occurs at some node in the multilevel circuit, the logic value If f,.;; is a s-a-1 (s-a-0) fault at R} or at the output of
at that node is fixed to either zero or one. This changes thate g, then

logic function of the circuit by fixing the logic value of each

ENF literal whose path goes through that node to either zero  £iwo ={s-a-1[z,,j]|(g € Alz,1,]])

or one depending on the inversion parity of the path from the and IP(A[z,1,j],g) is even (odd)
fault site to the primary output. Because it provides a simple U {s-a-0[z,4,]|(g € Az, 4])
relationship between a multilevel fault and the resulting faulty Vand IP(Alz1,i], ) is odd (even)

logic function, the ENF representation can be used to map a
multilevel fault to an equivalent set of two-level faults. Before |f r,_ . is a s-a-1 (s-a-0) fault at the input of gajethat
looking at an example, inversion parity needs to be defineccomes directly from PIf or gate f, then
Definition 3: The inversion parity of a path through a
circuit is even (odd) if the number of logic inversions along Fiwo = {s-a-1[z,%, j]|(f € Alz,4,]), (9 € Alz,4, j]),
the path is even (odd). andIP(A[z,1,]],f) is even (odd)
' Th(? inversion pa}rlty for t_he path specified by an ENF U {s-a-0[z4,7]|(f € Alz.4,5]). (g € Alz. 1, j]),
literal's annotated listP starting at Plg or gate outputg, . _
which will be denoted/ P(P, g), is even (odd) if the number andIP(Alzi,], ) is odd (even).
of primed gate numbers greater thann P is even (odd).
For example, ifP is the annotated list for the ENF literalC. Computing Fault Detection Probabilities
Cy.46,7,0 thenIP(P,1) is even,IP(P,4) is odd,IP(P,6) for Multilevel Circuit
is odd,IP(P,7) is even, and P(P,9) is even. Given a fault in a multilevel circuit that is derived through
Now consider the circuit in Fig. 1. If the output of gate &lgebraic factorization of a two-level circuit, the ENF can
is s-a-1, then the faulty logic function can be constructed e used, as was shown, to map the multilevel fault to an
setting each ENF literal whose annotated list includes gateeguivalent set of faults in the two-level circuptyu — Fiwo.
to |ogic value one since the inversion parity a_|ong each pa@hssuming that the detecting set for each fault in the initial two-
from gate 8 to a PO is even. Thuk, s 11,13 and F5 51113 level circuit has been computed, the next step is to compose

are effectively removed from the sum-of-products expressighe detecting set for the multilevel fault from the detecting sets
for Z,, and E4 s 1, and Fs s » are removed from the Sum_for the two-level faults. If the multilevel fault is at a Pl or PO,

of-products expression fa,. This faulty logic function is then the detecting set is just the same as the two-levgl detecting
. . . et for the same fault. For all other faults, the detecting set for
identical to the one that occurs if there were four >"3he multilevel fault is composed by simply taking the union of
faults in the two-level circuit at the inputs to the AND gate P y Py g

: . e detecting sets for each two-level fault i,,, however,
corresponding to the four literals that were removed. If tr}ﬂere are two cases where this is not true
output of gate 8 is s-a-0, then the faulty logic function is ~,ca 1: 1f two or more faults inF,.. are in the same PO

constructed by setting those same four literals to logic valgg,ction and cause literals in two nondisjoint cubes to be s-a-0.
zero . This is equivalent to s-a-0 faults in the two-level circutthis case involves two overlapping cubes in the cofefor
at the inputs to the AND gates corresponding to the fogome PO, which are both removed by the multilevel fault.
literals. If a s-a-1 fault occurs at the input of gate 6 thathe two-level detecting sets assumed only one cube would be
comes from PIC(2), then each ENF literal whose annotatedlemoved at a time, so their union may understate the actual
list includes both Pl 2 and gate 6 is affected; the only sualetecting set. A simple example is a primary output function
literal is C4 ¢ 7/ 10,15~ Notice that in this case, the inversiorwith two cubesub +be. The detecting set for a literal in cube
parity along the path from the fault site to the PO is oddib being s-a-0 is:bc’ and the detecting set for a literal in cube
therefore the literal’} , ., |, 15 is $-a-0 which is the opposite be being s-a-0 isi'be. If literals in both cubes are s-a-0, then
polarity from the fault which was s-a-1. the union of the detecting sets suggestsé, a’bc}, however,
Now, the mapping process will be formally defined. Thie full detecting set ifabc’, a’be, abe}. Not computing the
Operation fuu — Fiue Maps a stuck-at fault in a multilevelfu” detecting set f_or this casg.always provides a lower bound
Gircuit, fuu, to an equivalent set of faults in the two-leveP"” the fault detection probability. The full detecting set can be

o B o : computed by adding in the missing tests. The missing tests can
CIrCuit, Fiwo = {fiwo,1,** ", fiwo,n }. EaCh two-level fault, .be found by forming the cove® consisting of the overlapping

Jiwo,i; IS @ s-a-1 or s-a-0 fault at the input of an AND gate il o5 "o then taking the intersection@fwith (C — QY.
the two-level circuit described by the ENF SOP expressiong. . it if a check is being made to seefif,y, is r.p.r

For each PO, let each cube in its ENF SOP expression i@, it the lower bound is above the r.p.r. threshold, it is not
ordered and each ENF literal in each cube be ordered, ”}?ébessary to compute the full detecting set.
s-a-0[z. 4, ], s-a-1[z, 4, j], and P[z, 4, j], will denote the s-a-0  case 2: If there is reconvergent fan-out with different in-
fault, s-a-1 fault, and annotated list, respectively, for flfe version parity, then it is possible for two or more faults in
ENF literal in the:th cube of the ENF SOP expression for PQ7, to be in the same PO function and have opposite polarity,
z. Using this notation, the mappinfhu — Fiwo IS derived i.e., one or more is s-a-1 (causing cubes to expand) and one
as follows. or more is s-a-0 (causing cubes to be removed). Then if an
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expanded cube is nondisjoint from a removed cube, part of thed shows that they are related in the following way:
two-level detecting set for the removed cube may not detect

the multilevel fault. This case involves a cube that expands testability preserving

such that it partially covers a cube that is removed, thereby, D random pattern testability preserving
eliminating some of the tests for the removed cube. In this
case, the union of the two-level detecting sets may overstate

the detecting set for the multilevel fault. Since tests for the pefinition 4: Let 7" be a transformation which transforms
expanded cubes will always detect the multilevel fault, thgrcuit k; into circuit K». If Ko is testable for fault clas$’
union of the two-level detecting sets for the s-a-1 faults irovided & is testable for fault clas#, then the transforma-
Fiyv. are a subset of the detecting set for the multilevel faufon 7" is testability preserving for fault class.
and hence form a lower bound. The full detecting set can bejn the case of single stuck-at faults, any transformation that
computed by adding in the missing tests. The missing tests s not introduce redundancy into the circuit is testability
be found by forming the coveE consisting of the expandedpreserving.
cubes, and then taking the intersectionff with the union  pefinition 5: Let 7 be a transformation which transforms
of the detecting sets for the s-a-0 faults/ip,.; this gives the circuit &, into circuit K. If the minimum fault detection
tests for the portion of the removed cubes that is not coverggbbability in K, is greater than or equal to the minimum
by the expanded cubes. As with case 1, if a check is beifglt detection probability irf;, for some fault clas$’, then
made to see iffiu is r.p.r., then if the lower bound is abovethe transformatiori” is random pattern testability preserving
the r.p.r. threshold, it is not necessary to compute the fylr fault classF.
detecting set. While testability preserving transformations ensure that no
Note that case 2 will not occur for algebraic factoringedundant faults are introduced into the circuit, random pattern
without the use of the complement or where the complemegktability preserving transformations ensure that no r.p.r.
is used only if a factor and its complement fan out to differefiults are introduced into the circuit. Applying random pattern
PO’s. This type of factoring will avoid reconvergent fan-oufestability preserving transformations to a circuit that does not
with different inversion parity except for the faults at théyave any r.p.r. faults will never produce a circuit that has
PI's. However, the detecting sets for faults at the PI's afgy.r. faults. The strategy in RP-SYN is to first factor the
computed in the two-level circuit as shown in Section linjtial two-level circuit so that it is random pattern testable, and
A, i.e., they are not computed by composing detecting seffen use random pattern testability preserving transformations
Therefore, for this type of algebraic factoring, case 2 need ngt optimize the circuit without introducing r.p.r. faults. Note
be considered. that a redundant fault has a detection probability of zero
So, the detecting set for the multilevel faylt..i. is com- and, therefore, can be thought of as a special type of r.p.r.
posed by taking the union of the two-level detecting sets f@qult. It is easy to show that random pattern testability pre-
each fault inf.. If case 1 or 2 occurs, then some additionaderving transformations are a subset of testability preserving
calculation may be required to get the full detecting set fefansformations.

Jmue- After the detecting set for the multilevel fault..i: has  Now consider test-set preserving transformations which are
been composed, the last step is to determine the fault detectigfined as follows.

probability. Since the detecting set is represented as a covemefinition 6: If a test set includes a test for each fault in
it is necessary to determine how many input combinatiomscircuit for some fault clas#’, then it is acomplete test set
satisfy the cover (i.e., how many minterms are elements @fth respect to fault clas#’

some cube in the cover). This can be computed exactly bypefinition 7: Let 7" be a transformation which transforms
using an algorithm such as the one in [15] to make the covgfcuit K, into circuit K». If any complete test set fok;
disjoint and then summing up the sizes of each cube, or it cgnalso a complete test set féf,, with respect to fault class
be estimated using the Karp-Luby algorithm [22] which ig" then the transformatiofl” is test-set preservindor fault

a Monte Carlo algorithm for Boolean functions in disjunctivg|ass F

normal form that runs in polynomial time. The number of input The following theorem states that random pattern testability

combinations that detect the fault is then divided by the totgteserving transformations are a superset of test-set preserving
number of input combinationg™, wheren is the number of transformations.

D test-set preserving.

primary inputs, to give the fault detection probability. Theorem 1:If a transformation is test-set preserving for
fault classZ; then it is also random pattern testability pre-
IV. RANDOM PATTERN TESTABILITY serving for fault classt” _

preserving transformation is used to transform cirégijtinto
Before describing the RP-SYN procedure, random pattecircuit K-, then any complete test set far is also a complete
testability preserving transformations need to be defined. Logést set forK,. The detecting set of each fault i, must
transformations can be classified based on their effect oontain the detecting set of at least one faultin. If this
the testability properties of the resulting circuit. This sectiowere not the case, then it would be possible to construct a
defines three classes of transformations (testability preservingmplete test set fo; that did not detect some fault in
random pattern testability preserving, and test-set preservirfg). Therefore, the detection probability for each faultfin
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Z;=A'+BCD Z, =A'+YD Z=A'CD+ABC'D+ABCD' Z=A'CD+ABK
Z,=ABC+B'D Zy =AY+B'D K=C'D+CD’
Y =BC A
b
EpEEs ;
C ) -z, ¢
]K Cube Extract 2
B 8
B . Z2 D
D DS [A2,5-a-1]=A'BC'D DS [A5,s-a-1]=A'BC'D+A'BCD’
DS [Bl,s-a-1]=AB'CD DS [Bg, s-a-11=AB CD+ABCD' DS [By,s-a-1]=AB' C' D DS [Bs,s-a-1]=AB C'D+AB CD'
DS [C1,s-a-1]=ABC'D DS [Co, s-a-1]=ABC DS [A2B2,5-a0]=ABC'D DS [A5B5,s-a-0]=ABC' D+ABCD'
DS [BiCt.s-a-0]=ABCD DSTY, s—a—l]:AB'+A'C' DS [A3,5-a-1]=A'BCD’ DS [K,s-a-1]=ABCD+ABC'D’
DS [B2,s-a-1]=AB' CD’ DS [Y,s-a0]=ABC DS [B3,s-a-1] =AB'CD’ DS [K,s-a-0l=ABC' D+ABCD
DS [C),5-a-1]=ABC' DS [A3B3,5-20]=ABCD’

DS [B2C2,5-a-01=ABC
Fig. 3. Example of extracting a kernel.

Fig. 2. Example of extracting a common cube.

) ) - the input of gate 2 coming from primary input B can only
is greater. than or equal to _th_e detection probzs_lbnlty of at_lgq% detected by one input combinatiohB’C'D. However,
one faultink. Thus, the minimum fault detection probability,tier the common cube is extracted, all of the faults associated
in K, is greater than or equal to the minimum fault detectiofiih the common cube have a detection probability of at least
probability in K. _ _ _ 2/16. The technique described in Section Il can be used to
A number of test-set preserving transformations for singlgjickly check what the resulting detection probabilities for
stuck-at faults have been identified in [2] and [28]. Tregjis associated with a common cube would be if the cube
covering technology mapping procedures [12], [23], are te§fzre factored out: by so doing, cube factors that eliminate
set preserving for both single and multiple stuck-at faul;gp_r' faults can be identified.
[17]. Based on Theorem 1, all of these transformations arep yernel K of an algebraic expressiaf is the quotient of
random pattern testability preserving as well. Note that adding 5nq a cubeD which is called the co-kemelk = F/D
an observation point is random pattern testability preserving,  — pg Factoring out a kernel affects the detection
however, adding a control point is not. It is possible for g.onapijity for faults associated with each instance of co-kernel
control point to reduce the detection probability for somg, 54 if the kernek is common to multiple expressions, then

faults. This will be explained further in Section VI. the detection probability of faults associated with each instance
of the kernelK are also affected. Consider the example in
V. LOGIC SYNTHESIS PROCEDURE Fig. 3. In the original network, all of the faults associated with

This section describes the RP-SYN procedure step by stéjf co-kernel have a detection probability of 1/16, however,
The procedure generates a multilevel implementation undifter the kernelK' is extracted, all the faults associated with
the constraint that the detection probability for each fault e co-kernel have a detection probability of 2/16. If the

above a given threshold. kernel K is common to other expressions, then it may fan
Input: Two-level representation of circuit and minimumout which would increase the observability of faults associated

fault detection probability threshold. with it thereby affecting their detection probabilities. Again,
Output: Multilevel circuit with no r.p.r. faults. the technique in Section Ill can be used to quickly check how
Step 1: Use a two-level minimizer to form a prime andthe affected detection probabilities would change if a kernel

irredundant cover for circuit. were extracted and therefore kernel factors that eliminate r.p.r.

Since algebraic factoring is used, this will ensure that rfaults can be identified.
redundant single or multiple faults will occur in the multilevel During the normal kernel and cube extraction procedures
implementation [5]. in MIS [3], kernels and common cubes are enumerated and

Step 2: Identify r.p.r. faults. chosen on the basis of literal count reduction. This same

This is done by computing the fault detection probabilitieenumeration process can be used to find kernels and common
(using the method described in Section Ill) and comparirgubes so that each can be checked to see which, if any, r.p.r.
them to the given threshold. If the detection probability for taults would be eliminated if it were extracted.
fault is below the threshold, then the fault is marked as r.p.r. Step 4: Extract a set of factors that eliminate all r.p.r. faults

Step 3: Identify algebraic factors that eliminate r.p.r. faultsand reduce literal count as much as possible.

The two types of algebraic factors are kernels and commonGiven the list of factors and the r.p.r. faults that each
cubes [3]. Factoring out a common cube affects the detectieliminates, a set of these factors is selected such that all
probability of faults associated with each instance of thep.r. faults are eliminated, and as a secondary goal, the literal
cube. Consider the example of extracting a common cubeunt is reduced as much as possible. This is essentially a
shown in Fig. 2. The detecting sets for each fault associatedighted covering problem where the constraint is the r.p.r.
with the common cube are listed. In the original networkaults and the cost is the literal count. One of the many
some of the faults associated with the common cube hadeuristic procedures for solving covering problem can be used
detection probability of 1/16. For example, the s-a-1 fault ofe.g., [11]). Note that some factors that actually increase the
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& ' g B z
G Kernel Extract + Obsv Point > H
H z 1 ]
1 J Observation
J K Point
B L
K
- 80
.. . 1
Minimum Detection Prob. = Z% Minimum Detection Prob. = 1056

Fig. 4. Example of kernel extraction with an observation point.

Z
D
E
F Z,
G
Cube Extract + Control Point > H
A I
B J Z,
C K
L

COXE P Re——TOW > QIS0 W >
N
~

Control Z
Z5 Point 3
. : _32 ini ; =236 _ 128
Minimum Detection Prob. = 3096 Minimum Detection Prob. = 3192 = 3006

Fig. 5. Example of cube extraction with a control point (same form applies i a kernel).

literal count may in fact be chosen to satisfy the primargompleted so it is fortuitous if a test point can be placed so
criteria of eliminating all r.p.r. faults. Of course, in some casess to eliminate multiple r.p.r. faults.

it may not be possible to eliminate all r.p.r. faults by algebraic Test point insertion is performed during step 4 of the RP-
factoring alone. In those cases, test points need to be inser®dN procedure in Section V. During that step, an attempt is
This is discussed in Section VI where an automated proceduigde to find a set of factors that eliminate all r.p.r. faults.
for inserting test points is presented as an extension to et is found that some r.p.r. faults cannot be eliminated with
techniques used in this step. When test points are requirggbtoring alone then one or more test points must be inserted to
the factoring described in Section VI is done first before thgiiminate these faults. One cause of r.p.r. faults are cubes with

factoring described in this step. N _ large fan-in which result in poor observability at their inputs
Step 5: Optimize with random pattern testability preservingind poor controllability at their outputs, so test points are
logic transformations. needed to “break up” these cubes. By finding common factors

As was shown in Section IV, random pattern testabilityyong |arge fan-in cubes, a single test point can be inserted
preserving logic transformations may be performed withoy§ preak up several large fan-in cubes, thus, eliminating a
concern of introducing new r.p.r. faults. number of r.p.r. faults. Examples of factors that enable this are

shown in Figs. 4-6. In Fig. 4, the general form can be seen
for extracting a kernel and adding an observation point at the
VI. TEST POINT INSERTION DURING SYNTHESIS output of the kernel. Since a kernel breaks up multiple cubes,

When the minimum fault detection probability thresholdiS type of factoring increases the effectiveness of a single
is such that some r.p.r. faults cannot be eliminated througRServation point. Extracting a common cuband adding an
algebraic factoring, then test points need to be inserted GRservation point at its output does not help, however, because
order to generate an implementation that satisfies the minimdf§ controllability at the output afis not improved so the fault
detection probability constraint. Test inputs (for control point§ietection probabilities associated with the cubes for which
and/or test outputs (for observation points) are added in sugha fan-in are not improved. In Fig. 5, the general form can
a way that they can be used during testing to increase falp@ seen for extracting either a cube or a kernel fattcand
detection probabilities, but during normal operation the teg€lding a control point at its output. The control point improves
inputs can be set to a specific logic value that allows the circtite controllability at the output of” and, thus, improves the
to operate as intended. The advantage of adding test poileservability of the inputs of each cube for whikhis a fan-
during synthesis is that factors can be specially chosen so timatin Fig. 6, the general form can be seen for extracting either
a single test point can eliminate a number of r.p.r. faults. Blncube or a kernel factdr and adding both a control point and
post-synthesis test point insertion, factoring has already besmobservation point. In the example in Fig. 4, a small fan-in
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F Zl

D
E
F

G Cube Extract + Control and Obsv Point }

w
|
[@lroh=

i Control Observation
Point Point

36 Minimum Detection Prob. = 248 _ 224

Minimum Detection Prob. = 7096 2107 = 1005

Fig. 6. Example of cube extraction with control and observation point (same form applédsfa kernel).

cube provided good controllability at the output of the kernetluring the factor selection process. In most cases, adding
and in the example in Fig. 5, a small fan-in cube provided go@ntrol points will not significantly lower any fault detection
observability at the output of the extracted cibehowever, probabilities. At one logic value, the control point has no
in the example of Fig. 6, all of the cubes have large fan-in, sdfect on the circuit so the detection probabilities remain the
both a control point and an observation point are required. same. At the other logic value, the control point can raise
Extracting a common cube and adding a control point a®d lower the detection probabilities for some faults. Thus,
observation point is an effective technique for eliminating afidding a control point can reduce the detection probability
of the r.p.r. faults with few test points. The reason for thifor @ fault by no more than a factor of two, but it can
is that it is often possible to find a common cube amorifcrease the detection probability many times owiter a
many large fan-in cubes, thus, enabling a single control af@ntrol point is added, fault detection probabilities can be
observation point to break up several large fan-in cubes. Ygrified to make sure that none of them have slipped below
some circuits, only a few common cubes need to be factor¢ minimum detection probability threshold. In the rare event
out and augmented with test points to break up all the |arggalt this hgs occurred: the procedure can backtrack and find
fan-in cubes and eliminate all r.p.r. faults. In other circuité" alternative. Regarding the second problem of recomputing
good kernels exist such that only observation points are need¥g-1€vel detecting sets, only the two-level detecting sets that

to eliminate all r.p.r. faults. So, it is advantageous to consid@® needed to check if any r.p.r. faults are eliminated by the
all of the options when inserting test points during synthesi§°Ntrol Point need to be recomputed during the factor-selection

In RP-SYN, test point insertion is performed by first identiprzcesi' . . L h b f
fying factors that allow a single test point to eliminate several nother important issue is minimizing the number of test

r.p.r. faults that require test points (i.e., that cannot be elin] _puts and test oufputs that are needed to support the test

nated by factoring alone). These factors can be found by aggl%'ms' Each test input and test output has some overhead

enumerating the kernels and common cubes and computing ?ﬁsomated with it. Each test input requires larger input patterns

relevant fault detection probabilities to determine which r.p.tr(.) ‘be generated,. and each tpst ou'gput requires “more outpu’:[
faults each factor plus a control point or observation Oirrfsponse analysis. Observation points can be “condensed

1 factor p P P using techniques such as those in [16], to reduce the number of
or both will eliminate. Once all of these factors have be

&8st outputs. If at-speed testing is to be used, care must be taken
identified, a set of them are chosen and augmented by b o J i

medesigning the condensation network so that the delay is not

appropriate t.es.t points spch that all r.p.r. faults requiri_ng tE1t°'_)'i1gerthan a clock period. When the logic synthesis procedure
points are eliminated using as few test points as possible. ;445 an observation point, a check can be made to see if

Computing the fault detection probabilities when identifying .4 pe condensed without significantly reducing any fault
which r.p.r. faults each factor plus test point eliminates i§etection probabilities. Multiple control points can be derived
complicated by the fact that test points change the two-leyghy, the same test input. When the logic synthesis procedure
detecting sets. An observation point adds a new PO, S0 di§ds a new control point, a check can be made to see if it can
ENF and two-level detection sets must be computed in ordgs derived from one of the previously added primary inputs

to use the technique described in Section Ill. Control poin{githout significantly reducing any fault detection probabilities.
pose a more difficult challenge because the ENF and two-level

detecting sets change for each PO that the control point has

a path to. This presents two problems: 1) adding a control

point can lower the detection probability for any fault that has VII. EXPERIMENTAL RESULTS

a path to some primary output that the control point has aRP-SYN has been built on top of SIS 1.1 (an updated
path to, and 2) recomputing the two-level detecting sets eagdrsion of MIS [3]) and used to generate multilevel implemen-
time a control point is considered can be computationaltgtions for several benchmark circuits that have long random
expensive. The first problem need not be a major concequattern test lengths. Results are shown in Tables | and II.
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TABLE |
COMPARISON OF TEST LENGTH RESULTS FOR BENCHMARK CIRCUITS
Circuit Algebraic Script Rugged Script RP-SYN Comp Alg [Comp Rug
Pdet | Test Pdet | Test Pdet | Test Test | Testl| TestLen || Test Len
Name | PI | POl (log,) [Length| Lits || (log,) |Length{ Lits | (log,) [Length| Lits | PI | PO | Reduction || Reduction
chkn {29 710 -22 | 19M |422} -23 | 33M | 332 -19 [1.1M |426] O [ 1 17 30
-17 |[900K (442|100 | 1 21 36
-15 J120K [467]1 0 | 1 158 275
duke2; 22|29 -15 | 48K [4250 -15 | 76K |420(-14.7 | 35K |426{ O | O 1.3 2.1
-12 TK [426]0 |1 6.8 10
-11 3K 431 1 1 16 25
exep {3063 -22 |4.6M |566) -20 | 2.1M [545]| -16 |260K |597} 1 1 17 8.1
-14 | 67K |635] 1 1 69 31
-11 16K | 663 2 1 287 131
gary | 15111} -13 | 23K |501| -13 | 20K [374} -12 | 11K |559| 0 | 1 2.1 1.8
11 | 42K [578]1 0 1 54 4.7
-9 1.8K |605( 1 1 12 11
in2 1910} -13 | 20K |419 -13 14K |301(-12.4 | 12K [{429] 0 [ O 1.6 1.2
-11 3K |492{0 [ 1 6.6 4.6
in7 26|10 -17 | 100K | 126( -17 | 110K | 116f -13 | 15K {137| 1 1 6.6 73
-10 8K 1167] 1 1 12 14
misg | 56|23 -13 | 12K | 101 -13 | 23K | 95 | -12 9K [101]0 | O 1.3 2.5
-11 5K | 11210 |1 2.4 4.6
-8 [06K 112210 |1 20 38
vg2 [25] 8 [ -15.2 | 145K | 97 |[-15.2 [ 148K | 88 [|[-145| 40K | 97 { O | O 3.6 37
-11 6K 12111 1 24 24
xldn |27 6 || -17.5{210K [ 101 |-17.5 | 420K | 90 [ -15 (130K [113] 1 1 1.6 3.2
-13 | 69K [125] 1 1 3.0 6.1
-11 [ 23K 1492 | 1 91 182
x2dn [ 82|56 -15.5 | 165K [ 206 -15.5 | 140K | 194} -10 | 3.8K |214] 1 1 43 36
-8 1.6K {2342 |1 103 87
x6dn (39| S || -15 | 44K [ 381} -14 [ 29K (333 -13 9K 3980 |1 4.8 32
-11 [43K 142310 |1 10 6.7

In Table I, under the first major heading, information isnajor headings, the random pattern test length of the multilevel
given about each benchmark circuit: name, number of pdircuit implementations generated by RP-SYN are compared
mary inputs, and number of primary outputs. Under the those generated by the algebraic and rugged scripts. The test
next three major headings, results are given for the multength reduction factor is shown and is computed as follows:
level circuits generated using two scripts that are distributed
with SIS, script.algebrai¢ which uses only algebraic trans- Test Length Reduction Factor
formations, andscript.rugged which uses both Boolean and = (script test length)/(RP-SYN test length).
algebraic transformations, and the multilevel circuits generated
by RP-SYN with different minimum fault detection proba- The minimum fault detection probability constraints were
bility constraints. Three things are shown under each of thggsen for the proposed procedure to show a range of area
following major headings. versus test length reduction tradeoffs. For almost all the

Paet(log,): Lowest fault detection probability for any fault circuits, implementations were found which reduced the test
in the circuit. It is computed exactly and expressed as a Ighgth by at least a factor of ten with only one test output and
base two. in some cases one test input. In comparing the implementations

Test Length: Test length which was obtained by averagingenerated by the algebraic script versus the rugged script, the
the number of random patterns needed to reach 100% faul§ged script produced smaller implementations, however, in
coverage for 50 simulation experiments using LFSR’s witfome cases the test length is longer. This is due to the fact
five different characteristic polynomials and 10 different seedgat the rugged script uses Boolean transformations which may
The number of stages in the LFSR was equal to the numiginerate circuit structures that have faults with lower detection
of PI's. probabilities than the original starting point.

lits: Factored form literal count for the circuit. The minimum fault detection probability constraint that

For the multilevel circuits generated by RP-SYN, the nuneould be satisfied with using only testability-driven factoring,
ber of test inputs and test outputs that were added to the., without inserting test points (no test inputs or test outputs)
circuit (necessitated by test points) are listed under the colummas found for each circuit. For most circuits, no appreciable
labeledTest Pland Test PO Control points were derived from improvement was obtained compared with the algebraic script
the same test input when possible, and observation poi(tecause there were some r.p.r. faults could not be eliminated
were condensed when possible. The area for the condensakipriactoring alone), hence, results for this case are shown only
network is included in the literal count. Under the last twéor duke2, in2, misgandvg2



TOUBA AND MCCLUSKEY: RP-SYN WITH TEST POINT INSERTION 1211

TABLE I
COMPARISON OF AREA AND DELAY RESULTS FOR BENCHMARK CIRCUITS

Rugged Script Delay Script RP-SYN Cmp Rug Cmp Delay
Circuit || CPU CPU Pdet |CPU Area |Delay | Area j Delay
Name [|Time| Area | Delay || Time | Area | Delay || (log,) | Time| Area | Delay | Ratio | Ratio || Ratio | Ratio

chkn [f 333 |388.8|17.02} 36 |[481.1[14.56| -19 | 473 | 445.0 | 1324 | 1.14 | 78 92 91
-17 15364712 | 1478 | 121 | .87 98 | 1.02
-15 | 668 [ 4972 | 1517 [ 128 | .89 | 1.03 | 1.04
duke2 | 19 [471.4|17.07| 55 [662.1| 9.94 || -14.7 | 13 | 437.6 | 10.61 | .93 .62 66 | 1.07
-12 | 116 | 455.6 | 11.57 | .97 .68 69 | 1.16
-11 | 286 | 473.7 | 12.51 [ 1.00 | .73 72 1 1.26
exep 29 |589.7 (1084 85 [761.4]|10.12] -16 | 96 | 632.0 | 10.64 || 1.07 | .98 .83 | 1.05
-14 | 110 | 6747 | 10.65 || 1.14 | .98 .89 | 1.05
-11 [ 32517033 [ 11.22 [ 1.19 | 1.04 | 92 | 1.11
gary 61 14742 (2337 52 [5749 1412 -12 | 25 [ 5642 | 10.10 || 1.19 | .43 .98 72
-11 | 60 | 581.5 [ 1142 || 1.23 | .49 || 1.01 | .81
-9 1178 16095 | 1582 4 1.29 | .68 | 1.06 | 1.12
in2 77 |357.2121.99| 42 |607.8{11.00(-124 | 7 [ 4204 | 1055 | 1.18 | .48 .69 .96
-11 [ 139 | 5489 [ 11.16 || 1.54 [ .51 90 [ 101
in7 2 {1318 (12114 19 (187.0] 8.81 || -13 8 1494 | 10.94 § 1.13 | .90 .80 | L.24
-10 | 62 11653 ] 11.59 | 1.25 | .96 .88 | 1.32
misg 1 942 | 5.44 5 (1141} 638 || -12 2 877 | 5.75 93 | 1.06 § .77 .90
-1 2 914 | 6.15 97 | L.13 || .80 .96
-8 7 963 | 6.83 | 1.02 ] 1.26 ]| 84 | 1.07
vg2 1 [112.8] 7.65 || 10 1963 | 7.67 |[-145] 3 109.0 | 791 97 | 103 | 56 | 1.03
-11 19 11225 [ 949 [ 1.09 [ 1.24 || 62 | 1.24
x1dn 1 [1169( 791 8 | 1638 775 | -15 | 265 | 1244 | 11.59 || 1.06 | 1.47 § .76 | 1.50
-13 1323 | 1359 | 11.63 | 1.16 | 147 || .83 | 1.50
-11 1382 [ 1563 | 13.12 [ 134 | 1.66 | 95 | 1.69
x2dn 2 [210.7 | 6.42 9 12208} 6.60 || -10 5 12292 | 934 [ 1.09 ] 145 } 1.04 | 1.42
-8 57 124521 993 [ 1.16 | 1.55 f 1.11 | 1.50
x6dn || 22 [377.7|16.12 81 |482.6]10.03] -13 | 143 | 459.4 | 10.71 | 1.22 | .66 95 1 1.07
-11 | 21114721 [ 1353 || 1.25 | .84 98 | 1.35

In Table Il, results are shown comparing the area and TABLE Il
delay of the multilevel circuits synthesized by RP-SYN versus COMPARISON WITH POST-SYNTHESIS TEST POINT INSERTION
tho_se synthesized u_sir_lgcript.rugged(ar_ea optimized) and par— Post-Syathosis TPL RP-SYN
script.delay(delay optimized). The CPU time required for each Pdet | Test | Test | Pdet | Test | Test
synthesis procedure running on an UltraSPARC 2 is shown.  Name|PI [POfl (log,)| PI | PO [ (logy)| PI | PO
The circuits were mapped usifi@2.genlib and the resulting chkn [29] 7] -15 1 2 [ -15 0 1
area and delay are shown. Under the last two major headings, duke2|22]29) -11 | 3 2 | -1 1 1
the ratio of the area and delay of the circuits generated by exep 301634 -11 | 4 3 J-un] 2 1
RP-SYN with those generated by the rugged and delay scripts £2X IS -9 1 3 -9 : !

in2_ [19]10] -11 3 s P-uu] o 1

are shown. in7_|26]10] 10 | 1 1 |10 | 1 1

As can be seen in Table II, the execution time for RP-SYN misg | 56|23 8 1 1 8 0 1
is roughly comparable with the other synthesis procedures. vg2 25| 8| -ii 2 0 | -11 1 1
It is surprising to see that in a few cases, the area of the xldn|27]64 -11 | 3 4 ) -11 2 1
random pattern testable circuits generated by RP-SYN js X2dn 1821564 8 | 5 | 3 L -8 | 2 . |
actually less than those generated by the rugged script. It is x6on [ B0 1 1 2 RS 0 L

also interesting to see that in many cases the delay of the

random pattern testable circuits generated by RP-SYN is lggsst-synthesis test point insertion were obtained by first
than those generated by the rugged script. This implies thghthesizing the circuit and then inserting a sufficient number
while the testability-driven factoring increases the literal coungs test points to achieve the desired minimum detection
it tends to reduce delay. However, the main purpose of tRgghability. As can be seen from the results, by combining
rugged script is to minimize area, so perhaps it is not fair factoring with test point insertion, RP-SYN is able to

compare the delay. Thus, a comparison is also made with gnificantly reduce the number of test points required.
delay script. It is surprising to see that in a few cases, the

circuits generated by RP-SYN have even less delay then those VIII. CONCLUSIONS
generated by the delay script. In most cases the delay is largefThere are two new and important features in RP-SYN
but note that the area is generally much less. that distinguish it from other methods for obtaining random

In Table lll, a comparison is made between RP-SYNattern testable implementations. The first is that properties
and post-synthesis test point insertion. The results fof algebraic factoring are used to simply fault detection
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probability calculations. This enables faster and more accurate
identification of r.p.r. faults, thereby, avoiding unnecessary
testability-driven factoring and test point insertion. Th
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E. Detjens, G. Gannot, R. Rudell, A. Sangiovanni-Vincentelli, and A.
Wang, “Technology mapping in MISProc. Int. Conf. Computer-Aided
Design (ICCAD) 1987, pp. 116-119.

] S. Devadas and K. Keutzer, “Synthesis of robust delay-fault-testable

second feature is that, when necessary, test points are inserte€dcircuits: Practice,”IEEE Trans. Computer-Aided Desiguol. 11, pp.

during the synthesis process. All previous techniques use
post-synthesis test point insertion. Inserting test points duriHé]
synthesis increases the effectiveness of testability-driven
factoring; factors can be chosen to minimize the number of tgst]
points that are required. Moreover, the impact of the test points
on area, delay, power, etc., is known during the synthesis
process thereby permitting better optimization to ensure thag)
the resulting circuit will satisfy design requirements. Inserting
test points at the back-end runs the risk of causing a circlff!
to not meet specifications and require redesign.

RP-SYN requires a two-level representation as a starting
point thereby limiting its application to control circuits and18]
other circuits that can be flattened (i.e., two-level represen-
tation is not exponential). However, control circuits are an
important application because they can contain large fan{ir$]
cubes that cause r.p.r. faults. Note that RP-SYN can be used
for nonflattenable circuits by partitioning the circuit into flaty,q,
tenable logic blocks which are logically isolated during testing.

Another limitation of RP-SYN is that it uses only algebraid21]
transformations. However, in a large system design, RP-SY[%]
need only be used to generate the logic blocks for which other
synthesis methods do not produce random pattern testable
implementations. Thus, any area overhead associated W##
algebraic transformations is incurred for only a portion of the
overall design. [24]

One way to improve the results is to combine the transfor-
mations described in [8] with those in RP-SYN. RP-SYN cal®!
be used to insert the necessary test points and factor the circuit
and then the multilevel transformations described in [8] cgpe]
be used to further optimize the circuit.
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