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Abstract

In this report we will introduce the algorithms of H.263+ codec first. Then we will compare the different optional modes and our work on Annex L.4. At last we will discuss the implementation on wireless systems of Texas Instruments.

Introduction

The coding of digital video sequences has been paid increasing attention over the past few years. A new standard in this field is H.263+, which has been recently accepted by the ITU. H.263+ provides twelve optional coding modes to improve compression, coding performance and image quality. The implementation of H.263+ on Digital Signal Processor is been studied as usual. Because of the limitation of resources on DSP chips, it is necessary to get the best combination of several modes to get the best performance on the DSP board as well as to save the memory. On the other hand, if the media we using to transmit the encoded stream is wireless cellular phone channel, it will be also important to study the appropriate way to transfer the motion images processed by H.263+ encoder.

In this report we compared the H.263+ optional modes in order to find which combination has the best performance improvement to memory usage on the TMS320C54x DSP family, and we also discussed the implementation of the transmission of H.263+ processed images via digital cellular phone channel.

Overview of H.263+ Algorithms

In H.263+, not only does it include all the features of h.263 encoding and decoding algorithms, it also modified the Unrestricted Motion Vector mode (Annex D), and added twelve new optional modes to improve the motion image processing quality and speed. 

Advanced Intra Coding mode (Annex I) employs a new VLC table for encoding the quantized coefficients, a table that is optimized to global statistics of intra macroblocks. Deblocking Filter mode (Annex J) introduces a deblocking filter inside the coding loop. It results in better prediction and a reduction in blocking artifacts. Slice Structured mode (Annex K) allows the subdivision of the picture into segments containing variable numbers of macroblocks. Supplemental Enhancement Information mode (Annex L) is aimed at providing decoder supporting features and functionalities within the video bit stream. In the Improved PB-frames mode (Annex M) the use of the additional forward and backward predictors makes Improved PB-frames less susceptible to significant changes that may occur between pictures. Reference Picture Selection mode (Annex N) reduces error propagation between corrupted pictures, thus maintaining good picture reproduction quality in error-prone environments. Temporal, SNR, and Spatial Scalability mode (Annex O) specifies syntax to support temporal, SNR, and spatial scalability capabilities. Reference Picture Resampling mode (Annex P) describes an algorithm to warp the reference picture prior to its use for prediction. Reduced Resolution Update mode (Annex Q) is most useful for highly active motion scenes with detailed backgrounds. Independently Segmented Decoding mode (Annex R) prevents the propagation of errors, thus providing enhanced error resilience and recovery capabilities. The intra VLC table designed for encoding quantized intra DCT coefficients in the Advanced Intra Coding mode can be used for inter block coding when Alternative Inter VLC mode (Annex S) is enabled. Modified Quantization mode (Annex T) has three features. First, it allows rate control methods more flexibility in changing the quantizer at the macroblock layer. Second, it enhances chrominance quality by specifying a finer chrominance quantizer step size. Third, it improves picture quality by extending the range of representable quantized DCT coefficients. 

The twelve modes are independent with each other, so we could select the best combination according to our requirement. The structure of encoder is shown is figure 1. The structure of decoder is vice versa.
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Figure 2. Video Encoder Block Diagram


With the variety of optional modes available in H.263+, it is crucial that several preferred mode combinations for operation are defined (Appendix III). The first level of support is composed of the following modes: Advanced INTRA Coding (Annex I), Deblocking Filter (Annex J), Supplemental Enhancement Information (Full-Frames Freeze Only) (Annex L Section L.4) and Modified Quantization (Annex T). The second level of support is composed of Unrestricted Motion Vectors (Annex d), Slice Structured Mode (Annex K) and Reference Picture Resampling (Annex P). The final level of support is composed of the following modes: Advanced Prediction (Annex F), Improved PB-frames (Annex M), Independent Segment Decoding (Annex R) and Alternate INTER VLC (Annex S). While the ratio of performance improvement to computational complexity was a major criterion used in this categorization, utility for packetization and error resilience were also considered. Backward compatibility is also an important issue to consider. Decoder support for a given level implies support for all lower levels.

Preferred modes on TMS320C54x DSPs

The TMS320C54x generation maximizes performance while reducing power consumption and system cost in high-volume, wireless communications applications such as digital cellular telephony, pagers, personal digital assistants (PDAs), and wireless modems. The ‘C54x DSPs are optimized for wireless communications terminals and basestations. 

The memory space for program and data are both restrictedly limited on TMS320C54x devices. The ‘C54x device specification is shown in table 1. We can see that the largest on-chip memory in ‘C54x family is 54K words, which is supported by ‘C545 and ‘C546. There is no off-chip memory provided in ‘C54x. As the decoder processes image frame by frame, we have to provide the storage space for each frame, which is about 25kB. So we only have about 80KB memory for our code segment and static data as well as other dynamically allocated memory. 

TABLE 1. TMS320C54x Device Specifications



ON-CHIP MEMORY



RAM
ROM

DEVICE
CYCLE TIME

(ns)
DATA/

PROGRAM
DATA/

PROGRAM
PROGRAM

‘LC541
20.25
5K
8K
20K

‘LC542
20.25
10K
--
2K

‘LC543
20.25
10K
--
2K

‘LC545
20.25
6K
16K
32K

‘LC546
20.25
6K
16K
32K

‘LC548
12.5, 15
32K
--
2K

‘LC549
12.5, 15
32K
--
16K

‘VC549
10
32K
--
16K

Our study of which mode combination should be applied on TMS320C54x DSP is based on the three levels described above. We compared the H.263+ optional modes in order to find which combination has the best performance improvement to memory usage on the TMS320C54x DSP family. By testing the different mode combination, we found that the first level of support has the best performance improvement to memory usage.  We implemented Annex L.4 in our decoder so that the displayed picture can remain unchanged until the freeze picture release bit in the current PTYPE or in a subsequent PTYPE is set to 1, or until timeout occurs, whichever comes first.

As concerning both the memory restriction and the real-time requirement, the combination of Annex D, G, I, J, L.4 and T can reach both the requirements. Improved   PB-frame mode (Annex M) is not suitable. It introduces a one-frame delay and requires storage of an additional frame in memory, since it is forward and backward predicted. Instead D is implemented to allow higher complexity. Annex E is SAC, which is used instead of VLCs for entropy coding. SAC, until now, has many patents. So it is not used as far as we can tell. Annex N is RPS, which needs additional picture memory accommodated in the decoder. So is Annex Q. They are not used in order to avoid additional memory consuming. Annex O is scalability. It is very specialized. We chose not to support it. Annex H describes FEC codes, which is used in situations where no forward error correction is provided by external means.

Transmission of coded stream over wireless cellular phone channel


(Standard)


The highest bandwidth of wireless channel is 64Kbps. The average time for decoding a frame is about 0.0388 seconds. So the encoded stream should be smaller than 2.48Kb to fit the real time requirement. For standard QCIF files we used, the average size of coded stream for each frame is about 2.326Kb. So we can roughly get real-time image. However we need to provide some delay in case that coded stream for some frames is larger than 2.48Kb, e.g. delay the updating of the current frame until next frame arrives.


TMS320C54x DSPs are optimized for wireless communications applications such as digital cellular telephony. Our focus of this research was based on the feasibility to implement H.263 codec on ‘C54x DSP for wireless cellular phone channel. 

So we still based on the combination we discussed above. However wireless channel is error-prone, we also need to provide some optional mode for error correction, e.g. Annex H. At the same time, we still have to consider memory limitation. So we only add Annex H to the basic combination for possible error correction.

Results
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Conclusion


As TMS320C54x family is limited in memory space, it is not quite possible to implement all the optional modes in H.263+ decoder on ‘C54x DSPs. The first level of support is the optimal combination for both the requirements of real time implementation and memory usage. Also we added some other optional modes to provide better image quality and error correction for wireless applications within the limitation of memory space. 
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