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The relative value iteration scheme (RVI) for Markov decision processes (MDP) dates back to White (1963), a seminal work, which introduced an algorithm for solving the ergodic dynamic programming equation for the finite state, finite action case. Its ramifications have given rise to popular learning algorithms (Q-learning). More recently, this algorithm gained prominence because of its implications for model predictive control (MPC). For stochastic control problems on an infinite time horizon, especially for problems that seek to optimize the average performance (ergodic control), obtaining the optimal policy in explicit form is only possible for a few classes of well-structured models. What is often used in practice is a heuristic method called the rolling horizon, or receding horizon, or MPC. This works as follows: one solves the finite horizon problem for a given number of steps $N$, or for an interval $[0, T]$ in the case of a continuous time problem. The result is a nonstationary Markov policy, which is optimal for the finite horizon problem. We fix the initial action (this is the action determined at the $N$th step of the value iteration (VI) algorithm) and apply it as a stationary Markov control. We refer to this Markov control as the rolling horizon control. This of course depends on the length of the horizon $N$. One expects that for well-structured problems, if $N$ is sufficiently large, then the rolling horizon control is near optimal. Of course, this is a heuristic. The rolling horizon control might not even be stable. For a good discussion on this problem, we refer the reader to Della Vecchia et al. (2012). Obtaining such solutions is further complicated by the fact that the value of the ergodic cost required in the successive iteration scheme is not known. This is the reason for the RVI.

Naturally, for the rolling horizon control to have the desirable properties, the value function, suitably normalized, must converge. For nonfinite state space models, the literature contains several results on convergence for problems enjoying uniform stability properties (Montes-de Oca and Hernández-Lerma 1996, Cavazos-Cadena 1998, Hernández-Lerma and Lasserre 1990), even in fairly abstract Borel models (Yu 2015), and more recently in continuous time, even for stochastic differential games (Arapostathis et al. 2013) and mean-field games (Arapostathis et al. 2017). But the real challenge is the study of models that do not exhibit uniform ergodicity under all Markov controls, but are only stabilizable. This is of course the paradigm of linear systems with a quadratic running penalty, which is very well understood. For nonlinear problems, there are few results. For discrete time problems, we refer the reader to Cavazos-Cadena (1996), Chen and Meyn (1999), and Arapostathis and Borkar (2019), and for continuous time, to Arapostathis et al. (2014). There has also been some work on models where the drift of the equation is the control, and the objective is to minimize a running penalty, which is the sum of a potential function and the control effort (Ichihara 2012).

The work cited above concerns the convergence of the VI or RVI. Stability and asymptotic optimality of the rolling horizon control is a much harder problem, and results for nonlinear models are scarce. Let us review such a result for an MDP on a countable state space. Consider a model with state space $\mathcal{S} := \{0, 1, 2, \ldots\}$, action
space $\mathcal{U}$, a compact metric space, transition probability kernel $P_u(i,j)$, with $i,j \in \mathcal{F}$ and $u \in \mathcal{U}$, and running cost $r(i,u)$, which is assumed nonnegative. Denote the state process as $X_n$, $n = 0, 1, \ldots$. The optimization criterion is the infinite horizon average cost (or ergodic cost)

$$J(\bar{\vartheta}) := \limsup_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} \mathbb{E}[r(X_k, v_k(X_k))],$$

where $\bar{\vartheta} = (v_0, v_1, \ldots)$ denotes a Markov strategy. Let $\rho$ denote the infimum of $J(\bar{\vartheta})$ over all Markov strategies. We assume that $u \mapsto P_u(i,j)$ and $u \mapsto r(i,u)$ are continuous, that the process is irreducible and aperiodic, and that $\liminf_{n \to \infty} \min_{u \in \mathcal{U}} r(i,u) = \infty$. The last hypothesis is a structural assumption on the running cost and has the effect of discouraging unstable behavior. As a result, any stationary Markov control that results in a finite ergodic cost renders the process Harris recurrent. Recall that the Bellman equation, or average cost optimality equation for this problem takes the form $\min_{u \in \mathcal{U}} [P_u V(i) + r(i,u)] = \rho + V(i)$.

The VI is given by

$$\varphi_{n+1}(i) = \min_{u \in \mathcal{U}} [P_u \varphi_n(i) + r(i,u)] - \rho,$$

with $\varphi_0$ a given function, which we set here equal to zero for simplicity. Since $\rho$ is not known, we replace it with $\varphi_n(0)$ in the above equation to obtain the RVI. Consider the following structural hypothesis: There exist positive constants $\theta_1$ and $\theta_2$ such that

$$\min_{u \in \mathcal{U}} r(i,u) \geq \theta_1 V(i) - \theta_2 \quad \forall i \in \mathcal{F}.$$  

Equation (2) implies that under an optimal Markov control, the resulting process is geometrically ergodic. It can be viewed as a hypothesis on the rate of “stabilizability” of the process. Note that if (2) is verified for some Markov control, with $V$ replaced by the solution of a Lyapunov equation corresponding to that specific control, it also holds for the solution of the Bellman equation. For an example of a class of problems that satisfy this hypothesis in a generic manner, see Arapostathis and Borkar (2019). As shown in Arapostathis and Borkar (2019), which addresses MDPs living in a Euclidean space, this hypothesis implies that

$$(1 - \beta^n)(V(i) - \frac{\varphi_0 + \theta_1}{\theta_1}) \leq \varphi_n(i) \leq V(i) \quad \text{for } n \in \mathbb{N}.$$  

Thus, the VI converges to a neighborhood of the solution of the Bellman equation at a geometric rate, and using a separate argument, we can show that it indeed converges to the function $V$ up to an additive constant. The same applies to the RVI. Moreover, one can show that the rolling horizon policy $v_n$ is “stabilizing” for all $n$ such that $(1 + \theta_1)(1 - \beta^{n-1}) > 1$, and the process is geometrically ergodic under any such $v_n$. Here, $v_n$ is a selector from the minimizer of (1), and it is important to note that the VI and the RVI have the same set of minimizers. In addition, we can derive bounds on the performance of $v_n$, or, in other words, for $J(v_n)$, and show that this quantity converges to $\rho$. Analogous results can be obtained for continuous Markov processes (see theorem 3.20 in Arapostathis et al. 2014).

The result above shows that the convergence of the RVI may depend on the rate of ergodicity of the process under the optimal control, or, more generally, under a stabilizing control. This of course was demonstrated in the analysis above only for a system that exhibits a geometric rate of convergence to the stationary distribution in total variation, and for which the running cost serves as the storage function of a solution to an associated Lyapunov equation. The rate of convergence to the invariant distribution for Markov processes has been a topic of intense study lately (see for example Douc et al. 2009 and Hairer 2016), and various results have been obtained via the Foster–Lyapunov theory, or coupling techniques. This might be a promising direction for the study of the problem that we described above and can be summarized as follows:

(A) Determine suitable structural properties for the system model that result in the rolling horizon control to become stabilizing after running the RVI a finite number of steps. Also determine the rate of convergence.

(B) Determine conditions for the rolling horizon control to be asymptotically optimal and bounds on its performance.
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