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The hardware software co-design problem is posed as an

evolution of existing synthesis Methods
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ENNEN \/ulcan

| Specification
| Modeling
> Constraint Analysis
| Software and Runtime Environment
| Target Architecture - H/S Interface
| Partitioning
I Co-simulation
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EWEEN \\ode -- Flow Graph

I Hierarchical control/data-flow graph

ocontrol flow primitives (iteration and model call
modeled though hierarchy

I Acyclic
nmodels partial order of tasks/operations
Diteration is modeled outside the graph

| Polar
nsource and sink vertices model No-Operatios
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Flow Graph
(CDFG)

conjoined output: directs the flow
of control to all its branches

disjoined output: selects one of the
successors based on a condition index

process exanple (a, b, c¢)
in port a[8],
in channel b[8];
out port c[8];

bool ean x[ 8], y[8], z[8];
X = read(a);

11 y = receive(b);
if (x>y)

zZ =X -y,
el se
z =X *vy;
while (z >= 0)
wite c = vy;
z=z-1;}

BN Operation verticesin a Flow Graph

no-op: no operation
cond: conditional fork
Jjoin: conditional join
op-logic: logical operations
op-arithmetic: arithmetic operations
op-relational: relational operations
op-io: 1/O operations
wait. wait on a signal variable
link: hierarchical operations
0 call: procedure call (invocation times =1)
0 /oop: iteration (invocation times > 1)
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ENEEN Sysiem Mode

I Consists of one or more flow graphs that may
be hierarchically linked to other flow graphs

s System Model: @ = {G,*, G>*, ...,Gn*}
where
i* represents the process graph model G; gnd

all the flow graphs that are hierarchically linked
to G;.

¢ A flow graph model that is common to two hierarchies
of a system model is called a shared model
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BWENN Flow Graphs: Execution Semantics

| At any time, an operation may be
Owaiting for execution
0 presently executing
0 having completed its execution

S

The state of a vertex is defined as being one of {s,, s, sq}

Si: reset state ==> waiting for execution

Se: enable state ==> presently executing

Sq: done state ==> completed execution
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ENEEN Example
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I::> No assumption about timing of the operations is made =>
(consecutive rows can be spaced arbitrarily over the time axis)
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BWEEN Timing Properties

| Operation delay

I Graph Latency

| Rate of Execution (operations)
| Rate of Reaction (graphs)
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EEEN Operation Delay
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II"HIﬂVLjnency

| Latency, A(G), of a graph model G refers to
the execution delay of G

A(G) = ti(Vn) - tk(Vo)

nthe latency of a non-hierarchical flow
graph may be variable due to the presence
of conditional paths

Margarida Jacome - UT Austin - Spring 98

Page 6



EWEEN Execution Delay of Link Vertices

I Given by
0latency of the corresponding graph model times the
number of times the called graph is invoked
nexecution delay of a link vertex can be

> variable

=>unbounded (loop vertices with unbounded indices)

|:> Link vertices: cal | and/or | oop (point
to other flow graphs in the hierarchy)
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BNl Timing Properties

| Operation delay

| Graph Latency
—> | Rate of Execution (operations)
> | Rate of Reaction (graphs)
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AN Rate of Execution (operations)

| assuming a synchronous execution model with cycle
time 1,

the rate of execution at invocation k of operation v
is given by the time interval between its current and
previous execution

pi(K) := m (sec1)

T
(Vi) -t (Vi) (cycle)
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BN Rate of Reaction (Graphs)

| For a graph model, G, its rate of reaction is
defined as the rate of execution of its source

operation
Pe(K) := Po(k)
The reaction rate is used to capture the effect

on the run-time system of the type of
implementation chosen for the graph model

oe.g., the choice of a non-pipelined
/' implementation leads to

() | R@| 0 (k)1 = \(G) + Yi(G)

where Y, (G) represents the overhead delay
(delay of reinvocation of G).
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EWEEN Timing Properties

| Operation delay

| Graph Latency

| Rate of Execution (operations)
| Rate of Reaction (graphs)

e

fixed, variable, bounded/unbounded

Margarida Jacome - UT Austin - Spring 98

NN Non-Determinism

| the delay of an operation may be variable, depending
on

Othe value of input data: e.g., loops with data
dependent iteration counts, call vertices with
conditionals

nthe timing of input data: e.g., wait operation
| the latency of a graph may be variable
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EWNNN Data Dependent Delays

1 2 3 4 5 6 7 8 9 10 11 12 13
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e - N\ - d]
\ doy done

alternative execution delay of
paths “link” vertex
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AN Non-determinism and Execution Rate

| Data-dependent loop and synchronization
operations introduce uncertainty over

Othe precise execution delay of the model

nthe order of execution of the operations in
the model

> Operations with variable delays are termed
non-deterministic delay or ND operations.
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EWNNN A Single Rate Model

On each execution
of the flow graph,
each operation
executes once

{:?In this case, the reaction rate of the graph G is:

Pa(K) := Po(k) = Pvi(K),
for all vi 0V(G) and for all k =0

The execution of G proceeds
at single rate.
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RN A Multi Rate Modd
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ANV Timing Constraints and Constraint Analysis

|:> I Timing Constraints
| Scheduling
| Constraint Satisfiability
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BN Timing Congtraints

=——> | Operation delay constraints
0O unary. bounds on the delay of an operation

0 binary: bounds on the delay between the
starting time of two operations

I Execution rate constraints
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EWNEN Binary Delay Constraints ™ “ 1

Ve :
ot
| Minimum timing constraint, lij =0 from operation
vertex vi to Vjis defined as

(V) = t(vi) +1jj

0 by default, any sequencing dependency
between two operations induces a minimum
timing constraint

| Maximum timing constraint, uij =20 from operation
vertex vito v;js defined as

(V) < ti(vi) +uij
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RN Example
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BWNEN Operation Delay Constraints

E>Can capture durational and deadline constraints in
specifying real time systems

5,
3,
=>@ 0O BEEEE—> @
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etc...
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BWENN Timing Congtraints

I Operation delay constraints

, — P,
Vb | :
T_[l_[l_> t
— | Execution rate constraints

orefer to constraints on the interval of time
between successive executions of an
operation

» rate constraints on input (output) operations refer to
the rates at which the data is required to be produced
(consumed)
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BWEEN Data Rate Constraints

| Minimum data rate constraint, ri (cycles™), on an input/
output operation v; defines a lower bound on the
execution rate of the operation

Pui(K) = i k>0 [min rate]

O ty(vi)-tea(vi) < T.rt k>0

| Maximum data rate constraint, R; (cycles-1), on an I/O
operation v;defines an upper bound on the execution rate
of the operation

Rui(k) <R [Jk>0 [max rate]

O t(vi)- ta(vi) 2 T.Ry? Hk>o0
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IWEEN Ex.. Specification of Data Rate Constraints

process exanple (a,b,c)
in port a[8],b[8];
out port c[8];

{ G

bool ean x[8],y[8],2z[8],W8];

@

X = read(a);

y = read(b);

zZ XY / relative min

while(z = 0) { / ()] <= constraints -

whi | e(w >= 0) indexed by Fhe

corresponding

, = NE W T } r =0.01 per cycle loops
witec =1z, } J

attribute “constraint mnrate of A = 100 cycl es/ sanpl e”
attribute “constraint mnrate O of A = 1 cycles/sanple’
attribute “constraint mnrate 1 of A = 10 cycl es/sanpl e*

}
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ANV Timing Constraints and Constraint Analysis

I Timing Constraints

> Scheduling

| Constraint Satisfiability

Margarida Jacome - UT Austin - Spring 98

EWENN Scheduling

| For each invocation of a flow graph model,
an operation is invoked zero, one, or many
times depending upon its position on the
hierarchy of the flow model

|:>The execution times t,(y) of an operation v are determined
by two separate mechanisms

% The runtime scheduler, y
—=> determines the invocation time of flow graphs

e#] The operation scheduler, Q
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EWEEN Timing Congtraints and Scheduling

| Given a scheduling function, a timing constraint is
considered satisfied if

Othe operation starting times determined by the
scheduling function satisfy the inequalities

te(V)) = t(vi) +l;  [mindelay]
te(V)) < t(vi) +ui;  [max delay]

Ri(K) <Ri [max rate]

Pui(K) = i [min rate]
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NN Rel ative Scheduler

|:> For a given vertex v; a set A (vi) of anchor vertices is defined as the set of
conditional (CD) and loop, wait (ND) vertices that have a path to v;

is ND or CD}

A(v) ={viOV:v;>*vi, v

J

E> A relative schedule function Q, is defined as a set of offsets for each
operation such that the operation start time satisfies

t(v)) 2 max [t(a) + O(a)+ By(vi)]

a 0 Ay
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Constraint
Graph

Anchors??
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BWEEN \)odified Relative Schedule

Relative Offset
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EWEEN \/odified Relative Schedule

Relative Offset
V3
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EWEEN Condtraint Satisfiability

I For constraint analysis purposes, it is not necessary to
determine a schedule of the operations, but only to
verify the existence of a schedule

Constraint satisfiability IZ> identifying conditions under which
no solution (i.e., schedule) exists

Margarida Jacome - UT Austin - Spring 98

Page 19



BN ND operations

I In the presence of ND operations

0 satisfiability analysis attempts to determine the existence
of a schedule of operations for all possible (and
conceivable) values of the delay of the ND operations

L2 Modified relative scheduling - Min/Max Delay Constraints
=>A minimum delay constraint is always satisfiable

t(vy) 2 max [ta + 5(a) + |&(Vi)]lw]

a 0 Ayv;

For each constraint lij solution can be constructed such that
Bi(vi) = max (I(v;,v)), Iy)

=>A maximum delay constraint may not always be satisfiable
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BNEEN Satisfiability - Delay Constraints

Feasibility:

=> A constraint graph is considered feasible if it contains
no positive cycle when the delay of the ND operations
Is assigned to zero.

Condition necessary and sufficient to determine the satisfiability
of constraints in the presence of ND operations:

ik Operation delay constraints are satisfiable if and only if
the constraint graph is feasible
there exists no cycles with ND operations
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EWNEN Examples

Constraints are not satisfiable can be modified Constraints are satisfiable
(maybe feasible) such that... =
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IWENN M ax Rate Constraints

A max-rate constraint, Ri, in G is satisfied if

=>As with minimum delay constraints, maximum rate
constraints are always satisfiable

u”‘t‘”L =0 @ o

£ when the lower bound Im(G) < R;1 the max-rate constraint
can still be satisfied by an appropriate choice of overhead
delay that is applicable to every execution of G
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ENNEN Min Rate Constraint

E>A minimum rate constraint ri on an operation v; JV(G), where
G contains no ND operations is satisfiable if

—

bound on
latency

overhead delay max
-+

I A minimum rate constraint places an upper bound on
the interval of successive executions of an operation
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BWENN Min Rate Constraints

IZ> General case: involves two bounds

V(G) +A(G) < (T/r)
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HNEN Min Rate Constraints

IZ> General case: involves two bounds

YG) +A(G) < (Try)
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EWEEN Upper Bound on Overhead Delay

G+ G
()
4 upper bound

min rate
constraint

subtracting - - -~ from
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EEEN Min Rate: satisfiability

A —ch

Max delay (min rate) between two executions of vi occurs
when the entire hierarchy is traversed with just one execution
of the link operations that lead to vi.

feasible by
the runtime :

scheduler
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BWENN Min Rate Constraints

IZ> General case: involves two bounds

V(G) +A(G) < (T/r)
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BENN Min Rate Constraints (with ND operations)

In the presence of ND operations in G:
The latency A(G) needs to be bounded

O relative rate constraints -- represented as a backward edge (i.e., max delay
constraint) from G’s sink to source vertices => ND cycle in the constraint graph

L.
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IWAENN ND Operations. Data-dependent Loops

E> The loop index determines the number of times the loop body is
invoked for each invocation of the loop link operation

=> delay of the loop operation is its loop index times the latency
of the loop body

4 If the constrained graph (G) contains at most one
loop operation, v, on a path from source to sink

The minimum rate constraint can be seen
as a bound on the number of times the loop
body (G) is invoked.

bound on loop index, X
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BWEEN Satisfiability of Min Rate Congtraints

Consider a flow graph G with an ND operation v representing
a loop in the flow graph

A minimum rate constraint r; on operation v; [JV(G) andv; zvy is
satisfiable if the loop index, xv indicating the number of times
Gv is invoked for each execution of v is less than the bound

L.rit - YG) - Iw(G) + u(v)

Im(G,)

H(V) > mobility of operation v
defined as the difference between the longest path that goes through v and 1,
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NN Redlative Min Rate Constraints

IZ> Relative min rate constraint relative to G ==> applied when
G is enabled and executing

bound on
overhead —%
delay

zero
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BNl Constraint Satisfiahility in Vulcan

1. Construct the Constraint Graph

nadd forward edges for minimum delay and
maximum rate constraints

nDadd backward edges for maximum delay
and (relative) minimum rate constraints

2. ldentify cycles by path enumeration for each
of the backward edges in the constraint graph

[0 check for constraint satisfiability, bound
delays, etc.

3. Propagate minimum rate constraints up the
graph hierarchy
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